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Abstract. Optimal control problems governed by degenerate quasi-linear partial differential
equations of elliptic type are considered. The optimal control systems considered may lack Cesari-
type conditions, and therefore the corresponding approximate optimal control problem may have no
solution. To yield the maximum principle of optimal pairs, relaxed controls are used to overcome the
difficulties occurring when considering approximate problems. The relaxed controls used are defined
by finite additive measures so that the case of the control set being noncompact can be treated.
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1. Introduction. Let Ω ⊂ R
n be a bounded domain. Consider the degenerate

elliptic partial differential equation,{ −div(ϕ(x, |∇y|) ∇y
|∇y| ) = f(x, y(x), u(x)) in Ω,

y|∂Ω = 0,
(1.1)

and the cost functional

J(u(·)) =
∫

Ω

f0(x, y(x), u(x))dx.

We assume the following:
(S1) Let 1 < p < +∞, Ω ⊂ R

n be a bounded domain with C1,1 boundary ∂Ω, U
be a separable metric space, and Uad ≡ {v : Ω→ U |v is measurable}.
(S2) Let ϕ ∈ C(Ω̄× [0,+∞))⋂C1(Ω̄× (0,+∞)) satisfy ϕ(x, 0) = 0 for all x ∈ Ω.

Moreover, there exist Λ > λ > 0 such that for almost all x ∈ Ω,
λsp−2 ≤ ϕs(x, s) ≤ Λsp−2 ∀s ∈ (0,+∞),(1.2)

n∑
i=1

|ϕxi(x, s)| ≤ Λsp−1 ∀s ∈ (0,+∞).(1.3)

(S3) The function f : Ω × R × U → R has the following properties: f(·, y, u) is
measurable in Ω, f(x, ·, u) is in C1(R). fy(x, ·, ·) and f(x, ·, ·) are continuous in R×U .
Moreover,

fy(x, y, u) ≤ 0 ∀(x, y, u) ∈ Ω× R× U,(1.4)

and for any R > 0, there exists a constant MR > 0 such that

|f(x, y, u)|+ |fy(x, y, u)| ≤MR ∀(x, u) ∈ Ω× U, |y| ≤ R.(1.5)
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(S4) The function f0 : Ω× R× U → R satisfies (S3) except for (1.4).
In our assumptions, U is not necessarily compact, which enables us to treat

unbounded controls. The separability of U is used in applying the Filippov lemma
and getting maximum conditions from that in integral form.
Our optimal control problem is as follows.
Problem (C). Find a ū(·) ∈ Uad such that

J(ū(·)) = inf
u(·)∈Uad

J(u(·)).

The purpose of this paper is to give a Pontryagin maximum principle of an optimal
control ū(·) to Problem (C).
Similar problems were considered by Casas and Fernández [2], [3] (see also [4]).
Because of the degeneracy of (1.1), to get necessary conditions of optimal controls,

usually, one needs to consider approximate problems. In our case, no Cesari condition
is assumed. Thus, the first difficulty we meet is that even if Problem (C) has an
optimal control, the corresponding approximate optimal control problem may have no
solution. On the other hand, when the approximate problems have optimal solutions,
difficulties still occur in yielding maximum principle for Problem (C) from that for
approximate problems. In [2], because of the speciality of the problem treated there,
the first difficulty does not occur. Moreover, by using the convexity, the authors of
[2] got strong convergence of optimal controls for approximate problems, obtaining
the final results. To overcome the difficulties we just mentioned, we will consider
relaxed controls. But another difficulty occurs when relaxed control is introduced. To
ensure a sequence of relaxed controls having a subsequence converging weakly to a
relaxed control, usually, we need to suppose that the control set U is compact (see
[11], [21], and [25]). In this paper, we follow the track of Fattorini, who considered
finite additive relaxed control in [9]. Such “relaxed controls” are different from those
considered in [11], [21], and [25]. Using this new concept of “relaxed control,” one is
able to treat the case of U being a noncompact set.
Our main theorems are as follows.
Theorem 1.1. Suppose that (S1)–(S4) hold, 1 < p < 2. Let (ȳ(·), ū(·)) ∈

W 1,p
0 (Ω) × Uad be an optimal state-control pair to Problem (C). Then, there exists a

ψ̄(·) ∈W 1,2
0 (Ω) such that

−div
{[
ϕ(x, |∇ȳ|)
|∇ȳ|

(
I − ∇ȳ(∇ȳ)

T

|∇ȳ|2
)
+ ϕs(x, |∇ȳ|)∇ȳ(∇ȳ)

T

|∇ȳ|2
]
∇ψ̄

}
(1.6)

= fy(x, ȳ, ū(x))ψ̄ − f0
y (x, ȳ, ū(x)) in {∇ȳ �= 0},

∇ψ̄(x) = 0, a.e. x ∈ {∇ȳ = 0},(1.7)

and for almost all x ∈ Ω,

H(x, ȳ(x), ū(x), ψ̄(x)) = max
v∈U

H(x, ȳ(x), v, ψ̄(x)),(1.8)

where I denotes the n× n identity matrix and

H(x, y, v, ψ) = f(x, y, v)ψ − f0(x, y, v)(1.9)

∀ (x, y, v, ψ) ∈ Ω× R× U × R.
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Theorem 1.2. Suppose that (S1)–(S4) hold, 2 < p < +∞. Moreover, suppose
that there exists a constant θ0 > 0 such that

fy(x, y, u) ≤ −θ0 ∀ (x, y, u) ∈ Ω× R× U.(1.10)

Let (ȳ(·), ū(·)) ∈W 1,p
0 (Ω)×Uad be an optimal pair to Problem (C). Then, there exists

a ψ̄(·) ∈W 1,2
loc (Ω) satisfying (1.6) such that, for almost all x ∈ {∇ȳ �= 0}, (1.8) holds,

where W 1,2
loc (Ω) denotes the set of functions belonging to W 1,2(Ω0) for any Ω0 ⊂⊂ Ω.

Because of the degeneracy of the state equation (1.1), usually, the conditions of
the adjoint state ψ̄(·) that we have given in Theorems 1.1 and 1.2 are not enough
to determine it. Thus, in general, we can hardly determine the optimal controls
from these necessary conditions (see also the similar theorems established in [2], [3]).
Nevertheless, we can really use such conditions to find some important information
about the optimal control. In [15], similar results were used to estimate the optimal
controls, getting the regularities of optimal pairs.
In the case that n = 1 and 1 < p < 2, our necessary conditions can be written

in the form of equations of first order. Thus, in this case we are able to avoid using
singular sets and we are sure that it keeps much important information of the optimal
control.

Theorem 1.3. Suppose that (S1)–(S4) hold, 1 < p < 2, Ω = (a, b) for some
−∞ < a < b < +∞. Let (ȳ(·), ū(·)) ∈W 1,p

0 (a, b)×Uad be an optimal pair to Problem
(C). Then, there exist a Ψ̄(·) ∈ W 1,+∞(a, b) and a ψ̄(·) ∈ W 1,2

0 (a, b)
⋂
W 1,+∞(a, b)

such that 


Ψ̄′(x) = fy(x, ȳ, ū)ψ̄ − f0
y (x, ȳ, ū), a < x < b,

ψ̄′(x) = − 1

ϕs(x, |ȳ′(x)|) Ψ̄(x), a < x < b,

ψ̄(a) = ψ̄(b) = 0,

(1.11)

and for almost all x ∈ (a, b)
H(x, ȳ(x), ū(x), ψ̄(x)) = max

v∈U
H(x, ȳ(x), v, ψ̄(x)).(1.12)

2. Classical control and relaxed control. In this section, we recall the con-
cept of relaxed control and the relation between classical controls and relaxed controls.
The concept of relaxed control can be traced back to the work of Young and McShane
[27], [28], [29], [18], [19], [20] and their generalized curves (see also [22], [30]). Due to
the development of measure theory and theory of generalized functions, McShane [21],
Warga [25], and Gamkrelidze [11] gave the concept a new expression called “relaxed
control” that is easier to understand than its archetype. In [9], to treat the case of
the control set U being noncompact, Fattorini gave a new definition of relaxed control
based on finite additive measures on U .
Now, let us recall some basic notions. Let Φ be a family of subsets of U . Φ

is called a field of U if it contains the empty set ∅, the complement of each of its
members, and the union of its two elements. Let F be the field generated by the
closed sets of U , that is, F is the smallest field containing all closed subsets of U . A
set function µ defined on F is called a finitely additive measure on U if µ(∅) = 0 and
µ(A

⋃
B) = µ(A) + µ(B) for disjoint A,B ∈ F (see [8, p. 96]), where µ(A) can be a

real number, −∞ or +∞. The total variation |µ| is defined by

|µ|(A) ≡ sup
m∑
j=1

|µ(Aj)|,
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where the supremum is taken over all finite sequences {Aj} of disjoint sets in F with
Aj ⊆ A. If

‖µ‖ ≡ |µ|(U) < +∞,
then µ is said to be of bounded variation. A finitely additive measure is called regular if
for any A ∈ F and ε > 0, there exists two sets B,D ∈ F such that cl(B) ⊆ A ⊆ int(D)
(here cl(B) and int(D) denote the closure of B and the interior ofD, respectively), and
|µ|(E) < ε for any set E ∈ F with E ⊆ D \B. LetM(U) be the space of all regular
bounded finitely additive measures on U (µ is bounded if supA∈F |µ(A)| < +∞, or
equivalently ‖µ‖ < +∞). ThenM(U) is a Banach space under norm ‖ · ‖. Let C(U)
be the space of all continuous bounded functions defined on U with its supremum
norm ‖ · ‖C(U). Then we have (see [8, Theorem IV.6.2]) the following lemma.

Lemma 2.1. The dual space C(U)∗ of C(U) is isometrically isomorphic toM(U).
An element µ ∈M(U) acts on elements g(·) ∈ C(U) in the form

〈µ, g〉 ≡
∫
U

g(v)µ(dv).(2.1)

For an integration theory based on finitely additive measure, see [8, III.2]. An
important difference between an integral based on finitely additive measures and that
based on countably additive measures is that for a finitely additive measure µ and an
µ-integrable nonnegative function g(·) on U ,∫

U

g(v) µ(dv) = 0

does not means g = 0, µ a.e. U .
Let L∞(Ω;M(U))w be the space of all M(U)-valued C(U)-weakly measurable

functions which are bounded almost everywhere. That is, σ(·) ∈ L∞(Ω;M(U))w if
σ(x) ∈M(U) ∀ x ∈ Ω,

x �→ 〈σ(x), g〉 is measurable ∀ g ∈ C(U),
and there exists a constant C > 0 such that for almost all x ∈ Ω,∣∣∣〈σ(x), g〉∣∣∣ ≤ C‖g‖C(U) ∀ g ∈ C(U).

An element µ ∈M(U) is said to be a probability measure on U if µ is nonnegative
and µ(U) = 1. Let M1

+(U) be the set of all probability measures on U , and let
R(Ω;U) be the set of all M1

+(U)-valued C(U)-weakly measurable functions in Ω,
that is, σ(·) ∈ R if

σ(x) ∈M1
+(U) ∀ x ∈ Ω,

and

x �→
∫
U

g(v) σ(x)(dv) is measurable ∀ g ∈ C(U).

Any member of R(Ω;U) will be called a relaxed control. Respectively, an element of
Uad is called a classical control.
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By Lemma 2.1 and a discussion similar to that in the proof of Theorems 2.1 and
2.3 in [9] (see also [6] and [7]), we can get the following.

Lemma 2.2. The dual space L1(Ω;C(U))∗ of L1(Ω;C(U)) is isometrically iso-
morphic to L∞(Ω;M(U))w.
Thus, R(Ω;U) ⊂ L∞(Ω;M(U))w can be looked at as a subset of L1(Ω;C(U))∗

by setting

〈σ, h〉 ≡
∫

Ω

dx

∫
U

h(x, v) σ(x)(dv) ∀ h ∈ L1(Ω, C(U)), σ ∈ R(Ω;U).

Moreover, using the Banach–Alaoglu theorem, we have the following.
Lemma 2.3. Suppose Ω ⊂ R

n is a bounded domain and U is a metric space.
Then for any sequence σk(·) ∈ R(Ω;U), there exists a σ(·) ∈ R(Ω;U) such that for
any h ∈ L1(Ω;C(U)), there exists a subsequence σkj (·) of σk(·) satisfying

〈σkj , h〉 =
∫

Ω

dx

∫
U

h(x, v)σkj (x)(dv)→ 〈σ, h〉.

For convenience, in this paper, the above property will be denoted as

σk(·) N−→ σ(·) in R(Ω;U).
We note that in Lemma 2.3, the choice of the subsequence σkj (·) is dependent of

h. On the other hand, when U is compact, L1(Ω;C(U)) is separable. Consequently,
σkj (·) can be chosen independently of h in this case (see [11, Chapter 8] or [25,
Chapter 4]). The following lemma shows that relaxed control can be approximated
by classical control.

Lemma 2.4. Let (S1)–(S4) hold, and let σ(·) ∈ R(Ω;U). Then for every finite set
{hi} ⊂ L∞(Ω;C(U)), i = 1, . . . , N , and any δ > 0, there exist u1(·), . . . , uN+1(·) ∈
Uad and nonnegative measurable functions α1(·), . . . , αN+1(·) such that

N+1∑
i=1

αi(·) = 1,(2.2)

and for any k = 1, . . . , N ,∥∥∥∥∥
∫
U

hk(·, v)σ(·)(dv)−
N+1∑
i=1

αi(·)hk(·, ui(·))
∥∥∥∥∥
L∞(Ω)

≤ δ.(2.3)

Moreover, there exists {ul(·)} ⊂ Uad such that for any k = 1, . . . , N and h0(·) ∈ C(Ω̄),∫
Ω

h0(x)hk(x, u
l(x)) dx→

∫
Ω

dx

∫
U

h0(x)hk(x, v)σ(x)(dv) as l→ +∞.(2.4)

Proof. For any x ∈ Ω, we set

h̃i(x) =

∫
U

hi(x, v)σ(x)(dv), i = 1, . . . , N,

and

E(x) = {(h1(x, v), . . . , hN (x, v))|v ∈ U}.
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Then E(x) is bounded. Moreover, it is easy to see that
(h̃1(x), . . . , h̃N (x)) ∈ c̄o E(x),

since
∑N

i=1 aih̃i(x) + c ≤ 0 for any (a1, . . . , aN , c) ∈ R
N+1 such that

N∑
i=1

aizi + c ≤ 0 ∀ (z1, . . . , zN ) ∈ E(x),

where c̄o(A) denotes the closed convex hull of set A ⊂ R
N . Therefore, by the

Carathéodory theorem (see [25, p. 139], for example), for any x ∈ Ω, we have α̂i(x) ≥ 0
and zi = (zi1, . . . , ziN ) ∈ c̄o E(x) (i = 1, . . . , N + 1) such that

N+1∑
i=1

α̂i(x) = 1,

and

(h̃1(x), . . . , h̃N (x)) =

N+1∑
i=1

α̂i(x)z
i.

Consequently, there exist ûi(x) ∈ U (i = 1, . . . , N + 1) such that∣∣∣∣∣h̃k(x)−
N+1∑
i=1

α̂i(x)hk(x, ûi(x)

∣∣∣∣∣ ≤ δ, k = 1, . . . , N.

Let

X =

{
(α1, . . . , αN+1) ∈ R

N+1|αi ≥ 0, 1 ≤ i ≤ N + 1,
N+1∑
k=1

αk = 1

}
.

Consider the multifunction Γ : Ω→ 2X×UN+1

defined by

Γ(x) =

{
(α1, . . . , αN+1, v1, . . . , vN+1) ∈ X × UN+1|

|h̃k(x)−
N+1∑
i=1

αihk(x, vi)| ≤ δ, k = 1, . . . , N
}
.

Then Γ(·) is measurable and takes nonempty closed set values. By Theorem 2.23 in
[13, Chapter 3] (see also [10]), we have measurable functions αi(·) : Ω → [0, 1] and
ui(·) ∈ Uad (i = 1, . . . , N + 1) such that

N+1∑
i=1

αi(x) = 1,

and ∣∣∣∣∣h̃k(x)−
N+1∑
i=1

αi(x)hk(x, ui(x))

∣∣∣∣∣ ≤ δ, k = 1, . . . , N.(2.5)
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That is, (2.3) holds.
Now, we turn to prove (2.4). By (2.3), it suffices to prove that there exists a

sequence ul(·) ∈ Uad such that for any h(·, ·) ∈ L1(Ω;C(U)),

lim
l→+∞

∫
Ω

h(x, ul(x)) dx =

∫
Ω

N+1∑
i=1

αi(x)h(x, ûi(x)) dx.(2.6)

We will prove that ul(·) can be chosen as

ul(x) = ûi(x), x ∈ Ωli, i = 1, . . . , N + 1,

where

Ωli is measurable, i = 1, . . . , N + 1,

Ωli
⋂
Ωlj = ∅ if i �= j,

and

N+1⋃
i=1

Ωli = Ω.

That is, we want to prove that

lim
l→+∞

N+1∑
i=1

∫
Ωl
i

h(x, ûi(x)) dx =

∫
Ω

N+1∑
i=1

αi(x)h(x, ûi(x)) dx.(2.7)

To prove this, it is enough to prove that for any gi(·) ∈ C(Ω̄) (i = 1, . . . , N + 1),
N+1∑
i=1

∫
Ωl
i

gi(x) dx→
∫

Ω

N+1∑
i=1

gi(x)αi(x) dx.(2.8)

Now, we construct the sets Ωli.

For each l ≥ 1, we have Ω =∑Nl
j=1Q

l
j , where

Qlj is measurable, j = 1, 2, . . . , Nl, l = 1, 2, 3, . . . ,

Qlj
⋂
Qlm = ∅ if j �= m,

and

0 < diam (Qlj) ≤
1

l
, j = 1, 2, . . . , Nl, l = 1, 2, 3, . . . .

Furthermore, we can decompose Qlj as

Qlj = Q
l
1,j

⋃
· · ·
⋃
QlN+1,j ,

with Qli,j being measurable,

Qli,j
⋂
Qlm,j = ∅ if i �= m,
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and

|Qli,j | =
∫
Ql
j

αi(x) dx.

Let Ωli =
⋃Nl
j=1Q

l
i,j . Then, for any gi(·) ∈ C(Ω̄) (i = 1, . . . , N + 1), we get (2.8) from

the following:

∫
Ω

N+1∑
i=1

gi(x)αi(x) dx =

N+1∑
i=1

Nl∑
j=1

∫
Ql
j

gi(x)αi(x) dx

=
N+1∑
i=1

Nl∑
j=1

gi(xl,j)

∫
Ql
j

αi(x) dx+O

(
ω

(
1

l

))
(where xl,j ∈ Qlj)

=
N+1∑
i=1

Nl∑
j=1

gi(xl,j)|Qli,j |+O
(
ω

(
1

l

))
=

N+1∑
i=1

Nl∑
j=1

∫
Ql
i,j

gi(x) dx+O

(
ω

(
1

l

))

=
N+1∑
i=1

∫
Ωl
i

gi(x) dx+O

(
ω

(
1

l

))
,

where

ω(r) ≡ max
|x−x̃|≤r

∑
i

|gi(x)− gi(x̃)| → 0 as r → 0+.

Consequently, we get (2.8). By this, we can obtain (2.4) easily and complete the
proof.
The relaxed problem corresponding to Problem (C) is the following.
Problem (R). Find a σ̄(·) ∈ R(Ω;U) such that

J(σ̄(·)) = inf
σ(·)∈R(Ω;U)

J(σ(·)),

where

J(σ(·)) =
∫

Ω

dx

∫
U

f0(x, y(x), v)σ(x)(dv),(2.9)

and y(·) ≡ y(·;σ(·)) is the solution of the following equation:
 −div

(
ϕ(x, |∇y|) ∇y|∇y|

)
=

∫
U

f(x, y(x), v)σ(x)(dv) in Ω,

y|∂Ω = 0.
(2.10)

It is easy to verify that the maps (x, y, σ) → ∫
U
f(x, y, v)σ(dv) and (x, y, σ) →∫

U
f0(x, y, v)σ(dv) have the analogous (S3) and (S4) properties. Moreover, by iden-

tifying u(·) ∈ Uad with Dirac measure-valued function δu(·) ∈ R(Ω;U), Uad can be
looked upon as a subset of R(Ω;U). On the other hand, if for some σ(·) ∈ R(Ω;U),
σ(x) = δu(x) for almost all x ∈ Ω, then u(·) must be measurable, that is, u(·) ∈
Uad. It is easy to see that J(δu(·)), y(·; δu(·)) defined by (1.2), (1.1) are equal to
J(u(·)), y(·;u(·)) defined by (2.9), (2.10), respectively. Therefore, the notation J(σ(·))
would not cause any confusion. If an optimal relaxed control σ̄(·) corresponding to
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Problem (R) has the form δū(·), then ū(·) must be an optimal classical control corre-
sponding to Problem (C). This idea can be used to get the existence theorem of an
optimal classical control (see [16], [17] for such results in semilinear cases).
When using relaxed control to get the Pontryagin maximum principle for an

optimal classical control, one needs to prove that

inf
u(·)∈Uad

J(u(·)) = inf
σ(·)∈R(Ω;U)

J(σ(·)).(2.11)

In the next section, we will prove the above relationship and give some basic properties
of states.

3. Approximation lemma. In this section, we want to prove (2.11). First,
let us state a lemma which shows that (2.10) (as well as (1.2)) is well posed for any
σ(·) ∈ R(Ω;U).

Lemma 3.1. Let (S1)–(S3) hold. Then for any ε ∈ [0, 1], σ(·) ∈ R(Ω;U), there
exists a unique weak solution yε(·) ≡ yε(·;σ(·)) ∈ W 1,p

0 (Ω)
⋂
L∞(Ω) of the following

equation: 


−div
(
ϕ(x,

√
ε2 + |∇yε|2) ∇yε√

ε2 + |∇yε|2
)

=

∫
U

f(x, yε(x), v)σ(x)(dv) in Ω,

yε|∂Ω = 0.

(3.1)

Moreover, there exists a constant C > 0, independent of ε ∈ [0, 1] and σ(·) ∈ R(Ω;U),
such that

‖y‖L∞(Ω) ≤ C.(3.2)

Hereafter, yε(·;σ(·)) denotes the solution of (3.1) corresponding to σ(·). The
existence of a solution in the above lemma can be proved by the Schauder fixed point
theorem, while (3.2) can be obtained by the De Giorgi–Moser estimate. We omit the
proofs since it is similar to that of Theorem 6.11 in [13, p. 78].
The following lemma is a special case of Theorem 1 in [14], which shows the

regularity of solutions to quasi-linear equations.
Lemma 3.2. Let (S1)–(S2) hold, ε ∈ [0, 1] and v(·) ∈ L∞(Ω). Suppose that

yε(·) ∈W 1,p
0 (Ω) is the solution of the following equation:

 −div
(
ϕ(x,

√
ε2 + |∇yε|2 ) ∇yε√

ε2+|∇yε|2

)
= v in Ω,

yε|∂Ω = 0.
(3.3)

Then there exists a constant C > 0 and α ∈ (0, 1) dependent only on p, λ,Λ,Ω and
the upper bound of ‖v‖L∞(Ω), independent of ε ∈ [0, 1], such that yε(·) ∈ C1,α(Ω̄) and

‖yε‖C1,α(Ω̄) ≤ C.(3.4)

By Lemma 3.1, for any σ(·) ∈ R(Ω;U), the corresponding solution yε(·;σ(·)) to
(3.1) is bounded uniformly in L∞(Ω). Thus, by (S3), for any σ(·) ∈ R(Ω;U), the
right-hand term in (3.1) is bounded uniformly in L∞(Ω). Then, using Lemma 3.2, we
get the following proposition.
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Proposition 3.3. Let (S1)–(S3) hold. Then there exists a constant C > 0 and
α ∈ (0, 1), independent of ε ∈ [0, 1] and σ(·) ∈ R(Ω;U), such that

‖yε(·;σ(·))‖C1,α(Ω̄) ≤ C.(3.5)

Lemma 3.4. Let 1 < p < +∞, ψ(·) ∈ C[0,+∞)⋂C1(0,+∞) satisfy ψ(0) = 0.
Moreover, there exist Λ > λ > 0 such that

λsp−2 ≤ ψ′(s) ≤ Λsp−2 ∀ s ∈ (0,+∞).(3.6)

Then, there exists a constant C = C(p, λ,Λ) > 0 such that for any a, b ∈ R
m,

(
ψ(|a|) a|a| − ψ(|b|)

b

|b|
)
· (a− b) ≥

{
C|a− b|p if p ≥ 2,
C |a−b|2

(|a|+|b|)2−p if 1 < p < 2.
(3.7)

The above lemma can be obtained with the same argument to that of Lemma
1 in [24] by taking aj(x, η) = ψ(|η|) ηj|η| and κ = 0. (This last fact implies that the
inequality holds without the term 1, in the case 1 < p < 2.)
Now, we give the main result of this section.
Lemma 3.5. Let (S1)–(S4) hold. Then for any σ(·) ∈ R(Ω;U), there exists

{uk(·)} ⊂ Uad such that

J(uk(·))→ J(σ(·)) as k → +∞.(3.8)

Consequently, (2.11) holds.
Proof. Denote y(·) = y(·;σ(·)) and

(h1(x, v), h2(x, v)) = (f(x, y(x), v), f
0(x, y(x), v)).

Then hi ∈ L∞(Ω;C(U)) by Lemma 3.1 and (S3)–(S4). Thus, by Lemma 2.4, there
exists {uk(·)} ⊂ Uad such that

lim
k→+∞

∫
Ω

h0(x)f(x, y(x), uk(x)) dx =

∫
Ω

dx

∫
U

h0(x)f(x, y(x), v)σ(x)(dv)(3.9)

∀ h0(·) ∈ C(Ω̄)

and

lim
k→+∞

∫
Ω

f0(x, y(x), uk(x)) dx =

∫
Ω

dx

∫
U

f0(x, y(x), v)σ(x)(dv).(3.10)

Then it follows from y(·) = y(·;σ(·)) that
 −div

(
ϕ(x, |∇y|) ∇y|∇y|

)
= f(x, y(x), uk(x)) + rk(x) in Ω,

y|∂Ω = 0,
(3.11)

where

lim
k→+∞

∫
Ω

h0(x)rk(x) dx = 0 ∀ h0(·) ∈ C(Ω̄).(3.12)
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Let yk(·) = y(·;uk(·)), i.e.,
 −div

(
ϕ(x, |∇yk|) ∇yk|∇yk|

)
= f(x, yk(x), uk(x)) in Ω,

yk|∂Ω = 0.
(3.13)

By Proposition 3.3, yk(·) is uniformly bounded in C1+α(Ω̄). Thus, at least in the
sense of a subsequence, we can suppose that

yk(·)→ ỹ(·) uniformly in C1(Ω̄).

Thus, by (3.11) and noting that

|f(x, y(x), uk(x))| ≤ C,
we have ∫

Ω

rk(x)(yk(x)− ỹ(x)) dx

=

∫
Ω

ϕ(x, |∇y|) ∇y|∇y| · ∇(yk − ỹ) dx−
∫

Ω

(yk − ỹ)f(x, y(x), uk(x)) dx
→ 0 as k → +∞.

Thus, by (3.11)–(3.13) and (1.4), we get∫
Ω

(
ϕ(x, |∇y|) ∇y|∇y| − ϕ(x, |∇yk|)

∇yk
|∇yk|

)
· ∇(y − yk) dx

≤
∫

Ω

rk(x)(y(x)− yk(x)) dx

≤
∫

Ω

rk(x)(y(x)− ỹ(x)) dx+
∫

Ω

rk(x)(ỹ(x)− yk(x)) dx
→ 0 as k → +∞.

Then by Lemma 3.4, we get that

ỹ(x) = y(x), a.e. Ω.

Therefore,

yk(·)→ y(·) uniformly in C1(Ω̄),

not only in the sense of a subsequence. Finally, by (3.10),

J(uk(·)) =
∫

Ω

f0(x, yk(x), uk(x)) dx

=

∫
Ω

(
f0(x, yk(x), uk(x))− f0(x, y(x), uk(x))

)
dx

+

∫
Ω

f0(x, y(x), uk(x)) dx

→ J(σ(·)),
since

|f0(x, yk(x), uk(x))− f0(x, y(x), uk(x))| ≤ C|yk(x)− y(x)|,
for some constant C > 0. Thus, we get the proof.
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4. Maximum principle for optimal pair to approximate problem. We
will yield the maximum principle for Problem (C) from that for corresponding ap-
proximate problems in the next section. In this section, we consider the corresponding
(relaxed) approximate problems.
Let ū(·) ∈ Uad be an optimal control to Problem (C), and let ȳ(·) ∈ W 1,p

0 (Ω) be
the optimal state corresponding to ū(·). For ε > 0, τ ∈ (0, 1), consider (3.1) and

Jτ,ε(σ(·)) =
∫

Ω

dx

∫
U

f0,τ (x, yε(x), v) σ(x)(dv),(4.1)

where σ(·) ∈ R(Ω;U), yε(·) = yε(·;σ(·)),

f0,τ (x, y, v) = f0(x, y, v) +
τρ(v, ū(x))

1 + ρ(v, ū(x))
∀ (x, y, v) ∈ Ω× R× U,(4.2)

and ρ(v, w) denotes the distance between v, w ∈ U . We want to find the necessary
condition of a σ̄τ,ε(·) ∈ R(Ω;U) satisfying

Jτ,ε(σ̄τ,ε(·)) = inf
σ(·)∈R(Ω;U)

Jτ,ε(σ(·)).(4.3)

First, we give the following lemma, which shows the existence of such σ̄τ,ε(·)’s and
the relation between σ̄τ,ε(·) and ū(·).

Lemma 4.1. Suppose that (S1)–(S4) holds. Then for any τ, ε ∈ (0, 1), there exists
a σ̄τ,ε(·) ∈ R(Ω;U) satisfying (4.3). Moreover (as ε→ 0+),

σ̄τ,ε(·) N−→ δū(·) in R(Ω;U).
Proof. By Proposition 3.3, there exist positive constants C > 0 and α ∈ (0, 1),

independent of ε ∈ (0, 1), such that for any σ(·) ∈ R(Ω;U),
‖yε(·;σ(·))‖C1,α(Ω̄) ≤ C.(4.4)

Thus, it follows from (S4) that

inf
σ(·)∈R(Ω;U)

Jτ,ε(σ(·)) > −∞.

Let στ,ε,k(·) ∈ R(Ω;U) satisfy
lim

k→+∞
Jτ,ε(στ,ε,k(·)) = inf

σ(·)∈R(Ω;U)
Jτ,ε(σ(·)).

Let yτ,ε,k(·) = yε(·;στ,ε,k(·)). Then by (4.4), we can suppose that
yτ,ε,k(·)→ ȳτ,ε(·) uniformly in C1(Ω̄),

without losing generality. By Lemma 2.3, there exist σ̄τ,ε(·) ∈ R(Ω;U) such that (as
k → +∞),

στ,ε,k(·) N−→ σ̄τ,ε(·) in R(Ω;U).
Consequently, it follows from Lebesgue’s dominated convergence theorem that for any
ψ(·) ∈ C∞

0 (Ω),

lim
k→+∞

∫
Ω

ϕ

(
x,
√
ε2 + |∇yτ,ε,k|2

) ∇yτ,ε,k√
ε2 + |∇yτ,ε,k|2

· ∇ψ dx

=

∫
Ω

ϕ

(
x,
√
ε2 + |∇ȳτ,ε|2

) ∇ȳτ,ε√
ε2 + |∇ȳτ,ε|2

· ∇ψ dx.



OPTIMAL CONTROL FOR DEGENERATE ELLIPTIC EQUATIONS 13

Moreover, there exists a subsequence στ,ε,kj (·) (which may be different for different
ψ(·)) of στ,ε,k(·) such that

lim
k→+∞

∫
Ω

dx

∫
U

ψ(x)f(x, yτ,ε,kj (x), v) στ,ε,kj (x)(dv)(4.5)

=

∫
Ω

dx

∫
U

ψ(x)f(x, ȳτ,ε(x), v) σ̄τ,ε(x)(dv).

This means that ȳτ,ε(·) = yε(·; σ̄τ,ε(·)). Consequently, as (4.5), we can get
lim

k→+∞
Jτ,ε(στ,ε,k(·)) = Jτ,ε(σ̄τ,ε(·)).

That is, σ̄τ,ε(·) satisfies (4.3).
Now, we turn to see the relation between σ̄τ,ε(·) and ū(·). Let

Jτ (σ(·)) = J(σ(·)) +
∫

Ω

dx

∫
U

τρ(v, ū(x))

1 + ρ(v, ū(x))
σ(x)(dv).(4.6)

By a similar discussion to that above, we can get a σ̄τ (·) ∈ R(Ω;U) such that (as
ε→ 0+)

σ̄τ,ε(·) N−→ σ̄τ (·) in R(Ω;U)(4.7)

and

Jτ (σ̄τ (·)) = inf
σ(·)∈R(Ω;U)

Jτ (σ(·)).

Thus,

Jτ (σ̄τ (·)) ≤ Jτ (δū(·)) = J(δū(·)).

On the other hand, by Lemma 3.5,

J(δū(·)) ≤ J(σ̄τ (·)).
Combining the above two inequalities, we have∫

Ω

dx

∫
U

τρ(v, ū(x))

1 + ρ(v, ū(x))
σ̄τ (x)(dv) = 0.

Therefore, ∫
U

ρ(v, ū(x))

1 + ρ(v, ū(x))
σ̄τ (x)(dv) = 0, a.e. x ∈ Ω.

By Lemma 4.2, which we will prove later, we have

σ̄τ (x) = δū(x), a.e. x ∈ Ω.
Thus, it follows from (4.7) that (as ε→ 0+)

σ̄τ,ε(·) N−→ δū(·).

The proof is completed.
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Lemma 4.2. Suppose that µ ∈M1
+(U) and∫

U

ρ(v, w)

1 + ρ(v, w)
µ(dv) = 0,(4.8)

for some w ∈ U . Then µ = δw.
Proof. If µ is an infinitive additive probability measure, then it is natural to

get µ = δw from (4.8). Yet, generally, for a nonnegative finite additive measure
µ and a nonnegative function h(·) on U , one cannot get h = 0, µ a.e. U , from∫
U
h(v) µ(dv) = 0 (see [8]).
To prove the lemma, we need to prove that

µ{v ∈ U |ρ(v, w) > 0} = 0.
By (4.8), for all α > 0,

µ

{
v ∈ U | ρ(v, w)

1 + ρ(v, w)
≥ α

1 + α

}
= 0.

That is,

µ{v ∈ U |ρ(v, w) ≥ α} = 0 ∀ α > 0.
Let A = {v ∈ U |ρ(v, w) > 0}, Aα = {v ∈ U |0 < ρ(v, w) < α} (α > 0). Then, A,Aα
are open. Consequently, A,Aα ∈ F , and

µ(A) = µ(Aα) ∀ α > 0.
Noting that µ is regular for all δ > 0, there exists B,D ∈ F such that

cl(B) ⊆ A ⊆ int(D), µ(D \B) < δ.
Since w �∈ A, w �∈ cl(B). Therefore there exists a β > 0 such that

{v ∈ U |ρ(v, w) < β} ∩ cl(B) = ∅.
On the other hand, A ⊆ int(D) ⊆ D. Thus,

(D \B) ⊇ (A \B) ⊇ Aβ .
Therefore,

δ > µ(D \B) = µ((D \B) \Aβ) + µ(Aβ) ≥ µ(Aβ) = µ(A).
Consequently, µ(A) = 0. We get the proof.
Now, we give the necessary condition of optimal pair (ȳτ,ε(·), σ̄τ,ε(·)) in the fol-

lowing lemma.
Lemma 4.3. Let τ, ε ∈ (0, 1). Suppose that (S1)–(S4) hold, σ̄τ,ε(·) ∈ R(Ω;U)

satisfies (4.3), ȳτ,ε(·) = yε(·; σ̄τ,ε(·)). Then there exists a ψ̄τ,ε(·) ∈W 1,2
0 (Ω) such that



−div
{[
ϕ(x,

√
ε2 + |∇ȳτ,ε|2 )√
ε2 + |∇ȳτ,ε|2

(
I − ∇ȳτ,ε(∇ȳτ,ε)

T

ε2 + |∇ȳτ,ε|2
)

+ ϕs

(
x,
√
ε2 + |∇ȳτ,ε|2

) ∇ȳτ,ε(∇ȳτ,ε)T
ε2 + |∇ȳτ,ε|2

]
∇ψ̄τ,ε

}

=

∫
U

[
fy(x, ȳτ,ε, v)ψ̄τ,ε − f0

y (x, ȳτ,ε, v)
]
σ̄τ,ε(x)(dv) in Ω,

ψ̄τ,ε|∂Ω = 0,

(4.9)
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and ∫
Ω

dx

∫
U

[
f(x, ȳτ,ε(x), v)ψ̄τ,ε(x)− f0(x, ȳτ,ε(x), v)− τρ(v, ū(x))

1 + ρ(v, ū(x))

]
(4.10)

(σ(x)− σ̄τ,ε(x))(dv) ≤ 0 ∀ σ(·) ∈ R(Ω;U).

Proof. The proof of the above lemma is quite standard, relatively easy, and similar
to the proof of Theorem 3.1 in [3]. It can be got quite directly from

0 ≤ Jτ,ε(σ̄τ,ε(·) + δ(σ(·)− σ̄τ,ε(·)))− Jτ,ε(σ̄τ,ε(·))
∀ σ(·) ∈ R(Ω;U), δ ∈ (0, 1).

We give a sketch of the proof. Let σ(·) ∈ R(Ω;U), σδτ,ε(·) = σ̄τ,ε(·) + δ(σ(·) −
σ̄τ,ε(·)). Then σδτ,ε(·) ∈ R(Ω;U), and we have

0 ≤ Jτ,ε(σδτ,ε(·))− Jτ,ε(σ̄(·)) ∀ σ(·) ∈ R(Ω;U), δ ∈ (0, 1).

Let yδτ,ε(·) = yε(·;σδτ,ε(·)). Denoting

ηδ,tτ,ε(·) = ∇ȳτ,ε(·) + t(∇yδτ,ε(·)−∇ȳτ,ε(·)), t ∈ [0, 1],

Aδτ,ε =

∫ 1

0


ϕ

(
x,

√
ε2 + |ηδ,tτ,ε|2

)
√
ε2 + |ηδ,tτ,ε|2

(
I − η

δ,t
τ,ε

(
ηδ,tτ,ε

)T
ε2 + |ηδ,tτ,ε|2

)

+ϕs

(
x,

√
ε2 + |ηδ,tτ,ε|2

)
ηδ,tτ,ε

(
ηδ,tτ,ε

)T
ε2 + |ηδ,tτ,ε|2


 dt,

bδτ,ε =

∫
U

[∫ 1

0

fy(x, ȳτ,ε + t(y
δ
τ,ε − ȳτ,ε), v) dt

]
σ̄τ,ε(x)(dv),

cδτ,ε =

∫
U

f(x, yδτ,ε, v) (σ(x)− σ̄τ,ε(x))(dv),

and

Y δτ,ε =
yδτ,ε − ȳτ,ε

δ
,

we have { −div(Aδτ,ε ∇Y δτ,ε) = bδτ,εY δτ,ε + cδτ,ε, in Ω,

Y δτ,ε
∣∣
∂Ω
= 0.

(4.11)

On the other hand, by Proposition 3.3,

‖yδτ,ε(·)‖C1,α(Ω̄), ‖ȳτ,ε(·)‖C1,α(Ω̄) ≤ C(4.12)
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for some C > 0 independent of δ ∈ (0, 1). Consequently

‖ηδ,tτ,ε‖Cα(Ω̄) ≤ C ∀ t ∈ [0, 1].

Therefore, for some β > 0

‖Aδτ,ε‖Cβ(Ω̄;Rn×n) ≤ C,(4.13)

and by (S3)

‖bδτ,ε‖L∞(Ω) ≤ C,

‖cδτ,ε‖L∞(Ω) ≤ C.

Then it follows easily from (4.11) and (S2) that

‖Y δτ,ε‖W 1,2
0 (Ω) ≤ Cε

for some positive constant Cε, independent of δ. Thus (as δ → 0+),

yδτ,ε = ȳτ,ε + δY
δ
τ,ε → ȳτ,ε strongly in W 1,2

0 (Ω).(4.14)

Combining (4.14) with (4.12), we get that

yδτ,ε → ȳτ,ε uniformly in C1(Ω̄).

Therefore, at least in the sense of a subsequence,

Aδτ,ε → Aτ,ε ≡ ϕ(x,
√
ε2 + |∇ȳτ,ε|2 )√
ε2 + |∇ȳτ,ε|2

(
I − ∇ȳτ,ε (∇ȳτ,ε)

T

ε2 + |∇ȳτ,ε|2
)

+ ϕs

(
x,
√
ε2 + |∇ȳτ,ε|2

) ∇ȳτ,ε (∇ȳτ,ε)T
ε2 + |∇ȳτ,ε|2

uniformly in C(Ω̄;Rn×n),

bδτ,ε → bτ,ε ≡
∫
U

fy(x, ȳτ,ε, v)σ̄τ,ε(x)(dv)

strongly in L2(Ω),

cδτ,ε → cτ,ε ≡
∫
U

f(x, ȳτ,ε, v) (σ(x)− σ̄τ,ε(x))(dv)

strongly in L2(Ω).

Consequently,

Y δτ,ε(·)→ Y (·) strongly in W 1,2
0 (Ω),(4.15)

with Y (·) being the solution of the following equation:{ −div (Aτ,ε∇Y ) = bτ,εY + cτ,ε in Ω,
Y |∂Ω = 0.

(4.16)
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Since Y (·) ∈W 1,2
0 (Ω) is the unique solution of (4.16), we really get that (4.15) holds

not only in the sense of a subsequence, though the convergence of a subsequence is
enough in application. Now, it follows from the following inequality,

0 ≤ 1
δ

(
Jτ,ε(σ

δ
τ,ε(·))− Jτ,ε(σ̄τ,ε(·))

)
=

∫
Ω

{
Y δτ,ε

∫
U

[∫ 1

0

f0
y (x, ȳτ,ε + t(y

δ
τ,ε − ȳτ,ε), v) dt

]
σ̄τ,ε(x)(dv)

}
dx

+

∫
Ω

dx

∫
U

f0,τ (x, yδτ,ε, v) (σ(x)− σ̄τ,ε(x))(dv),

that

0 ≤
∫

Ω

{
Y (x)

∫
U

f0
y (x, ȳτ,ε(x), v) σ̄τ,ε(x)(dv)(4.17)

+

∫
U

f0,τ (x, ȳτ,ε(x), v) (σ(x)− σ̄τ,ε(x))(dv)
}
dx.

Let ψ̄τ,ε(·) ∈W 1,2
0 (Ω) satisfy (4.9). We get (4.10) from (4.17).

5. Proofs of the main theorems. Now, we will give the proofs of Theorems
1.1–1.3. Let ȳτ,ε(·), σ̄τ,ε(·), and ψ̄τ,ε(·) be given in Lemma 4.3.

Proof of Theorem 1.1. By (S2), we have

ϕ(x, s) ≥ λ

p− 1s
p−1 ∀ (x, s) ∈ Ω̄× (0,+∞).

For x ∈ Ω, τ, ε ∈ (0, 1), if

hτ,ε(x) ≡
√
ε2 + |∇ȳτ,ε|2ϕs

(
x,
√
ε2 + |∇ȳτ,ε|2

)
− ϕ

(
x,
√
ε2 + |∇ȳτ,ε|2

)
≥ 0,

then

ϕ

(
x,
√
ε2 + |∇ȳτ,ε|2

) |∇ψ̄τ,ε|2√
ε2 + |∇ȳτ,ε|2

+ hτ,ε(x)
(∇ψ̄τ,ε)T∇ȳτ,ε∇ȳTτ,ε∇ψ̄τ,ε

(ε2 + |∇ȳτ,ε|2) 32

≥ ϕ
(
x,
√
ε2 + |∇ȳτ,ε|2

) |∇ψ̄τ,ε|2√
ε2 + |∇ȳτ,ε|2

≥ λ

p− 1(ε
2 + |∇ȳτ,ε|2)

p−2
2 |∇ψ̄τ,ε|2.

Otherwise,

ϕ

(
x,
√
ε2 + |∇ȳτ,ε|2

) |∇ψ̄τ,ε|2√
ε2 + |∇ȳτ,ε|2

+ hτ,ε(x)
(∇ψ̄τ,ε)T∇ȳτ,ε∇ȳTτ,ε∇ψ̄τ,ε

(ε2 + |∇ȳτ,ε|2) 32

≥ ϕs
(
x,
√
ε2 + |∇ȳτ,ε|2

)
|∇ψ̄τ,ε|2 ≥ λ(ε2 + |∇ȳτ,ε|2)

p−2
2 |∇ψ̄τ,ε|2.

Thus, there exists a constant λ0 (independent of τ, ε ∈ (0, 1), x ∈ Ω̄) such that

ϕ

(
x,
√
ε2 + |∇ȳτ,ε|2

) |∇ψ̄τ,ε|2√
ε2 + |∇ȳτ,ε|2

+ hτ,ε(x)
(∇ψ̄τ,ε)T∇ȳτ,ε∇ȳTτ,ε∇ψ̄τ,ε

(ε2 + |∇ȳτ,ε|2) 32
(5.1)

≥ λ0(ε
2 + |∇ȳτ,ε|2)

p−2
2 |∇ψ̄τ,ε|2.
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Thus, it follows from (4.9), Proposition 3.3, and (S3)–(S4) that

λ0

∫
Ω

(ε2 + |∇ȳτ,ε|2)
p−2
2 |∇ψ̄τ,ε|2 dx(5.2)

≤
∫

Ω

dx

∫
U

[
fy(x, ȳτ,ε, v)ψ̄

2
τ,ε − f0

y (x, ȳτ,ε, v)ψ̄τ,ε
]
σ̄(x)(dv)

≤ −
∫

Ω

dx

∫
U

f0
y (x, ȳτ,ε, v)ψ̄τ,ε σ̄(x)(dv)

≤ C
∫

Ω

|ψ̄τ,ε(x)| dx.

Since 1 < p < 2, we get

λ0

∫
Ω

|∇ψ̄τ,ε|2 dx

≤ λ0‖ε2 + |∇ȳτ,ε|2‖
2−p
2

L∞(Ω)

∫
Ω

(ε2 + |∇ȳτ,ε|2)
p−2
2 |∇ψ̄τ,ε|2 dx

≤ C
∫

Ω

|ψ̄τ,ε(x)| dx.

Consequently,

‖ψ̄τ,ε‖W 1,2
0 (Ω) ≤ C.(5.3)

Thus (see [1] and [26]), we can suppose that (at least in the sense of subsequence), as
ε→ 0+,

ψ̄τ,ε(·)→ ψ̄τ (·) weakly in W 1,2
0 (Ω), strongly in L

2(Ω).(5.4)

Moreover,

‖ψ̄τ‖W 1,2
0 (Ω) ≤ C.(5.5)

On the other hand, by Proposition 3.3, we can suppose that, as ε→ 0+,
ȳτ,ε(·)→ ỹτ (·) uniformly in C1(Ω̄).(5.6)

By Lemma 4.1,

σ̄τ,ε(·) N−→ δū(·) in R(Ω;U).(5.7)

Then, it is easy to see that ỹτ (·) = ȳ(·). Denoting
Hτ (x, y, v, ψ) = f(x, y, v)ψ − f0,τ (x, y, v) ∀ (x, y, v, ψ) ∈ R

n × R× U × R
n,

by (4.10), for any σ(·) ∈ R(Ω;U), we have
(5.8)

0 ≥
∫

Ω

dx

∫
U

Hτ (x, ȳτ,ε(x), v, ψ̄τ,ε(x))(σ(x)− σ̄τ,ε(x))(dv)

=

∫
Ω

dx

∫
U

(
Hτ (x, ȳτ,ε(x), v, ψ̄τ,ε(x))−Hτ (x, ȳ(x), v, ψ̄τ,ε(x))

)
(σ(x)− σ̄τ,ε(x))(dv)

+

∫
Ω

dx

∫
U

(
Hτ (x, ȳ(x), v, ψ̄τ,ε(x))−Hτ (x, ȳ(x), v, ψ̄τ (x))

)
(σ(x)− σ̄τ,ε(x))(dv)

+

∫
Ω

dx

∫
U

Hτ (x, ȳ(x), v, ψ̄τ (x))(σ(x)− σ̄τ,ε(x))(dv)
≡ I1 + I2 + I3.
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By (5.3), (5.6), and (S3)–(S4), we have (as ε→ 0+)

|I1| ≤ C
∫

Ω

dx

∫
U

‖ȳτ,ε(x)− ȳ‖C(Ω̄)(|ψ̄τ,ε(x)|+ 1)(σ(x) + σ̄τ,ε(x))(dv)(5.9)

= 2C‖ȳτ,ε(x)− ȳ‖C(Ω̄)

∫
Ω

(|ψ̄τ,ε(x)|+ 1) dx→ 0.

Similarly,

lim
ε→0+

I2 = 0.(5.10)

On the other hand, by (5.7), we have (choosing a subsequence if necessary)

I3 →
∫

Ω

dx

∫
U

Hτ (x, ȳ(x), v, ψ̄τ (x))(σ(x)− σ̄τ (x))(dv).(5.11)

Combining (5.8)–(5.11), we get∫
Ω

dx

∫
U

[
f(x, ȳ(x), v)ψ̄τ (x)− f0,τ (x, ȳ(x), v)

]
(σ(x)− δū(x))(dv)(5.12)

≤ 0 ∀ σ(·) ∈ R(Ω;U).

By (5.5), we can suppose that (at least in the sense of a subsequence), as τ → 0+,

ψ̄τ (·)→ ψ̄(·) weakly in W 1,2
0 (Ω), strongly in L

2(Ω).(5.13)

Then we have∫
Ω

dx

∫
U

H(x, ȳ(x), v, ψ̄(x)) (σ(x)− δū(x))(dv)

=

∫
Ω

dx

∫
U

[
f(x, ȳ(x), v)ψ̄(x)− f0(x, ȳ(x), v)

]
(σ(x)− δū(x))(dv)

= lim
τ→0+

∫
Ω

dx

∫
U

[
f(x, ȳ(x), v)ψ̄τ (x)− f0,τ (x, ȳ(x), v)

]
(σ(x)− δū(x))(dv)

≤ 0 ∀ σ(·) ∈ R(Ω;U).

In particular, for any v(·) ∈ Uad,∫
Ω

[
H(x, ȳ(x), v(x), ψ̄(x))−H(x, ȳ(x), ū(x), ψ̄(x))] dx ≤ 0.(5.14)

Then it is easily to get that for any v ∈ U ,

H(x, ȳ(x), v, ψ̄(x)) ≤ H(x, ȳ(x), ū(x), ψ̄(x)), a.e. x ∈ Ω.

Since U is separable and H(x, ȳ(x), ·, ψ̄(x)) is continuous in U , we get (1.8).
On the other hand, by (4.9), (5.4), (5.6), (5.13), and ỹτ (·) = ȳ(·), we have∫
Ω

{[
ϕ(x, |∇ȳ| )
|∇ȳ|

(
I − ∇ȳ(∇ȳ)

T

|∇ȳ|2
)
+ ϕs(x, |∇ȳ| )∇ȳ(∇ȳ)

T

|∇ȳ|2
]
∇ψ̄

}
· ∇ξ dx

=

∫
Ω

[fy(x, ȳ, ū(x))ψ̄ − f0
y (x, ȳ, ū(x))]ξ(x) dx ∀ ξ(·) ∈ C∞

c ({∇ȳ �= 0}),
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where C∞
c ({∇ȳ �= 0}) is the set of C∞({∇ȳ �= 0}) functions having compact support

in {∇ȳ �= 0}. That is, (1.6) holds. By (5.6), for any γ > 0, there exists an ετ ∈ (0, 1)
such that

|∇ȳτ,ε(x)| ≤ γ ∀ x ∈ {∇ȳ = 0}, ε ∈ (0, ετ ).
Thus, by (5.2)–(5.3), we get

λ0

(ε2 + γ2)
2−p
2

∫
{∇ȳ=0}

|∇ψ̄τ,ε|2 dx ≤ C ∀ ε ∈ (0, ετ ).

Therefore ∫
{∇ȳ=0}

|∇ψ̄τ |2 dx ≤ Cγ
2−p

λ0
.

Consequently, ∫
{∇ȳ=0}

|∇ψ̄τ |2 dx = 0,

∫
{∇ȳ=0}

|∇ψ̄|2 dx = 0,

and we get (1.7).
Proof of Theorem 1.2. Similarly, in this case, we have (5.2) and (5.6). By (1.10)

and the first inequality in (5.2), we have

θ0

∫
Ω

ψ̄2
τ,ε(x) dx

≤ −
∫

Ω

dx

∫
U

fy(x, ȳτ,ε, v)ψ̄
2
τ,ε(x)σ̄(x)(dv)

≤ −
∫

Ω

dx

∫
U

f0
y (x, ȳτ,ε, v)ψ̄τ,ε σ̄(x)(dv)

≤ C
∫

Ω

|ψ̄τ,ε(x)| dx.

Thus, ∫
Ω

ψ̄2
τ,ε(x) dx ≤ C.(5.15)

Then, by (5.2), (5.6), and (5.15), we get that for any Ω0 ⊂⊂ {∇ȳ �= 0}, there exists
a constant C(Ω0) > 0, independent of τ, ε ∈ (0, 1), such that

‖ψ̄τ,ε‖W 1,2(Ω0) ≤ C(Ω0) ∀ ε ∈ (0, 1).(5.16)

Thus, we have ψ̄τ (·), ψ̄(·) ∈W 1,2
loc ({∇ȳ �= 0}) such that

ψ̄τ,ε(·)→ ψ̄τ (·) weakly in W 1,2(Ω0) ∀ Ω0 ⊂⊂ {∇ȳ �= 0},
as ε→ 0+, and

ψ̄τ (·)→ ψ̄(·) weakly in W 1,2
loc (Ω0) ∀ Ω0 ⊂⊂ {∇ȳ �= 0},
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as τ → 0+. Then, we get (1.6). Moreover, similar to (5.14), it follows that for any
v(·) ∈ Uad, ∫

Ω0

[
H(x, ȳ(x), v(x), ψ̄(x))−H(x, ȳ(x), ū(x), ψ̄(x))] dx ≤ 0.(5.17)

And consequently, (1.8) holds for almost all x ∈ {∇ȳ �= 0}.
Proof of Theorem 1.3. In the case that n = 1 and 1 < p < 2, (4.9) becomes


−



ε2ϕ

(
x,
√
ε2 + |ȳ′τ,ε|2

)
(ε2 + |ȳ′τ,ε|2) 32

+
|ȳ′τ,ε|2ϕs

(
x,
√
ε2 + |ȳ′τ,ε|2

)
ε2 + |ȳ′τ,ε|2


 ψ̄′

τ,ε



′

=

∫
U

[
fy(x, ȳτ,ε, v)ψ̄τ,ε − f0

y (x, ȳτ,ε, v)
]
σ̄τ,ε(x)(dv) in (a, b),

ψ̄τ,ε(a) = ψ̄τ,ε(b) = 0.

Let

Ψ̄τ,ε = −

ε2ϕ

(
x,
√
ε2 + |ȳ′τ,ε|2

)
(ε2 + |ȳ′τ,ε|2) 32

+
|ȳ′τ,ε|2ϕs

(
x,
√
ε2 + |ȳ′τ,ε|2

)
ε2 + |ȳ′τ,ε|2


 ψ̄′

τ,ε.

Then



Ψ̄′
τ,ε(x) =

∫
U

[
fy(x, ȳτ,ε, v)ψ̄τ,ε − f0

y (x, ȳτ,ε, v)
]
σ̄τ,ε(x)(dv), a < x < b,

ψ̄′
τ,ε(x) = hτ,ε(x) Ψ̄τ,ε(x), a < x < b,
ψ̄τ,ε(a) = ψ̄τ,ε(b) = 0,

(5.18)

where

hτ,ε = −
(ε2 + |ȳ′τ,ε|2)

3
2

ε2ϕ
(
x,
√
ε2 + |ȳ′τ,ε|2

)
+ |ȳ′τ,ε|2

√
ε2 + |ȳ′τ,ε|2ϕs

(
x,
√
ε2 + |ȳ′τ,ε|2

) .
By (5.3), we have

‖ψ̄τ,ε‖C[a,b] ≤ C,
and ψ̄′

τ,ε(·) ∈ L2(a, b). By (S2),

|Ψ̄τ,ε(x)| ≤ Cεp−2|ψ̄′
τ,ε(x)| ∀ x ∈ (a, b).

Thus, Ψ̄τ,ε(·) ∈ L2(a, b). Then, by (5.18), we have Ψ̄τ,ε(·) ∈ W 1,2(a, b) ↪→ C[a, b].
Since hτ,ε(·) ∈ C(a, b), the second equation in (5.18) shows that ψ̄τ,ε(·) ∈ C1(a, b).
Thus, since ψ̄τ,ε(a) = ψ̄τ,ε(b) = 0, there exists a cτ,ε ∈ (a, b) such that ψ̄′

τ,ε(cτ,ε) = 0.

Therefore, Ψ̄τ,ε(cτ,ε) = 0. Consequently, noting that

|hτ,ε(x)| ≤ C
(
ε2 + |ȳ′τ,ε|2

) 2−p
2 ,

we get easily from (5.18) that

‖Ψ̄τ,ε(·)‖W 1,∞(a,b) ≤ C
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and

‖ψ̄τ,ε(·)‖W 1,∞(a,b) ≤ C.

Thus, at least in the sense of a subsequence, we have Ψ̄τ (·), Ψ̄(·) ∈ W 1,q(a, b), ψ̄τ (·),
ψ̄(·) ∈W 1,q

0 (a, b) (for all 1 < q < +∞) such that

Ψ̄τ,ε(·)→ Ψ̄τ (·) weakly in W 1,q(a, b),

ψ̄τ,ε(·)→ ψ̄τ (·) weakly in W 1,q
0 (a, b),

as ε→ 0+, and

Ψ̄τ (·)→ Ψ̄(·) weakly in W 1,q(a, b),

ψ̄τ (·)→ ψ̄(·) weakly in W 1,q
0 (a, b),

as τ → 0+. Then, (1.11) follows easily from (5.18) and it follows from (1.11) that
Ψ̄(·), ψ̄(·) ∈W 1,∞(a, b). Finally, (1.12) is just (1.8). We get the proof.

REFERENCES

[1] R. A. Adams, Sobolev Spaces, Academic Press, New York, 1975.
[2] E. Casas and L. A. Fernández, Optimal control of quasilinear elliptic equations with non-

differentiable coefficients at the origin, Rev. Mat. Univ. Complut. Madrid, 4 (1991),
pp. 227–250.

[3] E. Casas and L. A. Fernández, Distributed control of systems governed by a general class of
quasilinear elliptic equations, J. Differential Equations, 104 (1993), pp. 20–47.

[4] E. Casas and J. Yong, Maximum principle for state-constrained optimal control problems
governed by quasilinear elliptic equations, Differential Integral Equations, 8 (1995), pp. 1–
18.

[5] E. DiBenedetto, C1,α local regularity of weak solutions of degenerate elliptic equations, Non-
linear Anal., 7 (1983), pp. 827–850.
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A NEW APPROACH OF STABILIZATION OF NONDISSIPATIVE
DISTRIBUTED SYSTEMS∗
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Abstract. In this paper we propose a new approach to prove the nonlinear (internal or bound-
ary) stabilization of certain nondissipative distributed systems (the usual energy is not decreasing).
This approach leads to decay estimates (known in the dissipative case) when the integral inequalities
method due to Komornik [Exact Controllability and Stabilization. The Multiplier Method, Masson,
Paris, John Wiley, Chichester, UK, 1994] cannot be applied due to the lack of dissipativity.

First we study the stability of a semilinear wave equation with a nonlinear damping based on
the equation

u′′ −∆u+ h(∇u) + f(u) + g(u′) = 0.

We consider the general case with a function h satisfying a smallness condition, and we obtain uniform
decay of strong and weak solutions under weak growth assumptions on the feedback function and
without any control of the sign of the derivative of the energy related with the above equation.

In the second part we consider the case h(∇u) = −∇φ · ∇u with φ ∈W 1,∞(Ω). We prove some
precise decay estimates (exponential or polynomial) of equivalent energy without any restriction on
φ.

The same results will be proved in the case of boundary feedback.
Finally, we comment on some applications of our approach to certain nondissipative distributed

systems.
Some results of this paper were announced without proof in [A. Guesmia, C. R. Acad. Sci. Paris

Sér. I Math., 332 (2001), pp. 633–636].

Key words. stabilizability by a nonlinear feedback, partial differential equation, wave equation,
Petrovsky system, elasticity, integral inequalities
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PII. S0363012901394978

1. Introduction. Consider the semilinear wave equation with a nonlinear inter-
nal dissipative term,

(P)



u′′ −∆u+ h(∇u) + f(u) + g(u′) = 0 in Ω× R

+,

u = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

and the nonlinear boundary feedback,

(P′)



u′′ −∆u+ h(∇u) + f(u) = 0 in Ω× R

+,

u = 0 on Γ0 × R
+,

∂νu+ g(u′) = 0 on Γ1 × R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

where Ω ⊂ R
n (n ∈ N

∗) is an open bounded domain with smooth boundary Γ and
f, g : R → R and h : R

n → R are continuous nonlinear functions satisfying some

∗Received by the editors September 12, 2001; accepted for publication (in revised form) September
11, 2002; published electronically March 19, 2003.
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general properties (see Assumptions 2.1–2.5 below). In (P′), ν represents the outward
unit normal to Γ = Γ0 ∪ Γ1, where Γ0 and Γ1 are closed and disjoint. In this paper
∆ and ∇ stand, respectively, for the Laplacian and the gradian with respect to the
spatial variables, ′ denotes the derivative with respect to time t, and R

+ = [0,∞[.
The main goal of this paper is to show that strong and weak solutions to problems

(P) and (P′) decay to zero when t→∞ and give some precise decay properties.
When h ≡ 0 the bibliography of works in this direction is truly long. We can

cite, for instance, the works of Nakao [18, 21, 22], Kawashima, Nakao, and Ono [11],
Nakao and Narazaki [19], Nakao and Ono [20], Haraux and Zuazua [10], Pucci and
Serrin [23], and Zuazua [27], among others.

In [21], Nakao considered the following initial boundary value problem:

(P1)



u′′ −∆u+ ρ(u′) + f(u) = 0 in Ω× R

+,

u = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

where ρ(v) = |v|βv, β > −1, f(u) = bu|u|α, α, b > 0 (in this paper | · | denotes the
Euclidean norm in R and R

n), and Ω is a bounded domain of R
n (n ≥ 1), with a

smooth boundary Γ := ∂Ω. He showed that (P1) has a unique global weak solution
if 0 ≤ α ≤ 2/(n − 2), n ≥ 3, and a global unique strong solution if α > 2/(n − 2),
n ≥ 3 (of course if n = 1 or 2, then there is no restriction on α). In addition to
global existence the issue of the decay rate was addressed. In both cases, it has been
shown that the energy of the solution decays algebraically if β > 0 and it decays
exponentially if β = 0. This improves an earlier result obtained by the author in
[22], where he studied the problem in an abstract setting and established a theorem
concerning the decay of the solution energy only for the case α ≤ 2/(n − 2), n ≥ 3.
Later on, in a joint work with Ono [20], this result has been extended to the Cauchy
problem for the equation

u′′ −∆u+ λ2(x)u+ ρ(u′) + f(u) = 0, (x, t) ∈ R
n × R

+,

where ρ(u′) behaves like |u′|βu′ and f(u) behaves like−bu|u|α. In this case the authors
required that the initial data be small enough inH1×L2 norm and of compact support.

Pucci and Serrin [23] discussed the stability of the problem

(P2)



u′′ −∆u+Q(x, t, u, u′) + f(x, u) = 0 in Ω× R

+,

u = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω

and proved that the energy of the solution is a Liapunov function. Although they
did not discuss the issue of the decay rate, they did show that in general the energy
goes to zero as t approaches infinity. They also considered an important special case
of (P2), which occurs when Q(x, t, u, u′) = a(t)tαu′ and f(x, u) = V (x)u, and showed
that the behavior of the solutions depends crucially on the parameter α. If |α| ≤ 1,
then the rest field is asymptotically stable. On the other hand, when α < −1 or α > 1
there are solutions that do not approach zero or approach nonzero functions φ(x) as
t→∞.

Messaoudi [16] discussed an initial boundary value problem related to the equation

u′′ −∆u+ a(1 + |u′|m−2)u′ + bu|u|p−2 = 0 in Ω× R
+,
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where a, b > 0, m ≥ 2, p > 2, and proved that the energy of the solution decays
exponentially. The proof of this result is based on a direct method used in [3] and [5].

Concerning the boundary feedback case, problem (P′) with h ≡ 0 has attracted
considerable attention in the literature and, in recent years, important progress has
been obtained in this context. New techniques were developed which allow us to
stabilize a system through its boundary or control it from an initial to a final state
(controllability). There is a large body of literature regarding boundary stabilization
with linear feedback; we refer the reader to the following works: Lagnese [13], Russell
[24], Triggiani [25], and You [26]. Now when the boundary feedback is nonlinear
we can cite the works of Zuazua [28], Lasiecka and Tataru [14], Komornik [12], and
Guesmia [5], among others. For such cases, the main purpose is to obtain the same
stabilization results when a boundary feedback of the form

∂νu+ a(x)u+ b(x)g(u′) = 0 on Γ1 × R
+

is applied on a part Γ1 of the boundary Γ of Ω which satisfies certain geometric
conditions and a, b, and g are given functions, whereas no feedback is applied on the
other part of the boundary, i.e.,

u = 0 on (Γ \ Γ1)× R
+.

However, when h �≡ 0 very little is known in the literature; more general and recent
results in this direction were obtained in [2]. In this paper the authors established
well-posedness of the following large class of hyperbolic equations:

K(x, t)u′′ −∆u+ F (x, t, u, u′,∇u) = f(x)

with boundary conditions and initial data as in (P′), where K, F , and f are given
functions satisfying some hypotheses.

However, to obtain exponential stability of solutions using classical multipliers and
integral inequalities, they assumed some additional hypotheses on F which require,
in particular, that F is global Lipschitz with respect to its last variable, where the
Lipschitz constant is a function on t and converges exponentially to 0 at ∞. This
is a strong hypothesis which is not satisfied if, for example, the function F does not
depend on time t, as in our case.

Hyperbolic-parabolic equations are interesting from the point of view of not only
the general theory of PDEs but also to applications in mechanics. For instance, the
transonic Karman equation

u′u′′ −∆u = 0

models flows of compressible gas in the transonic region where the velocity of gas
varies from subsonic values to supersonic ones (see [2] and the references therein).

We note that stability of problems with the nonlinear term h(∇u) requires careful
treatment because we have any information neither about the influence of the integral∫
Ω
h(∇u)u′ dx on the norm

‖(u, u′)‖2H1
0 (Ω)×L2(Ω) =

∫
Ω

(|u′(x, t)|2 + |∇u(x, t)|2) dx
nor about the sign of its derivative; that is, the energy E defined by (2.7) is not
necessary decreasing (see identities (3.2) and (5.1)). Decrease of energy plays a crucial
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role in studying the asymptotic stability of the solution, as it was considered in the
prior literature, in particular, in the works cited above.

We also observe that our problem deals with nonlinearity, which involves the
gradient combined with a nonlinear feedback. This situation was not previously con-
sidered and leads to new difficulties. In order to overcome these difficulties and obtain
energy decay estimates, we give a new and direct approach based on a combination
of some ideas given by Guesmia in [3, 4] and the multiplier technique.

In the case where h is linear we introduce a nonincreasing equivalent energy (see
(2.14)) and then, by the use of appropriate multipliers and a well-known lemma due
to Haraux–Komornik (see [12, Theorem 9.1]), the exponential and polynomial decay
estimates are proved. In the case where h is nonlinear, the introduction of a such
equivalent energy seems to be not possible. In this case, the main ingredient for
proving the exponential stability is to obtain a generalized integral inequalities of the
form

(∗)
{∫ T

S
E(t)dt ≤ a1(E(S) + E(T )) + a2(E(S)− E(T )) ∀0 ≤ S ≤ T <∞,

E′(t) ≤ a3E(t) ∀t ≥ 0,

where ai, i = 1, 2, 3, are nonnegative constants and where E stands for the classical
energy (2.7). Then we show that if, in addition, 2a1a3 < 1 or a1 ≤ a2, E must
converge exponentially to 0 at ∞.

Notice that a positive function satisfying (∗) does not necessarily converge to 0
at ∞; if a1a3 ≥ 1 + a2a3, then the function E(t) = ea3t satisfies (∗). As an open
question, it would be interesting to know what happens if a1a3 ∈ [ 12 , 1 + a2a3[ and
a1 > a2.

The integral result (∗) gives a generalization to the Haraux–Komornik lemma,
which concerns nonincreasing functions (that is, a3 = 0).

The rest of this paper is organized as follows. In section 2 we establish assumptions
and state our main results. In section 3 we obtain the uniform stability of (P). In
section 4 we consider the case h(∇u) = −∇φ · ∇u, where φ ∈W 1,∞(Ω) and · denotes
the scalar product in R

n, and we prove some decay estimates of equivalent energy
of (P). In sections 5 and 6 we prove the same results for (P′). Finally, in the last
section we give some applications of our approach to Petrovsky, coupled, and elasticity
systems.

2. Assumptions and main results. We begin this section stating the general
hypotheses.

Assumption 2.1 (assumptions on f). f : R → R is a C1 function such that
f(0) = 0 and, deriving from a potential F , that is

F (s) =

∫ s

0

f(σ) dσ ∀s ∈ R,

F (s) ≥ −as2 ∀s ∈ R,(2.1)

with 0 ≤ a < 1
2c0

, where c0 is the smallest positive constant (depending only on Ω)
such that (Poincaré’s inequality)∫

Ω

∣∣v∣∣2dx ≤ c0
∫

Ω

∣∣∇v∣∣2dx ∀v ∈ H1
0 (Ω).(2.2)

Also, there exists b > 0 such that

2bF (s) ≤ sf(s) ∀s ∈ R.(2.3)
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Assumption 2.2 (assumptions on g). g : R → R is a C1 function, nondecreasing,
g(0) = 0, such that

g(s)s > 0 ∀s �= 0.(2.4)

Also, there exist two positive constants c1 and c2 such that

c1|s| ≤ |g(s)| ≤ c2|s| ∀s ∈ R.(2.5)

Assumption 2.3 (assumptions on h). h : R
n → R is a C1 function such that ∇h

is bounded and there exists β > 0 such that

|h(ζ)| ≤ β|ζ| ∀ζ ∈ R
n.(2.6)

We define the energy of the solution of (P) by the formula

E(t) =

∫
Ω

(∣∣u′∣∣2 +
∣∣∇u∣∣2 + 2F (u)

)
dx, t ∈ R

+.(2.7)

Remarks. 1. If the function f is increasing and f(0) = 0, then (2.1) and (2.3) are
satisfied with a = 0 and b = 1

2 .
2. Condition (2.1) assures the following inequality:

‖(u, u′)‖2H1
0 (Ω)×L2(Ω) ≤ kE(t) ∀t ∈ R

+,(2.8)

where k = 1
1−2ac0

> 0. Indeed, (2.1) and (2.2) imply that

E(t) ≥
∫

Ω

(∣∣u′∣∣2 +
∣∣∇u∣∣2 − 2a

∣∣u∣∣2) dx
≥
∫

Ω

(∣∣u′∣∣2 + (1− 2ac0)
∣∣∇u∣∣2) dx

≥ (1− 2ac0)

∫
Ω

(∣∣u′∣∣2 +
∣∣∇u∣∣2) dx = (1− 2ac0)‖(u, u′)‖2H1

0 (Ω)×L2(Ω),

which gives (2.8).
3. Under Assumptions 2.1, 2.2, 2.3 and using analogous considerations like the

ones used in [2] (we omit the details), we can use Galerkin’s method (semigroup theory
is not suitable to treat degenerate problems) and prove that problem (P) possesses a
unique strong solution, u :]0,∞[→ R, such that

u ∈ L∞(]0,∞[;H1
0 (Ω) ∩H2(Ω)), u′ ∈ L∞(]0,∞[;H1

0 (Ω)),(2.9)

and

u′′ ∈ L∞(]0,∞[;L2(Ω)).

Moreover, supposing that {u0, u1} is in H1
0 (Ω) × L2(Ω) and using density argu-

ments, we can show that (P) has a unique weak solution u : Ω×]0,∞[→ R in the
space

C(]0,∞];H1
0 (Ω)) ∩ C1(]0,∞[;L2(Ω)).(2.10)
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Now we are in position to state our first main result.
Theorem 2.1. Assume that Assumptions 2.1, 2.2, 2.3 hold such that b < 1 and

β satisfies the following smallness hypotheses:

β

2

(√
c0 +

(
2

c1

)2

+
√
c0

)
+

√
c0c2β

2
√

2
≤ 1− b,

β <
b

k2
√
c0
, or

k
√
c0

2
≤ 1

c1
+

1

2

√
c0c2√

2β
.

Then the energy determined by the strong solution u decays exponentially. That is, to
say for some positive constants c, ω, one has

E(t) ≤ cE(0)e−ωt ∀t ∈ R
+.(2.11)

Furthermore, (2.11) holds for the weak solution u.
Remark. If F is positive (for example, sf(s) ≥ 0 for all s ∈ R), then β and b can

be taken such that b > 0 and

β

2

(√
c0 +

(
2

c1

)2

+ (1 + 2k2)
√
c0

)
+

√
c0c2β

2
√

2
< 1, β <

b

k2
√
c0

or

β

2

(√
c0 +

(
2

c1

)2

+
√
c0

)
+

√
c0c2β

2
√

2
< 1,

k
√
c0

2
≤ 1

c1
+

1

2

√
c0c2√

2β
.

We consider now the case h(∇u) = −∇φ ·∇u, where φ ∈W 1,∞(Ω) and g satisfies
a hypothesis weaker than (2.5).

Assumption 2.4 (assumptions on g). g : R → R is a C1 function, nondecreasing,
g(0) = 0, such that (2.4) holds and there exist four constants r, p ≥ 1 and c1, c2 > 0
such that

c1 min{∣∣s∣∣, ∣∣s∣∣r} ≤ ∣∣g(s)∣∣ ≤ c2 max{∣∣s∣∣ 1r , ∣∣s∣∣p} ∀s ∈ R,(2.12)

(n− 2)p ≤ n+ 2.(2.13)

We have the following stabilization result.
Theorem 2.2. Let u be a solution of (P) in the class (2.10). Under Assumptions

2.1 and 2.4, there exist two positive constants ω, c such that the equivalent energy of
(P), defined by

E(t) =

∫
Ω

eφ(x)
(∣∣u′∣∣2 +

∣∣∇u∣∣2 + 2F (u)
)
dx, t ∈ R

+,(2.14)

satisfies (2.11) if r = 1, and

E(t) ≤ c(1 + t)
−2
r−1 ∀t ∈ R

+(2.15)

if r > 1.
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Remarks. 1. If we take g(s) = αs for all s ∈ R with α > 0 (that is, r = p = 1),
then we find the results obtained in [15]. On the other hand, the case of g(s) =

α(1 +
∣∣s∣∣m−2

)s for all s ∈ R with m > 2 (that is, p = m − 1 and r = 1) gives the
results obtained in [16].

2. In Theorem 2.1 we can weaken assumption (2.6) by taking β as the Lipschitz
constant of only the nonlinear part of h; that is, we assume that there exists ζ̄ ∈ R

n

such that

|h(ζ) + ζ̄ · ζ| ≤ β|ζ| ∀ζ ∈ R
n.

To prove this we have only to consider the equivalent energy defined by (2.14) where
φ(x) = ζ̄ · x.

3. It is possible to weaken the growth assumption (2.12) as was done for the study
of elasticity systems in [3, 7] and the Petrovsky system in [6]. In order to simplify we
shall only consider in this paper the case of assumption (2.12).

Now we are concerned by the stability of (P′). In order to obtain the estimates
(2.11) and (2.15), the following assumptions are made on Γ and f . Let x0 be a fixed
point in R

n. Then put

m = m(x) = x− x0, R = max
x∈Ω̄

∣∣m(x)
∣∣

and partition the boundary Γ into two nonempty sets:

Γ0 = {x ∈ Γ : m(x) · ν(x) ≤ 0}, Γ1 = {x ∈ Γ : m(x) · ν(x) ≥ δ > 0}.
Examples. Concerning the existence of such a partition of Γ, we can take Ω as

follows:
1. If n = 1, then Ω is a bounded open interval, say Ω =]x1, x2[⊂ R, and our

geometric hypotheses are satisfied in each of the following two cases:
(i) Γ0 = {x1}, Γ1 = {x2}, and x0 ≤ x1,
(ii) Γ0 = {x2}, Γ1 = {x1}, and x0 ≥ x2.
2. If n ≥ 2 and Ω = Ω1 \ Ω̄0, where Ω1 and Ω0 are two open domains with

boundary Γ1, and Γ0, respectively, Ω̄0 ⊂ Ω1, and Ω1 and Ω0 are star-shaped with
respect to some point x0 ∈ Ω0 (a domain Ω is called star-shaped with respect to x0 if
m · ν > 0 on ∂Ω), then our geometric hypotheses are satisfied.

3. If n ≥ 2 and Ω is not of the form mentioned in the preceding example, then
in general there is no point x0 satisfying simultaneously the geometric hypotheses
assumed on Γ1 and Γ0. By applying an approximational method, one could consider-
ably weaken these geometric hypotheses, at least in dimensions n = 2, 3, by adapting
an analogous argument given by Komornik–Zuazua for the wave equation (see [12]
and the references therein).

Assumption 2.5 (assumptions on f). f : R → R is a C1 function such that (2.3)
and

F (s) ≥ 0 ∀s ∈ R.(2.16)

The well-posedness of the problem (P′) can be established by standard Galerkin’s
method (see [15]); we do not discuss this point here. We use the notations

V = {v ∈ H1(Ω) : v = 0 on Γ0} and W = H2(Ω) ∩ V ;

we have the following:
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1. For all (u0, u1) ∈ W × V such that ∂νu0 + g(u1) = 0 on Γ1, problem (P′) has
a unique strong solution, u :]0,∞[→ R, such that

u ∈ L∞(]0,∞[;W ), u′ ∈ L∞(]0,∞[;V ), and u′′ ∈ L∞(]0,∞[;L2(Ω)).

2. If {u0, u1} is in V × L2(Ω), then (using density arguments) the solution is
weak: u : Ω×]0,∞[→ R in the space

C(]0,∞];V ) ∩ C1(]0,∞[;L2(Ω)).(2.17)

Theorem 2.3. Let u be a solution of (P′) in the class (2.17). Assume, moreover,
that Assumptions 2.2, 2.3, 2.5 hold with β small enough and b > 1 or f is linear.
Then the energy of u, defined by (2.7), decays exponentially to zero in the sense of
(2.11).

We consider now the case h(∇u) = −∇φ · ∇u, where φ ∈W 1,∞(Ω).

We have the following stabilization result for (P′).
Theorem 2.4. Let u be a solution of (P′) in the class (2.17). Under Assumptions

2.5, 2.4 with p = 1, R‖∇φ‖∞ < min{2, n}, and b > n+R‖∇φ‖∞
n−R‖∇φ‖∞

or f is linear and

‖∇φ‖∞ is small enough, where ‖∇φ‖∞ = maxx∈Ω̄ |∇φ(x)|, the results of Theorem 2.2
hold true.

Remarks. 1. As an example of a function f satisfying Assumption 2.5, we can
take f(s) = γs |s|q−1

with γ ≥ 0 and q ≥ 1. Condition (2.3) is satisfied for all b ≤ q+1
2 .

2. We have many possibilities to take the function g such that condtions (2.12)
and (2.13) are satisfied, for example, g(s) = γ|s|r−1s if |s| ≤ 1, and g(s) = γs if
|s| ≥ 1, where γ > 0.

3. Thanks to (2.16), the function F is positive, and then the usual energy (2.7)
satisfies ∫

Ω

(∣∣u′∣∣2 +
∣∣∇u∣∣2) dx ≤ E(t).(2.18)

The quantity (
∫
Ω

∣∣∇u∣∣2dx)
1
2 defines a norm on V equivalent to the usual norm induced

by H1(Ω); consequently, V is a Hilbert space with this norm.

4. If h is nonlinear and r > 1, we do not know if the energy of (P) and (P′) decays
polynomially to zero.

5. In the case of uniform stability (Theorem 2.1 and Theorem 2.3), our proof
allows us to obtain explicit constants c and ω in (2.11).

6. Theorem 2.1, Theorem 2.3, and Theorem 2.4 probably remain valid without
the smallness conditions assumed on β, but we could not prove them.

3. Uniform decay: Proof of Theorem 2.1. To justify all the computations
that follow, we assume first that the solution is strong, and by a standard density
argument we deduce the result for weak solutions.

We are going to prove that the energy defined by (2.7) satisfies the estimate

E(S + T0) ≤ dE(S) ∀S ∈ R
+(3.1)

with 0 < d < 1 and T0 > 0. (This will be fixed later in the course of the proof.) Using
(3.1), inequality (3.9) below gives (2.11).
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We start this section by giving an explicit formula for the derivative of the energy.
A simple computation shows that

E′(t) = −2

∫
Ω

u′g(u′) dx− 2

∫
Ω

u′h (∇u) dx.(3.2)

Multiplying the first equation in (P) by u and integrating the obtained result over
Ω× [S, T ], we obtain

0 =

∫ T

S

∫
Ω

u (u′′ −∆u+ h(∇u) + f(u) + g(u′)) dx dt(3.3)

=

[∫
Ω

uu′dx
]T
S

+

∫ T

S

∫
Ω

(
− |u′|2 + |∇u|2 + uf(u)

)
dx dt

+

∫ T

S

∫
Ω

ug(u′) dxdt+

∫ T

S

∫
Ω

uh (∇u) dx dt.

Hence, from (3.3), making use of the Cauchy–Schwarz inequality and taking assump-
tion (2.6) and property (2.2) into account, we infer

∫ T

S

∫
Ω

(
|u′|2 + |∇u|2 + uf(u)

)
dx dt

≤ −
[∫

Ω

uu′dx
]T
S

+

∫ T

S

∫
Ω

(
2 |u′|2 − ug(u′)

)
dx dt

+
β

2
√
c0

∫ T

S

∫
Ω

|u|2 dx dt+

√
c0

2β

∫ T

S

∫
Ω

|h (∇u)|2 dx dt

≤ −
[∫

Ω

uu′dx
]T
S

+

∫ T

S

∫
Ω

(
2 |u′|2 − ug(u′)

)
dx dt

+
β
√
c0

2

∫ T

S

∫
Ω

|∇u|2 dx dt+
β
√
c0

2

∫ T

S

∫
Ω

|∇u|2 dx dt.

Then, taking assumption (2.3) into account, from this inequality we deduce

∫ T

S

∫
Ω

(
|u′|2 + (1− β√c0) |∇u|2 + 2bF (u)

)
dx dt(3.4)

≤ −
[∫

Ω

uu′dx
]T
S

+

∫ T

S

∫
Ω

(
2 |u′|2 − ug(u′)

)
dx dt.

Using (2.2), (2.8), and the Cauchy–Schwarz inequality, we can easily get

∣∣∣∫
Ω

uu′dx
∣∣∣ ≤ 1

2

∫
Ω

(√
c0 |u′|2 +

1√
c0
|u|2
)
dx

≤
√
c0
2

∫
Ω

(
|u′|2 + |∇u|2

)
dx ≤ k

√
c0

2
E(t);
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then

−
[∫

Ω

uu′dx
]T
S

≤ k
√
c0

2
(E(S) + E(T )) .

Next, we insert this inequality into (3.4); it follows that

∫ T

S

∫
Ω

(
|u′|2 + (1− β√c0) |∇u|2 + 2bF (u)

)
dx dt(3.5)

≤ k
√
c0

2
(E(S) + E(T )) +

∫ T

S

∫
Ω

(
2 |u′|2 − ug(u′)

)
dx dt.

Next, we want to majorize the last term in the right-hand side of (3.5).

Estimate for
∫ T

S

∫
Ω

(
2|u′|2 − ug(u′)

)
dx dt. Using (3.2) and the Cauchy–Schwarz

inequality and taking the assumptions (2.4), (2.5), and (2.6) into account, it holds
that

2

∫ T

S

∫
Ω

|u′|2dx dt ≤ 2

c1

∫ T

S

∫
Ω

u′g(u′)dx dt

=
1

c1

∫ T

S

(
−E′(t)− 2

∫
Ω

u′h(∇u)dx

)
dt

≤ 1

c1
(E(S)− E(T )) +

1

c1

∫ T

S

∫
Ω

(
ε|u′|2 +

β2

ε
|∇u|2

)
dx dt;

we choose ε > 0 such that β2

εc1
= ε

c1
− β√c0, that is, ε = β

2 (
√
c12c0 + 4 + c1

√
c0); then

we deduce

2

∫ T

S

∫
Ω

|u′|2dx dt ≤ 1

c1
(E(S)− E(T ))(3.6)

+ β

∫ T

S

∫
Ω

(
1

2

(√
c0 +

(
2

c1

)2

+
√
c0

)
|u′|2 +

1

2

(√
c0 +

(
2

c1

)2

−√c0
)
|∇u|2

)
dx dt.

Similary we have

−
∫ T

S

∫
Ω

ug(u′)dx dt ≤ 1

2

∫ T

S

∫
Ω

(
1

ε
g2(u′) + ε|u|2

)
dx dt

≤ 1

2

∫ T

S

∫
Ω

(c2
ε
u′g(u′) + εc0|∇u|2

)
dx dt

=
c2
2ε

∫ T

S

(
−1

2
E′(t)−

∫
Ω

u′h(∇u)dx

)
dt+

εc0
2

∫ T

S

∫
Ω

|∇u|2dx dt
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≤ c2
4ε

(E(S)− E(T )) +
εc0
2

∫ T

S

∫
Ω

|∇u|2dx dt

+
c2
2ε

∫ T

S

∫
Ω

(
ε′β2

2
|∇u|2 +

1

2ε′
|u′|2

)
dx dt;

we choose ε = β
√

c2ε′
2c0

and ε′ = 1√
2β

. It follows that

−
∫ T

S

∫
Ω

ug(u′)dx dt ≤
√
c0c2β

2
√

2

∫ T

S

∫
Ω

(|u′|2 + |∇u|2) dx dt(3.7)

+
1

2

√
c0c2√

2β
(E(S)− E(T )) .

Combining (3.5), (3.6), and (3.7), we conclude that
1− β

2

(√
c0 +

(
2

c1

)2

+
√
c0

)
−
√
c0c2β

2
√

2


∫ T

S

∫
Ω

(|u′|2 + |∇u|2) dx dt(3.8)

+ b

∫ T

S

∫
Ω

2F (u)dx dt

≤
(
k
√
c0

2
+

1

c1
+

1

2

√
c0c2√
2β

)
E(S) +

(
k
√
c0

2
− 1

c1
− 1

2

√
c0c2√
2β

)
E(T ).

Hence, if we take β small enough so that β
2 (
√
c0 + ( 2

c1
)2 +

√
c0) +

√
c0c2β

2
√

2
≤ 1− b as

it is assumed in Theorem 2.1, then, from (3.8) and making use of definition (2.7) of
energy, we arrive at

∫ T

S

E(t)dt(3.9)

≤ k
√
c0

2b
(E(S) + E(T )) +

1

b

(
1

c1
+

1

2

√
c0c2√

2β

)
(E(S)− E(T )) .

If F is positive, then we assume that β
2 (
√
c0 + ( 2

c1
)2 +

√
c0) +

√
c0c2β

2
√

2
< 1 and we

obtain (3.9) with b replaced by

b̄ = min

{
b, 1− β

2

(√
c0 +

(
2

c1

)2

+
√
c0

)
−
√
c0c2β

2
√

2

}
.

Now we return to equality (3.2). Using (2.4), (2.6), (2.8), and the Cauchy–Schwarz
inequality, we infer

E′(t) ≤ −2

∫
Ω

u′h(∇u)dx ≤
∫

Ω

(
β|u′|2 +

1

β
|h(∇u)|2

)
dx
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≤ β
∫

Ω

(|u′|2 + |∇u|2) dx ≤ βkE(t);

then

E′(t) ≤ βkE(t).(3.10)

We may assume in the rest of this section that E(t) > 0 for all t ≥ 0. Otherwise
if E(t0) = 0 for some t0 ≥ 0, then from (2.8) we have u(t0, x) = u′(t0, x) = 0 in Ω;
hence v(t, x) := u(t + t0, x) solves (P) with (0, 0) as initial data. By the uniqueness
of solution we conclude that v = v′ = 0; hence E(t) = 0 for all t ≥ t0 and then we
have nothing to prove.

Now by Gronwall’s lemma, we conclude from (3.10) that

E(t) ≤ eβk(t−τ)E(τ) ∀ 0 ≤ τ ≤ t <∞.(3.11)

On the other hand, (3.10) implies that

E(t) ≥ 1

βk

∂

∂t

(
(1− e−βk(t−τ))E(t)

)
∀ 0 ≤ τ ≤ t <∞.(3.12)

Now we distinguish two cases (corresponding to the hypothesis assumed on β in
Theorem 2.1).

Case 1. β < b
k2

√
c0

. We fix

T0 >
−1

βk
ln

(
1− βk

2√c0
b

)
.(3.13)

From (3.12) with τ = S we have

∫ S+T0

S

E(t)dt ≥ 1

βk
(1− e−βkT0)E(S + T0).

Combining this inequality and (3.9) with T = S + T0, we arrive at(
1

βk
(1− e−βkT0) +

1

b

(
1

c1
+

1

2

√
c0c2√

2β

)
− k
√
c0

2b

)
E(S + T0)

≤
(
k
√
c0

2b
+

1

b

(
1

c1
+

1

2

√
c0c2√

2β

))
E(S).

Thanks to our choice (3.13) of T0, we have

1

βk
(1− e−βkT0) >

k
√
c0
b

;

then we obtain (3.1) with

d =

1
b

(
1
c1

+ 1
2

√
c0c2√

2β

)
+

k
√
c0

2b

1
βk (1− e−βkT0) + 1

b

(
1
c1

+ 1
2

√
c0c2√

2β

)
− k

√
c0

2b

∈ ]0, 1[.
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We note that if a nonnegative function E : R
+ → R

+ satisfies the estimate (3.1),
then it also satisfies (2.11). Indeed, let t ∈ R

+; then t = mT0 + t0 with 0 ≤ t0 < T0

and m ∈ N. From (3.1) and taking (3.11) with t = t0 and τ = 0 into account, it holds
that

E(t) ≤ dE((m− 1)T0 + t0) ≤ · · · ≤ dmE(t0)

≤ d 1
T0

(t−t0)eβkt0E(0) ≤ eβkT0

d
E(0)e

ln d
T0

t;

then we deduce (2.11), where c = eβkT0

d and ω = − ln d
T0

.

Case 2.
k
√
c0

2 ≤ 1
c1

+ 1
2

√
c0c2√

2β
. Inequality (3.9) implies that

∫ T

S

E(t)dt ≤ a0E(S) ∀0 ≤ S ≤ T <∞,

where a0 =
k
√
c0

2b + 1
b ( 1

c1
+ 1

2

√
c0c2√

2β
). Let T go to ∞; we deduce

∫ ∞

S

E(t)dt ≤ a0E(S) ∀S ≥ 0.(3.14)

Introduce the function

ψ(S) =

∫ ∞

S

E(t)dt, S ≥ 0.

It is positive and nonincreasing. Differentiating and using (3.14), we find that

ψ′(S) ≤ − 1

a0
ψ(S),

hence (ln(ψ(S)))′ ≤ − 1
a0

. Integrating in [0, S] and using (3.14) again, we obtain that

ψ(S) ≤ a0E(0)e−
1
a0

S ∀S ≥ 0.(3.15)

On the other hand, E being nonnegative and satisfying (3.12) (with τ = S), ψ(S)
may be estimated as follows: let T0 > 0,

ψ(S) ≥
∫ S+T0

S

E(t)dt ≥
∫ S+T0

S

1

βk

∂

∂t

(
(1− e−βk(t−S))E(t)

)
dt

=
1− e−βkT0

βk
E(S + T0).

Therefore, taking t = S+T0 and choosing T0 = 1
βk ln(1+βka0) (for which the quantity

eT0/a0

1−e−βkT0
reachs its minimum), hence we deduce from (3.15) the estimate

E(t) ≤ (1 + βka0)
1+ 1

βka0E(0)e−
1
a0

t ∀t ≥ T0.(3.16)

This inequality holds, in fact, also for t ∈ [0, T0]. Indeed, by (3.11) with τ = 0, we
have

E(t) ≤ eβktE(0) ≤ e(βk+ 1
a0

)T0E(0)e−
1
a0

t = (1 + βka0)
1+ 1

βka0E(0)e−
1
a0

t.

Then (3.16) holds true for all t ≥ 0 and hence the inequality (2.11) follows with

c = (1 + βka0)
1+ 1

βka0 and ω = 1
a0

.
This concludes the proof of Theorem 2.1.
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4. Energy decay estimates: Proof of Theorem 2.2. For the proof of Theo-
rem 2.2 which concerns the stability of (P) in the particular case h(∇u) = −∇φ · ∇u,
with φ ∈ W 1,∞(Ω), we are going to prove that the equivalent energy E defined by
(2.14) satisfies, for any 0 ≤ S <∞,∫ ∞

S

E
r+1
2 (t)dt ≤ cE(S).(4.1)

Here and in what follows we shall denote by c diverse positive constants, by ε diverse
positive constants small enough, and by cε diverse positive constants depending on ε.
(All these constants do not depend on S.) The inequality (4.1) gives (2.11) and (2.15)
(see [12, Theorem 9.1]).

Using the first equation of (P) and the boundary condition, we can easily prove
that the equivalent energy E satisfies

E′(t) = −2

∫
Ω

eφ(x)u′g(u′)dx, t ∈ R
+.(4.2)

Assumption (2.4) implies that the equivalent energy is nonincreasing. Given 0 ≤ S ≤
T <∞ arbitrarily, integrate (4.2) between S and T to get

∫ T

S

∫
Ω

eφ(x)u′g(u′)dx =
1

2
(E(S)− E(T )) .(4.3)

We multiply the first equation of (P) by E
r−1
2 (t)eφ(x)u and integrate over Ω×[S, T ]

to get ∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)

(∣∣u′∣∣2 +
∣∣∇u∣∣2 + uf(u)

)
dxdt(4.4)

=

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)

(
2
∣∣u′∣∣2 − ug(u′)) dxdt

+
r − 1

2

∫ T

S

∫
Ω

E
r−3
2 (t)E′(t)eφ(x)uu′dxdt−

[ ∫
Ω

E
r−1
2 (t)eφ(x)uu′dxdt

]T
S

.

The last two terms of (4.4) can be easily majorized by cE
r+1
2 (S) (see [3] and [5]). We

follow now the proof given in [5]. We note q = p+ 1,

Ω+ = {x ∈ Ω :
∣∣u′∣∣ > 1}, and Ω− = Ω \ Ω+.

We exploit the Cauchy–Schwarz, Hölder, and Young inequalities and the Sobolev
imbedding H1

0 (Ω) ⊂ Lq(Ω) to get

−
∫ T

S

∫
Ω+

E
r−1
2 (t)eφ(x)ug(u′)dxdt

≤
∫ T

S

E
r−1
2 (t)eφ(x)

(∫
Ω+

∣∣u∣∣qdx) 1
q
(∫

Ω+

∣∣∣g(u′)∣∣∣1+ 1
p

dx

) p
p+1

dt
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≤
∫ T

S

E
r−1
2 (t)eφ(x)

(
ε

∫
Ω+

∣∣u∣∣qdx+ cε

∫
Ω+

∣∣∣g(u′)∣∣∣1+ 1
p

dx

)
dt

≤ ε
∫ T

S

E
r+q−1

2 (t)dt+ cεE
r−1
2 (S)

∫ T

S

∫
Ω+

eφ(x)u′g(u′)dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε

(
E
r+1
2 (S)− E r+1

2 (T )
)
.

On the other hand, using the growth assumption (2.12) and Poincaré’s inequality, we
have

−
∫ T

S

∫
Ω−
E
r−1
2 (t)eφ(x)ug(u′)dxdt

≤
∫ T

S

E
r−1
2 (t)eφ(x)

(
ε

∫
Ω−

∣∣u∣∣2dx+ cε

∫
Ω−
g2(u′)dx

)
dt

≤ ε
∫ T

S

E
r−1
2 (t)

∫
Ω−
eφ(x)

∣∣∇u∣∣2dxdt+ cε

∫ T

S

∫
Ω−
E
r−1
2 (t)

(
eφ(x)u′g(u′)

) 2
r+1

dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε (E(S)− E(T )) .

Taking the sum of the last two inequalities and substituting it into the right-hand
side of (4.4), using (2.3), and choosing ε ∈]0, b[, we obtain that∫ T

S

E
r+1
2 (t)dt ≤ c

(
E
r+1
2 (S) + E(S)

)
+ c

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)

∣∣u′∣∣2dxdt.(4.5)

Using another time (2.12) and (4.3), we have∫ T

S

∫
Ω+

E
r−1
2 (t)eφ(x)

∣∣u′∣∣2dxdt ≤ cE r−1
2 (S)

∫ T

S

∫
Ω+

eφ(x)u′g(u′)dxdt

≤ c
(
E
r+1
2 (S)− E r+1

2 (T )
)
.

In the same way, using Young’s inequality, we get∫ T

S

∫
Ω−
E
r−1
2 (t)eφ(x)

∣∣u′∣∣2dxdt ≤ c∫ T

S

∫
Ω−
E
r−1
2 (t)

(
eφ(x)u′g(u′)

) 2
r+1

dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε

∫ T

S

∫
Ω−
eφ(x)u′g(u′)dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε (E(S)− E(T )) .

Substituting the sum of these two estimates into the right-hand side of (4.5), choosing
ε small enough, and letting T go to ∞, we obtain∫ ∞

S

E
r+1
2 (t)dt ≤ c

(
1 + E

r−1
2 (0)

)
E(S) ≤ cE(S);

then (4.1) follows, which gives (2.11) and (2.15) and finishes the proof of Theorem 2.2.
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5. Uniform decay: Proof of Theorem 2.3. In this section we prove the ex-
ponential decay of energy (2.7) for strong solutions of (P′), and by a density argument
we obtain the same results for weak solutions.

The proof is similar to the one given in section 3.
Using the first equation in (P′) and the boundary conditions, we can easily prove

that

E′(t) = −2

∫
Γ1

u′g(u′) dx− 2

∫
Ω

u′h (∇u) dx.(5.1)

Using Assumptions 2.2, 2.3, and 2.5, from (5.1) it holds that (see section 3)

E′(t) ≤ −2

∫
Ω

u′h (∇u) dx ≤ β
∫

Ω

(
|u′|2 + |∇u|2

)
dx ≤ βE(t);

then E satisfies (3.11) and (3.12) with k = 1 (see (2.18)). Following the proof given
in section 3, it is sufficient to prove that, for all 0 ≤ S ≤ T <∞,

∫ T

S

E(t)dt ≤ ā(E(S) + E(T )) + â(E(S)− E(T ))(5.2)

with ā, â > 0 and 2βā < 1 or ā ≤ â. Then the proof can be completed as in section 3.
To prove (5.2), let ε0 ∈]0, 1[ (will be chosen later in the course of the proof); we

multiply the first equation in (P′) by

2m · ∇u+ (n− ε0)u,

integrating the obtained result over Ω× [S, T ] and using the boundary conditions. We
are going to estimate the terms of the result formula. We have

I1 :=

∫ T

S

∫
Ω

u′′
(
2m · ∇u+ (n− ε0)u

)
dxdt

=

[∫
Ω

u′
(
2m · ∇u+ (n− ε0)u

)
dx

]T
S

−
∫ T

S

∫
Ω

(
m · ∇(u′)2 + (n− ε0) |u′|2

)
dxdt

= ε0

∫ T

S

∫
Ω

|u′|2 dxdt−
∫ T

S

∫
Γ1

(m · ν) |u′|2 dΓdt

+

[ ∫
Ω

u′
(
2m · ∇u+ (n− ε0)u

)
dx

]T
S

.

We estimate the last term in this inequality; we have∫
Ω

(
2m · ∇u+ (n− ε0)u

)2

dx−
∫

Ω

(2m · ∇u)2dx

=

∫
Ω

(
(n− ε0)2 |u|2 + 2(n− ε0)m · ∇(u)2

)
dx
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=

∫
Ω

(
(n− ε0)2 |u|2 − 2(n− ε0)n |u|2

)
dx+ 2(n− ε0)

∫
Γ1

(m · ν) |u|2 dΓ

= (ε0 + n)(ε0 − n)

∫
Ω

|u|2 dx+ 2(n− ε0)
∫

Γ1

(m · ν) |u|2 dΓ

≤ 2(n− ε0)R
∫

Γ1

|u|2 dΓ;

then ∫
Ω

(
2m · ∇u+ (n− ε0)u

)2

dx ≤
∫

Ω

(2m · ∇u)2dx+ 2(n− ε0)R
∫

Γ1

|u|2 dΓ.(5.3)

Since, for all ε > 0,∣∣∣∫
Ω

(
2m · ∇u+ (n− ε0)u

)
u′dx

∣∣∣
≤ ε

2

∫
Ω

|u′|2 dx+
1

2ε

(∫
Ω

(2m · ∇u)2dx+ 2(n− ε0)R
∫

Γ1

|u|2 dΓ
)

≤
∫

Ω

(
ε

2
|u′|2 +

2R2

ε
|∇u|2 dx

)
+
R

ε
(n− ε0)c̄

∫
Ω

|∇u|2 dx,

where c̄ is the positive constant satisfying (Poincaré’s inequality)∫
Γ1

|v|2dΓ ≤ c̄
∫

Ω

|∇v|2dx ∀v ∈ V.

Choosing ε = 2
√
R(R+ c̄

2 (n− ε0)), we obtain

∣∣∣∫
Ω

(
2m · ∇u+ (n− ε0)u

)
u′dx

∣∣∣ ≤
√
R

(
R+

c̄

2
(n− ε0)

)
E(t) := a1E(t).

Then we deduce

I1 ≥ −a1(E(S) + E(T ))−R
∫ T

S

∫
Γ1

|u′|2 dΓdt+ ε0

∫ T

S

∫
Ω

|u′|2 dxdt.(5.4)

On the other hand, taking the generalized Green formula and recalling the identity

2∇u · ∇(m · ∇u) = 2 |∇u|2 +m · ∇(|∇u|2)
(note also that on Γ0 we have ∇u = ∂νuν), we infer

I2 :=

∫ T

S

∫
Ω

(−∆u)
(
2m · ∇u+ (n− ε0)u

)
dxdt

= (2− ε0)
∫ T

S

∫
Ω

|∇u|2 dxdt−
∫ T

S

∫
Γ0

(m · ν) |∇u|2 dΓdt

+

∫ T

S

∫
Γ1

(
(m · ν) |∇u|2 − (n− ε0)u∂νu− 2(m · ∇u)∂νu

)
dΓdt.
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Using the definition of Γ0 and Γ1, we deduce

I2 ≥ (2− ε0)
∫ T

S

∫
Ω

|∇u|2 dxdt

+

∫ T

S

∫
Γ1

(
δ |∇u|2 − (n− ε0)u∂νu− δ |∇u|2 − R

2

δ
(∂νu)2

)
dΓdt;

then

I2 ≥ (2− ε0)
∫ T

S

∫
Ω

|∇u|2 dxdt−
∫ T

S

∫
Γ1

(
(n− ε0)u∂νu+

R2

δ
(∂νu)2

)
dΓdt.(5.5)

Similarly, using (2.6), (5.3), and the Cauchy–Schwarz inequality, we have

I3 :=

∫ T

S

∫
Ω

h(∇u)
(
2m · ∇u+ (n− ε0)u

)
dxdt

≥ −R
β

∫ T

S

∫
Ω

h2(∇u)dxdt− β

4R

∫ T

S

(
4R2

∫
Ω

|∇u|2 dx+ 2(n− ε0)R
∫

Γ1

|u|2 dΓ
)
dt;

we conclude that

I3 ≥ −2βR

∫ T

S

∫
Ω

|∇u|2 dxdt− β
2

(n− ε0)
∫ T

S

∫
Γ1

|u|2 dΓdt.(5.6)

Using (2.3) and the fact that F is nonnegative and F (0) = 0, we obtain

I4 :=

∫ T

S

∫
Ω

f(u)
(
2m · ∇u+ (n− ε0)u

)
dxdt

≥ (n− ε0)b
∫ T

S

∫
Ω

2F (u)dxdt+

∫ T

S

∫
Ω

2m · ∇(F (u))dxdt

≥ ((n− ε0)b− n)

∫ T

S

∫
Ω

2F (u)dxdt+

∫ T

S

∫
Γ1

2(m · ν)F (u)dΓdt;

then we deduce

I4 ≥ ((n− ε0)b− n)

∫ T

S

∫
Ω

2F (u)dxdt.(5.7)

Now we distinguish two cases.
Case 3. If b > 1, then assuming that βR < 1 and choosing ε0 = min{1 −

βR, b−1
b+1n}, we deduce that min{ε0, 2 − ε0 − 2βR, (n − ε0)b − n} = ε0. Combining

(5.4)–(5.7), taking the fact that I1 + I2 + I3 + I4 = 0 in account, we obtain

ε0

∫ T

S

∫
Ω

(
|u′|2 + |∇u|2 + 2F (u)

)
dxdt ≤ a1(E(S) + E(T ))
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+

∫ T

S

∫
Γ1

(
R |u′|2 +

β

2
(n− ε0) |u|2 + (n− ε0)u∂νu+

R2

δ
(∂νu)2

)
dΓdt.

Case 4. If f is linear, f(s) = αs for some positive constant α, then b = 1 and we
conclude from (5.7) that

I4 ≥ −ε0
∫ T

S

∫
Ω

2F (u)dxdt = ε0

∫ T

S

∫
Ω

2F (u)dxdt− 2ε0

∫ T

S

∫
Ω

2F (u)dxdt

= ε0

∫ T

S

∫
Ω

2F (u)dxdt− 2ε0α

∫ T

S

∫
Ω

|u|2 dxdt

≥ ε0
∫ T

S

∫
Ω

2F (u)dxdt− 2ε0αĉ

∫ T

S

∫
Ω

|∇u|2 dxdt,

where ĉ is the smallest imbedding positive constant satisfying∫
Ω

|v|2 dx ≤ ĉ
∫

Ω

|∇v|2 dx ∀v ∈ V.(5.8)

Assuming that βR < 1 and choosing ε0 = 1−βR
1+αĉ , then min{ε0, 2−ε0−2βR−2ε0αĉ} =

ε0 and the same inequality obtained in Case 3 holds true.

We now use the boundary condition on Γ1; we have in both previous cases

ε0

∫ T

S

E(t)dt ≤ a1(E(S) + E(T ))(5.9)

+

∫ T

S

∫
Γ1

(
R |u′|2 +

R2

δ
g2(u′) +

β

2
(n− ε0) |u|2 − (n− ε0)ug(u′)

)
dΓdt.

Using (5.1), the Cauchy–Schwarz inequality and taking the assumptions (2.4), (2.5),
and (2.6) into account, it holds that

∫ T

S

∫
Γ1

(
R|u′|2 +

R2

δ
g2(u′)

)
dx dt ≤

(
R

c1
+
R2

δ
c2

)∫ T

S

∫
Γ1

u′g(u′)dx dt

=
1

2

(
R

c1
+
R2

δ
c2

)∫ T

S

(
−E′(t)− 2

∫
Ω

u′h(∇u)dx

)
dt

≤ 1

2

(
R

c1
+
R2

δ
c2

)
(E(S)− E(T )) +

1

2

(
R

c1
+
R2

δ
c2

)
β

∫ T

S

∫
Ω

(|u′|2 + |∇u|2) dx dt;
we note a2 := 1

2 ( Rc1 + R2

δ c2) and deduce

∫ T

S

∫
Γ1

(
R|u′|2 +

R2

δ
g2(u′)

)
dx dt ≤ a2 (E(S)− E(T )) + βa2

∫ T

S

E(t)dt.(5.10)
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Similarly, we have

(n− ε0)
∫ T

S

∫
Γ1

(
β

2
|u|2 − ug(u′)

)
dx dt

≤ 1

2
(n− ε0)

∫ T

S

∫
Γ1

(
1

ε
g2(u′) + (β + ε)|u|2

)
dx dt

≤ 1

2
(n− ε0)

∫ T

S

∫
Γ1

(c2
ε
u′g(u′) + (β + ε)|u|2

)
dx dt

=
c2
2ε

(n− ε0)
∫ T

S

(
−1

2
E′(t)−

∫
Ω

u′h(∇u)dx

)
dt

+
1

2
(β + ε)(n− ε0)c̄

∫ T

S

∫
Ω

|∇u|2dx dt

≤ c2
4ε

(n− ε0)(E(S)− E(T )) +
1

2
(β + ε)(n− ε0)c̄

∫ T

S

∫
Ω

|∇u|2dx dt

+
c2
2ε

(n− ε0)
∫ T

S

∫
Ω

(
ε′β2

2
|∇u|2 +

1

2ε′
|u′|2

)
dx dt,

we choose ε = β
√

c2ε′
2c̄ , ε′ = 1

β
√

2
, and we note a3 := 1

2 (n − ε0)
√

c̄c2√
2β
, a4 := (n −

ε0)(
βc̄
2 +

√
c̄c2β

2
√

2
). It follows that

(n− ε0)
∫ T

S

∫
Γ1

(
β

2
|u′|2 − ug(u′)

)
dx dt(5.11)

≤ a4

∫ T

S

E(t)dt+ a3 (E(S)− E(T )) .

Combining (5.9), (5.10), and (5.11), we have

(ε0 − βa2 − a4)

∫ T

S

E(t)dt(5.12)

≤ a1 (E(S) + E(T )) + (a2 + a3) (E(S)− E(T )) .

If β is small enough so that 2βa1 < a5 := ε0 − βa2 − a4, that is,

β(2a1 + a2) + a4 < ε0 =

{
min{1− βR, b−1

b+1n} if b > 1,
1−βR
1+αĉ if f is linear

(note that β(2a1 +a2)+a4 goes to 0 when β goes to 0), we conclude (5.2) with ā = a1

a5

and â = a2+a3

a5
. We fix then T0 >

−1
β ln(1− 2βā). Using (3.12) with τ = S, we have∫ S+T0

S

E(t)dt ≥ 1

β
(1− e−βT0)E(S + T0).
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We insert this inequality into (5.2) with T = S + T0 and obtain(
1

β
(1− e−βT0) + â− ā

)
E(S + T0) ≤ (â+ ā)E(S).

Thanks to the hypothesis on T0, we have 1
β (1− e−βT0) > 2ā, which implies (3.1) with

d = â+ā
1
β (1−e−βT0 )+â−ā

.

If βa2 + a4 < ε0 and a1 ≤ a2 + a3 (that is,
√
R(R+ c̄

2 (n− ε0)) ≤ 1
2 ( Rc1 + R2

δ c2) +

1
2 (n− ε0)

√
c̄c2√
2β

), we conclude from (5.12) that (3.14) follows with a0 = a1+a2+a3

a5
.

Then in both cases the proof of Theorem 2.3 can be completed as in section 3.

6. Decay estimates: Proof of Theorem 2.4. To prove Theorem 2.4, which
concerns the stability of (P′) in the particular case h(∇u) = −∇φ · ∇u, with φ ∈
W 1,∞(Ω), it is sufficient to prove that the equivalent energy E defined by (2.14)
satisfies (4.1) (see section 4).

In this section, we shall denote by c diverse positive constants, by ε diverse positive
constants small enough (which can be changed from a line to another), and by cε
diverse positive constants depending on ε.

A simple computation shows that

E′(t) = −2

∫
Γ1

eφ(x)u′g(u′)dx, t ∈ R
+.(6.1)

Assumption (2.4) implies that the equivalent energy is nonincreasing.
We fix ε0 > 0 and we multiply the first equation in (P′) by

E
r−1
2 (t)eφ(x)

(
2m · ∇u+ (n− ε0)u

)
,

integrating the obtained result over Ω× [S, T ] and using the boundary conditions. We
have

I1 :=

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)u′′

(
2m · ∇u+ (n− ε0)u

)
dxdt

=

[∫
Ω

E
r−1
2 (t)eφ(x)u′

(
2m · ∇u+ (n− ε0)u

)
dx

]T
S

− r − 1

2

∫ T

S

∫
Γ1

E
r−3
2 (t)E′(t)eφ(x)

(
2m · ∇u+ (n− ε0)u

)
dxdt

−
∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)

∫
Ω

(
m · ∇(u′)2 + (n− ε0) |u′|2

)
dxdt

=

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)(ε0 +m · ∇φ) |u′|2 dxdt−

∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x)(m · ν) |u′|2 dΓdt

+
[∫

Ω

E
r−1
2 (t)eφ(x)u′

(
2m · ∇u+ (n− ε0)u

)
dx
]T
S

− r − 1

2

∫ T

S

∫
Γ1

E
r−3
2 (t)E′(t)eφ(x)

(
2m · ∇u+ (n− ε0)u

)
dxdt.
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The last two terms of this equality can be easily majorized by cE
r+1
2 (S); then we

deduce

I1 ≥ −cE
r+1
2 (S)−R

∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x) |u′|2 dΓdt(6.2)

+(ε0 −R‖∇φ‖∞)

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x) |u′|2 dxdt.

On the other hand, taking the generalized Green formula (see section 5), we infer

I2 :=

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)(−∆u−∇φ · ∇u)

(
2m · ∇u+ (n− ε0)u

)
dxdt

= (2− ε0)
∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x) |∇u|2 dxdt−

∫ T

S

∫
Γ0

E
r−1
2 (t)eφ(x)(m · ν) |∇u|2 dΓdt

+

∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x)

(
(m · ν) |∇u|2 − (n− ε0)u∂νu− 2(m · ∇u)∂νu

)
dΓdt.

Using the definition of Γ0 and Γ1, we deduce

I2 ≥ (2− ε0)
∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x) |∇u|2 dxdt(6.3)

−
∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x)

(
(n− ε0)u∂νu+

R2

δ
(∂νu)2

)
dΓdt.

Using (2.3) and the fact that F is nonnegative, we obtain

I3 :=

∫ T

S

∫
Ω

E
r−1
2 (t)eφ(x)f(u)

(
2m · ∇u+ (n− ε0)u

)
dxdt

≥ (n− ε0)b
∫ T

S

∫
Ω

2E
r−1
2 (t)eφ(x)F (u)dxdt+

∫ T

S

∫
Ω

2E
r−1
2 (t)eφ(x)m · ∇(F (u))dxdt

≥
∫ T

S

∫
Ω

((n− ε0)b− n−m · ∇φ)2E
r−1
2 (t)eφ(x)F (u)dxdt

+

∫ T

S

∫
Γ1

2E
r−1
2 (t)eφ(x)(m · ν)F (u)dΓdt;

then we conclude that

I3 ≥ ((n− ε0)b− n−R‖∇φ‖∞)

∫ T

S

∫
Ω

2F (u)dxdt.(6.4)

Thanks to the assumptions in Theorem 2.4, we have the following.
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Case 5. If R‖∇φ‖∞ < min{2, n} and b > n+R‖∇φ‖∞
n−R‖∇φ‖∞

, we can choose ε0 ∈
]R‖∇φ‖∞,min{2, n− n+R‖∇φ‖∞

b }[ and then

min{ε0 −R‖∇φ‖∞, 2− ε0, (n− ε0)b− n−R‖∇φ‖∞} > 0.

Case 6. If f is linear, f(s) = αs for some positive constant α, then b = 1 and we
conclude from (6.4) that

I3 ≥ (−ε0 −R‖∇φ‖∞)

∫ T

S

∫
Ω

2F (u)dxdt

= (ε0 −R‖∇φ‖∞)

∫ T

S

∫
Ω

2F (u)dxdt− 2ε0

∫ T

S

∫
Ω

2F (u)dxdt

= (ε0 −R‖∇φ‖∞)

∫ T

S

∫
Ω

2F (u)dxdt− 2ε0α

∫ T

S

∫
Ω

|u|2 dxdt

≥ (ε0 −R‖∇φ‖∞)

∫ T

S

∫
Ω

2F (u)dxdt− 2ε0αĉ

∫ T

S

∫
Ω

|∇u|2 dxdt,

where ĉ is the positive constant defined by (5.8). Then, assuming that R‖∇φ‖∞ <
2

1+2αĉ and taking ε0 ∈]R‖∇φ‖∞, 2
1+2αĉ [, the quantity min{ε0 − R‖∇φ‖∞, 2 − (1 +

2αĉ)ε0} is positive.
Combining (6.2)–(6.4), taking the fact that I1 + I2 + I3 = 0 into account, and

using the boundary condition on Γ1, we obtain in both previous cases

∫ T

S

∫
Ω

E
r+1
2 (t)dt ≤ cE r+1

2 (S)(6.5)

+ c

∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x)

(
|u′|2 + g2(u′) + |ug(u′)|

)
dΓdt.

We now estimate the last term of (6.5). We exploit the Cauchy–Schwarz inequality
and the Sobolev imbedding V ⊂ L2(Γ1) to get∫

Γ1

|ug(u′)|dΓ ≤ ε
∫

Γ1

|u|2dΓ + cε

∫
Γ1

g2(u′)dΓ ≤ εE(t) + cε

∫
Γ1

g2(u′)dΓ.

Substituting this inequality into the right-hand side of (6.5) and choosing ε > 0 small
enough, we obtain that

∫ T

S

∫
Ω

E
r+1
2 (t)dt ≤ cE r+1

2 (S)(6.6)

+ c

∫ T

S

∫
Γ1

E
r−1
2 (t)eφ(x)

(
|u′|2 + g2(u′)

)
dΓdt.

We follow now the proof given in section 4. We note

Γ+ = {x ∈ Γ1 :
∣∣u′∣∣ > 1} and Γ− = Γ1 \ Γ+.
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By (2.12) and (6.1) we have

∫ T

S

∫
Γ+

E
r−1
2 (t)eφ(x)

(∣∣u′∣∣2 + g2(u′)
)
dxdt ≤ cE r−1

2 (S)

∫ T

S

∫
Γ+

eφ(x)u′g(u′)dxdt

≤ c
(
E
r+1
2 (S)− E r+1

2 (T )
)
.

In the same way (using Young’s inequality), we get

∫ T

S

∫
Γ−
E
r−1
2 (t)eφ(x)

(∣∣u′∣∣2 + g2(u′)
)
dxdt ≤ c

∫ T

S

∫
Γ−
E
r−1
2 (t)

(
eφ(x)u′g(u′)

) 2
r+1

dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε

∫ T

S

∫
Γ−
eφ(x)u′g(u′)dxdt

≤ ε
∫ T

S

E
r+1
2 (t)dt+ cε (E(S)− E(T )) .

Substituting the sum of these two estimates into the right-hand side of (6.6), choosing
ε small enough, and letting T go to ∞, we obtain (4.1). This finishes the proof of
Theorem 2.4.

Remark. Using the method developed above, the same results can be easily
obtained if we replace the first equation in (P) by

u′′ −∆u+ q1(x)h(∇u) + q2(x)f(u) + q3(x)g(u′) = 0 in Ω× R
+,

and the first equation and the boundary condition on Γ1 in (P′) by{
u′′ −∆u+ q1(x)h(∇u) + q2(x)f(u) = 0 in Ω× R

+,

∂νu+ q4(x)u+ q3(x)g(u′) = 0 on Γ1 × R
+,

where qi : Ω → R are bounded functions such that q2(x) ≥ 0, q4(x) ≥ 0, q3(x) ≥
a0 > 0. If q4(x) ≥ b0 > 0, we may take Γ0 = ∅.

We define the equivalent energy of (P) and (P′), respectively, by

E(t) =

∫
Ω

eϕ(x)
(∣∣u′∣∣2 +

∣∣∇u∣∣2 + 2q2(x)F (u)
)
dx,(6.7)

E(t) =

∫
Ω

eϕ(x)
(∣∣u′∣∣2 +

∣∣∇u∣∣2 + 2q2(x)F (u)
)
dx+

∫
Γ1

eϕ(x)
∣∣u∣∣2dΓ(6.8)

if h(∇u) = −∇φ · ∇u with φ ∈ W 1,∞(Ω), where ϕ ∈ W 1,∞(Ω) satisfying ∇ϕ =
q1(x)∇φ.

In the general case, we assume that β‖q1‖∞ is small enough as in Theorem 2.1
and Theorem 2.3, where β, c1, and c2 are replaced by β‖q1‖∞, a0c1, and c2‖q3‖∞,
respectively, and we define the energy of (P) and (P′), respectively, by (6.7) and (6.8)

with ϕ ≡ 0. In order to get ride of the lower-order term, which is
∫
Γ1

∣∣u∣∣2dΓ, we use

the solution of an auxiliary elliptic problem as an additional multiplier (see [4, Lemma
4.2]).
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7. Some applications of our method. In [6], we considered the following
Petrovsky system:


u′′ + ∆2u+ q(x)u+ g(u′) = 0 in Ω× R

+,

u = ∂νu = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

(7.1)

where Ω is a bounded domain in R
n (n ≥ 1) with a smooth boundary Γ and ν is the

outward unit normal vector to Γ. For g continuous, increasing, satisfying g(0) = 0,
and q : Ω → R

+ a bounded function, we proved a global existence and a regularity
result. We also established, under suitable growth conditions on g, decay results for
weak, as well as strong, solutions. Precisely, we showed that the solution decays
exponentially if g behaves like a linear function, whereas the decay is of a polynomial
order otherwise. Similar results to the above system, coupled with a semilinear wave
equation, have been established by Guesmia in [5]. In [17], Messaoudi studied the
problem 


u′′ + ∆2u+ au′

∣∣u′∣∣m−2 − bu∣∣u∣∣p−2
= 0 in Ω× R

+,

u = ∂νu = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

where a, b > 0 and p, m > 2. This is a similar problem to (7.1), which contains a
nonlinear source term competing with the damping factor. He established an existence
result and showed that the solution continues to exist globally if m ≥ p; however, it
blows up in finite time if m < p. In this paper no result of stability was announced.

In [7], we obtained some stabilization results of the following elasticity system:



u′′i − σij,j + gi(u

′
i) = 0 in Ω× R

+,

ui = 0 on Γ× R
+,

ui(x, 0) = u0
i (x) and u′i(x, 0) = u1

i (x) in Ω,

i = 1, . . . , n,

(7.2)

where the unknown u = (u1, . . . , un) : Ω → R
n. Here, σij,j =

∑j=n
j=1

∂σij
∂xj

, σij =∑k,l=n
k,l=1 aijklεij , εij = 1

2 (ui,j + uj,i), ui,j = ∂ui
∂xj
, uj,i =

∂uj
∂xi

, and aijkl ∈W 1,∞(Ω). We

proved some decay estimates which are crucially dependent on the behavior of the
damping gi at the origin and infinity. In [8], we extended these results to the case
of localized dissipations; that is, the damping is effective only in a neighborhood of a
suitable subset of the boundary.

In [4], we considered the problem of exact controllability and boundary stabi-
lization of elasticity systems with coefficients aijkl depending also on time t. The
stabilization results obtained in [4] were generalized in [3] to the nonlinear feedback
case. The results obtained in [3] and [4] improve and generalize some ones obtained
earlier by Alabau and Komornik [1] in the case where gi is linear and aijkl = const.

The decrease of energy plays a crucial role in studying the asymptotic stability of
the systems cited above. The situation of nondissipative systems (that is, the energy
is not decreasing) was not previously considered.

Using the method developed in previous sections, we can extend Theorems 2.1–2.4
to the following more general nondissipative problems.
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7.1. Petrovsky system.

u′′ + ∆2u+ q1(x)h(∆u) + q2(x)f(u) + q3(x)g(u′) = 0 in Ω× R

+,

u = ∂νu = 0 on Γ× R
+,

u(x, 0) = u0(x) and u′(x, 0) = u1(x) in Ω,

where h, f, g : R→ R are three given functions satisfying Assumptions 2.1–2.5 and qi
are three given functions defined as in the remark above. Here c0 > 0 is the smallest
imbedding positive constant (depending only on Ω) satisfying∫

Ω

∣∣v∣∣2dx ≤ c0
∫

Ω

∣∣∆v∣∣2dx ∀v ∈ H2
0 (Ω).

The energy and the equivalent energy are, respectively, defined by

E(t) =

∫
Ω

(∣∣u′∣∣2 +
∣∣∆u∣∣2 + 2q2(x)F (u)

)
dx, t ∈ R

+,

in the general case, and

E(t) =

∫
Ω

eϕ(x)
(∣∣u′∣∣2 +

∣∣∆u∣∣2 + 2q2(x)F (u)
)
dx, t ∈ R

+

if h(∆u)= −φ(x)∆u, with φ ∈L∞(Ω), where ϕ ∈W 2,∞(Ω) satisfying ∆ϕ= q1(x)φ(x).

7.2. Coupled system. We consider the nonlinear coupled wave equation and
Petrovsky system:



u′′1 + ∆2u1 + q1(x)h1(∆u1) + q2(x)f1(u1)

+ q3(x)g1(u
′
1) + a1(x)u2 = 0 in Ω× R

+,

u′′2 −∆u1 + l1(x)h2(∇u2) + l2(x)f2(u2)

+ l3(x)g2(u
′
2) + a2(x)u1 = 0 in Ω× R

+,

u2 = u1 = ∂νu1 = 0 on Γ× R
+,

ui(x, 0) = u0
i (x) and u′i(x, 0) = u1

i (x), i = 1, 2 in Ω,

where a1, a2 are two bounded functions with norms small enough (see [5]) and the li,
hi, fi, and gi are given functions defined as qi, h, f , and g, respectively.

If h1(∆u1) = −φ1(x)∆u1 and h2(∇u2) = −∇φ2 · ∇u2 with φ1 ∈ L∞(Ω) and
φ2 ∈W 1,∞(Ω), then we assume that a1(x)eϕ1(x) = a2(x)eϕ2(x), where ϕ1 ∈W 2,∞(Ω)
and ϕ2 ∈ W 1,∞(Ω) satisfying ∆ϕ1 = q1(x)φ1(x) and ∇ϕ2 = l1(x)∇φ2; we define the
equivalent energy by

E(t) =

∫
Ω

eϕ1(x)
(∣∣u′1∣∣2 +

∣∣∆u1

∣∣2 + 2q2(x)F1(u1)
)
dx(7.3)

+

∫
Ω

eϕ2(x)
(∣∣u′2∣∣2 +

∣∣∇u2

∣∣2 + 2l2(x)F2(u2)
)
dx+ 2

∫
Ω

eϕ1(x)a1(x)u1u2dx,

which is nonincreasing,

E′(t) = −2

∫
Ω

(
eϕ1(x)q3(x)u′1g1(u

′
1) + eϕ2(x)l3(x)u′2g2(u

′
2)
)
≤ 0.

In the general case, we assume that a1(x) = a2(x) and we define the energy by (7.3)
with ϕ1 ≡ ϕ2 ≡ 0.
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7.3. Elasticity systems. We are interested in the precise decay property of the
solution for elasticity systems:



u′′i − σij,j + q1,i(x)hi(σi1, . . . , σin)

+ q2,i(x)fi(ui) + q3,i(x)gi(u
′
i) = 0 in Ω× R

+,

ui = 0 on Γ× R
+,

ui(x, 0) = u0
i (x) and u′i(x, 0) = u1

i (x) in Ω,

i = 1, . . . , n,

(7.4)

with the same notations as before. Here for i = 1, . . . , n, hi, fi, and gi satisfy the
same hypothesis as h, f , and g in section 2, respectively, and q1,i, q2,i, and q3,i are
defined as q1, q2, and q3 in section 7.1, respectively.

We define the equivalent energy of (7.4) by the formula

E(t) =

∫
Ω

i=n∑
i=1

eϕi(x)

(∣∣u′i∣∣2 +

j=n∑
j=1

σijεij + 2q2,i(x)Fi(ui)

)
dx,

where ϕi ≡ 0 if hi is nonlinear, and if hi is linear, hi(ζ) = −∇φi · ζ for all ζ ∈ R
n

with φi ∈W 1,∞(Ω), then we take ϕi ∈W 1,∞(Ω) such that ∇ϕi = q1,i(x)∇φi. In the
case where all the functions hi are linear, our system is dissipative:

E′(t) = −2

∫
Ω

i=n∑
i=1

eϕi(x)q3,i(x)u′igi(u
′
i)dx ≤ 0.

We obtain the results of Theorem 2.1 and Theorem 2.2.
Under some geometric condition as in [3], the results of Theorem 2.3 and Theorem

2.4 can be easily proved in the case of boundary feedback; that is, we consider the
homogenous Dirichlet condition on Γ0, and we consider the following one on Γ1 (see
[3]):

j=n∑
j=1

σijνj + q4,i(x)ui + q3,i(x)gi(u
′
i) = 0.

Remark. The method developed in this paper is direct and very flexible; it can be
applied to various nondissipative problems (elasticity, thermoelasticity, Kirchoff, von
Karman, coupled systems, . . . ) with an internal or a boundary feedback, and it can
generalize the decay estimates (known in the dissipative case) to the nondissipative
one.

Open questions. The main restrictive assumptions under which the stability
results are valid are the smallness conditions on β (defined by (2.6)) assumed in
Theorems 2.1, 2.3, and 2.4. In the case of nonlinear function h, these assumptions
are required to obtain the inequalities (∗) (given in the introduction). In Theorem 2.4
(stability of (P ′) with h(∇u) = −∇φ ·∇u), the smallness assumption on β is required
to absorb some terms caused by the use of the second multiplier m · ∇u. It would be
interesting to know if the stability estimates still hold true under weaker assumption
on β, using more sophisticated tools, for example, general multipliers. And if it is not
the case, it would be interesting to know if other weaker stability estimates can be
obtained.

Another important aspect of the case of nonlinear function h is assumption (2.5)
imposed on the damping g. It would be interesting to prove the same polynomial
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stability (obtained in the case of linear function h) under the weaker assumption
(2.12). With this perspective, it would be interesting to look at what we can conclude
at∞ on a positive function satisfying the following inequalities more general than (∗):{∫ T

S
Ea0(t)dt ≤ a1(E(S) + E(T )) + a2(E(S)− E(T )) ∀0 ≤ S ≤ T <∞,

E′(t) ≤ a3E(t) ∀t ≥ 0,

where ai, i = 0, 1, 2, 3, are nonnegative constants.
It would also be very interesting (particularly from the point of view of applica-

tions) to explore a more general class of hyperbolic equations based on the equation

K(x, t)u′′ −Au+ F (x, t, u, u′,∇u) = 0,

where K and F are given functions and Au =
∑n

i,j=1 ∂xi(aij(x, t)∂xju) is a second-
order elliptic differential operator with smooth coefficients aij .

Acknowledgments. The author is very grateful to the referees and the associate
editor for their valuable comments and suggestions.
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GENERAL LINEAR QUADRATIC OPTIMAL STOCHASTIC
CONTROL PROBLEMS WITH RANDOM COEFFICIENTS: LINEAR

STOCHASTIC HAMILTON SYSTEMS AND BACKWARD
STOCHASTIC RICCATI EQUATIONS∗

SHANJIAN TANG†

SIAM J. CONTROL OPTIM. c© 2003 Society for Industrial and Applied Mathematics
Vol. 42, No. 1, pp. 53–75

Abstract. Consider the minimization of the following quadratic cost functional:

J(u) := E〈MxT , xT 〉+ E
∫ T

0

(〈Qsxs, xs〉+ 〈Nsus, us〉) ds,

where x is the solution of the following linear stochastic control system:

dxt =(Atxt +Btut) dt+

d∑
i=1

(Ci
txt +D

i
tut) dW

i
t ,

x0 =h ∈ R
n, ut ∈ R

m;

u is a square integrable adapted process. The problem is conventionally called the stochastic LQ (the
abbreviation of “linear quadratic”) problem. We are concerned with the following general case: the
coefficients A,B,Ci, Di, Q,N , and M are allowed to be adapted processes or random matrices. We
prove the existence and uniqueness result for the associated Riccati equation, which in our general
case is a backward stochastic differential equation with the generator (the drift term) being highly
nonlinear in the two unknown variables. This solves Bismut and Peng’s long-standing open problem
(for the case of a Brownian filtration), which was initially proposed by the French mathematician J.
M. Bismut [in Séminaire de Probabilités XII, Lecture Notes in Math. 649, C. Dellacherie, P. A. Meyer,
and M. Weil, eds., Springer-Verlag, Berlin, 1978, pp. 180–264]. We also provide a rigorous derivation
of the Riccati equation from the stochastic Hamilton system. This completes the interrelationship
between the Riccati equation and the stochastic Hamilton system as two different but equivalent
tools for the stochastic LQ problem.

There are two key points in our arguments. The first one is to connect the existence of the
solution of the Riccati equation to the homomorphism of the stochastic flows derived from the
optimally controlled system. Actually, we establish their equivalence. As a consequence, we can
construct solutions to a sequence of suitably modified Riccati equations in terms of the associated
stochastic Hamilton systems (and the optimal controls). The second key point is to establish a new
type of a priori estimate for solutions of Riccati equations, with which we show that the sequence of
constructed solutions has a limit which is a solution to the original Riccati equation.

Key words. linear quadratic optimal stochastic control, random coefficients, Riccati equation,
backward stochastic differential equations, stochastic Hamilton flows, homomorphism of stochastic
flows, optimality conditions

AMS subject classifications. 93E20, 49K45, 49N10, 60H10
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1. Formulation of the problem and basic assumptions. Consider the fol-
lowing so-called linear quadratic (LQ in short form) optimal stochastic control prob-
lem: minimize over u ∈ L2

F (0, T ;R
m) the following quadratic cost functional:

J(u; 0, h) := E〈MxT , xT 〉+ E

∫ T

0

(〈Qsxs, xs〉+ 〈Nsus, us〉) ds,(1.1)
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where x is the solution of the following linear stochastic control system:




dxt = (Atxt +Btut) dt+

d∑
i=1

(Ci
txt +Di

tut) dW
i
t ,

x0 = h ∈ R
n.

(1.2)

Here, {Wt := (W 1
t , . . . ,W

d
t )

′, 0 ≤ t ≤ T} is a d-dimensional standard Brownian
motion defined on some probability space (Ω,F , P ). Denote by {Ft, 0 ≤ t ≤ T} the
augmented natural filtration of the standard Brownian motion W . The control u
belongs to the Banach space L2

F (0, T ;R
m), which consists of all R

m-valued square
integrable {Ft, 0 ≤ t ≤ T}-adapted processes.

Throughout this paper, we make the following three assumptions on the coeffi-
cients of the above problem.

(A1) Assume that the matrix processes A : [0, T ]× Ω → R
n×n, B : [0, T ]× Ω →

R
n×m; Ci : [0, T ]×Ω→ R

n×n, Di : [0, T ]×Ω→ R
n×m, i = 1, . . . , d; Q : [0, T ]×Ω→

R
n×n, N : [0, T ]× Ω→ R

m×m and the random matrix M : Ω→ R
n×n are uniformly

bounded and {Ft, 0 ≤ t ≤ T}-adapted or FT -measurable.
(A2) Assume that the state weighting matrix process Q and the control weighting

matrix process N are almost surely and almost everywhere (abbreviated hereafter as
a.s.a.e.) symmetric and nonnegative. Also assume that the terminal state weighting
random matrix M is almost surely (hereafter abbreviated as a.s.) symmetric and
nonnegative.

(A3) Assume that the control weighting matrix process N is uniformly positive.
In this paper, we shall demonstrate how to use (the optimal control processes of

the stochastic LQ problem and) the solutions of the stochastic Hamilton system to
construct a solution of the Riccati equation (see (3.1) in section 3), which in general
is a highly nonlinear backward stochastic differential equation (BSDE in short form).
We connect the existence of a solution of the Riccati equation to the homomorphism
of the stochastic flows derived from the optimally controlled system and identify their
equivalence. In this way, on one hand, we complete the interrelationship—partially
existing in the literature—between the stochastic Hamilton system and the Riccati
equation (see section 3). On the other hand, we solve the long-standing open problem
which was initially proposed in 1978 by J. M. Bismut [4] (see section 4).

The rest of our paper is organized as follows. Section 2 describes the stochastic
Hamilton system theory associated with the above LQ problem—most of which has
been known in the literature. Section 3 recalls known connections of the Riccati
equation to the stochastic LQ problem and to the associated stochastic Hamilton
system. Section 4 reviews some previous results concerning the Riccati equation,
which are known to the author. Section 5 sketches the main ideas and the main
results of this paper. The next three sections (6–8) are devoted to the detailed proofs
of the main results. Finally, in section 9, we give some concluding comments.

2. The stochastic Hamilton system. Let τ be a {Ft, 0 ≤ t ≤ T}-stopping
time such that 0 ≤ τ ≤ T . Consider the initial-data-parameterized stochastic LQ
problem: minimize over u ∈ L2

F (0, T ;R
m) the quadratic cost functional

J(u; τ, h) := E〈Mxτ,h;uT , xτ,h;uT 〉+ E

∫ T

τ

(〈Qsx
τ,h;u
s , xτ,h;us 〉+ 〈Nsus, us〉) ds,(2.1)
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where xτ,h;u is the solution of the following linear stochastic control system:


dxt = (Atxt +Btut) dt+

d∑
i=1

(Ci
txt +Di

tut) dW
i
t , τ ≤ t ≤ T,

xτ = h ∈ L2(Ω,Fτ , P ;Rn).
(2.2)

Assumptions (A1), (A2), and (A3) imply that the above stochastic LQ problem
has a unique optimal control. See Bismut [4] for the proof of this result. A further
step is to characterize the optimal control.

Theorem 2.1. Let assumptions (A1), (A2), and (A3) be satisfied. Then, a
necessary and sufficient condition for u to be an optimal control of the parameterized
stochastic LQ problem is

Ntut +B′
tyt +

d∑
i=1

(Di
t)

′zit = 0, τ ≤ t ≤ T, a.s.(2.3)

Here (y, z) (called the adjoint processes with z := (z1, . . . , zd)) is the (unique) solution
(see Pardoux and Peng [16]) of the BSDE (conventionally called the adjoint equation):


−dyt =

[
A′
tyt +

d∑
i=1

(Ci
t)

′zit +Qtx
τ,h;u
t

]
dt−

d∑
i=1

zit dW
i
t , τ ≤ t ≤ T,

yT =Mxτ,h;uT .

(2.4)

The proof is simple. In fact, the necessary part results from some simple varia-
tional calculus and some dual representation considerations. This part is convention-
ally called the stochastic maximum principle (see Bensoussan [2], Peng [20], and Tang
and Li [22], for example). The sufficient part stems from the convexity of the cost
functional J(·; τ, h). All the details of the proof of Theorem 2.1 can be given similar
to the work in Bismut [3, 4].

From (2.3), we get the optimal control

ut = −N−1
t

[
B′
tyt +

d∑
i=1

(Di
t)

′zit

]
, τ ≤ t ≤ T.(2.5)

The so-called stochastic Hamilton system is given by


dxt = (Atxt +Btut) dt+

d∑
i=1

(Ci
txt +Di

tut) dW
i
t , τ ≤ t ≤ T,

ut := −N−1
t

[
B′
tyt +

d∑
i=1

(Di
t)

′zit

]
, τ ≤ t ≤ T,

−dyt =
[
A′
tyt +

d∑
i=1

(Ci
t)

′zit +Qtxt

]
dt−

d∑
i=1

zit dW
i
t , τ ≤ t ≤ T,

xτ = h ∈ L2(Ω,Fτ , P ;Rn), yT =MxT , zt := (z
1
t , . . . , z

d
t ).

(2.6)

It is a system of forward-backward stochastic differential equations (FBSDEs in short
form). The solution consists of a triple (x, y, z).
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Theorem 2.2. Let assumptions (A1), (A2), and (A3) be satisfied. Then, for
each fixed pair (τ, h) with τ ∈ [0, T ] a.s. and h ∈ L2(Ω,Fs, P ;Rn), the stochastic
Hamilton system (2.6) has a unique adapted solution, which is a triple of stochastic
processes parameterized by the initial data (τ, h), denoted by

{(φτ,t(h), ψτ,t(h), µτ,t(h)); τ ≤ t ≤ T, h ∈ L2(Ω,Fτ , P ;Rn)}.
Moreover, we have for some deterministic positive constant β,

E max
τ≤t≤T

|φτ,t(h)|2 + E max
τ≤t≤T

|ψτ,t(h)|2 + E

∫ T

τ

|µτ,t(h)|2 dt ≤ βE|h|2.(2.7)

Lemma 2.1. Let assumptions (A1), (A2), and (A3) be satisfied. If

{(φτ,t(h), ψτ,t(h), µτ,t(h)); τ ≤ t ≤ T, h ∈ L2(Ω,Fτ , P ;Rn)}
is a solution to (2.6), then for any {Ft, 0 ≤ t ≤ T}-stopping time γ ∈ [τ, T ],

〈ψτ,γ(h), φτ,γ(h)〉

= EFγ
{∫ T

γ

(〈Qrφτ,r(h), φτ,r(h)〉+ 〈Nrur, ur〉) dr + 〈Mφτ,T (h), φτ,T (h)〉
}
,

(2.8)

where u is the optimal control given by (2.5).
Proof of Lemma 2.1. Using Itô’s formula to compute the term 〈ψτ,r(h), φτ,r(h)〉

and then taking the conditional expectation, we get the desired result.
Proof of Theorem 2.2. Assumptions (A1), (A2), and (A3) imply the existence of

an optimal control u. From Theorem 2.1, u should satisfy (2.5), and then (x, y, z) is
a solution. The existence part is proved. The uniqueness assertion is obvious once
(2.7) is true. Therefore, it remains to prove that (2.7) holds.

From Lemma 2.1, we have

E

∫ T

τ

〈Qrφτ,r(h), φτ,r(h)〉 dr + E〈Mφτ,T (h), φτ,T (h)〉 ≤ E (|ψτ,τ (h)| · |h|) ,

E

∫ T

τ

〈Nrur, ur〉 dr ≤ E (|ψτ,τ (h)| · |h|) .
(2.9)

While we have (2.6), it follows from a classical a priori estimate for BSDEs (see El
Karoui, Peng, and Quenez [6]) that

E max
τ≤t≤T

|ψτ,t(h)|2 + E

∫ T

τ

|µτ,t(h)|2 dt

≤ βE

∫ T

τ

|Qrφτ,r(h)|2 dr + βE|Mφτ,T (h)|2

≤ βE

∫ T

τ

〈Qrφτ,r(h), φτ,r(h)〉 dr + βE〈Mφτ,T (h), φτ,T (h)〉.

Here and in the following, β stands for a universal deterministic positive constant,
possibly changing from lines to lines. Therefore, we have from (2.9)

E max
τ≤t≤T

|ψτ,t(h)|2 + E

∫ T

τ

|µτ,t(h)|2 dt ≤ βE (|ψτ,τ (h)| · |h|) .(2.10)
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In particular,

E|ψτ,τ (h)|2 ≤ βE(|ψτ,τ (h)| · |h|) ≤ β(E|ψτ,τ (h)|2E|h|2)1/2,

which implies

E|ψτ,τ (h)|2 ≤ βE|h|2.(2.11)

On the other hand, we derive from the forward stochastic differential equation in
(2.6) the following estimate:

E max
τ≤t≤T

|φτ,t(h)|2 ≤ β

{
E|h|2 + E

∫ T

τ

|ut|2 dt
}
.

From (2.9) and assumption (A3), we have

E max
τ≤t≤T

|φτ,t(h)|2 ≤ β

{
E|h|2 + E

∫ T

τ

〈Ntut, ut〉 dt
}
≤ β

{
E|h|2 + E(|ψτ,τ (h)| · |h|)

}
.

(2.12)

Combining (2.10), (2.11), and (2.12), it is easy to see that (2.7) holds. The proof
is complete.

An indirect proof of Theorem 2.2 can also be given similar to the proof in Bismut
[4]. The above uniqueness proof is a direct one, which is an adaptation of relevant
arguments of Peng and Wu [21].

In the above, the solution of the LQ problem is reduced in an equivalent way
to the solution of the associated stochastic Hamilton system (2.6). However, the
stochastic Hamilton system (2.6) is a system of fully coupled FBSDEs, which is not
a satisfactory characterization to the optimal control. Some efforts have been made
by Bismut [3, 4] to decouple the FBSDEs, along the lines of Lions [15, Chapter III,
section 4]. In the following, we summarize his relevant results and refine his partial
arguments in the more general case of random initial times.

Let ei denote the unit vector of R
n whose ith component is one. Define, for

τ ≤ t ≤ T,

Xτ,t := (φτ,t(e1), . . . , φτ,t(en)),

Yτ,t := (ψτ,t(e1), . . . , ψτ,t(en)),

Zτ,t := (µτ,t(e1), . . . , µτ,t(en)).

(2.13)

Then,

E max
τ≤t≤T

|Xτ,t|2 + E max
τ≤t≤T

|Yτ,t|2 + E

∫ T

τ

|Zτ,t|2 dt <∞.

Since Yτ,t is almost surely continuous in t ∈ [τ, T ], the meaning of Yτ,τ is clear, and set
Pτ := Yτ,τ . Note that it is not clear whether the matrix-valued process {Pt, 0 ≤ t ≤ T}
is continuous.

Theorem 2.3. Let assumptions (A1), (A2), and (A3) be satisfied. Then, we
have, for any h ∈ L2(Ω,Fτ , P ;Rn) and any {Ft, 0 ≤ t ≤ T}-stopping time γ ∈ [τ, T ],

φτ,γ(h) = Xτ,γh, ψτ,γ(h) = Yτ,γh, µτ,γ(h) = Zτ,γh.(2.14)
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In particular,

ψτ,τ (h) = Yτ,τh = Pτh, h ∈ L2(Ω,Fτ , P ;Rn),(2.15)

and therefore, for every stopping τ ≤ T ,

ψ0,τ (h) = Yτ,τφ0,τ (h) = Pτφ0,τ (h).(2.16)

Remark 2.1. From the first equality of (2.14), it follows that for s ≤ t, the random
linear transformation φs,t(·) is a.s. a homomorphism if and only if the transformation
matrix Xs,t a.s. has an inverse.

Proof. We can use Itô’s formula to verify that {(Xτ,th, Yτ,th, Zτ,th), τ ≤ t ≤ T}
satisfies (2.6). By the uniqueness assertion of Theorem 2.2, we get (2.14). Letting γ =
τ in the second equality of (2.14), we get (2.15). Finally, since ψ0,τ (h) = ψτ,τ (φ0,τ (h)),
then (2.16) follows from (2.15). The proof is complete.

We have the following feedback representation of the adjoint process {yt, 0 ≤ t ≤
T}.

Theorem 2.4. Let assumptions (A1), (A2), and (A3) be satisfied. Let (x, y, z)
be the solution of (2.6) as τ = 0. Then for any stopping time γ ≤ T , we have

yγ = Pγxγ , a.s.(2.17)

Moreover, we have

Pγ = EFγ
{∫ T

γ

(〈QsXγ,s, Xγ,s〉+ 〈NsUγ,s, Uγ,s〉) ds+ 〈MXγ,T , Xγ,T 〉
}
,

PT =M,

(2.18)

and Pγ is symmetric, nonnegative, and uniformly bounded. Here,

Uγ,s = −N−1
s

[
B′
sYγ,s +

d∑
i=1

Di
sZ

i
γ,s

]
, γ ≤ s ≤ T.(2.19)

Proof of Theorem 2.4. We have xγ = φ0,γ(h) and yγ = ψ0,γ(h). Then (2.17) is
identical to (2.16). The rest assertions of Theorem 2.4 can be proved in a way similar
to the proof of Proposition II.4 of Bismut [4, p. 211].

3. The Riccati equation: Known connections to the LQ problem and
the Hamilton system. In view of deterministic LQ theory, it is natural to connect
the stochastic LQ problem with the Riccati equation. In fact, the Riccati equation
results from decoupling the stochastic Hamilton system. However, the way how to
go from the stochastic Hamilton system to the Riccati equation has not yet been—to
the best of the author’s knowledge—established in a rigorous manner. In the litera-
ture, a formal approach to derive the associated Riccati equation from the stochastic
Hamilton system a priori assumes that there is a semimartingale K of the form

Kt = K0 +

∫ t

0

K1(s) ds+

∫ t

0

d∑
i=1

Lis dW
i
s

such that

yt = Ktxt.
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Then, use Itô’s formula to compute Ktxt, compare with yt, and identify the inte-
grands of the Lebesgue integral and Itô’s integral, respectively. As a consequence, the
following Riccati equation can be derived:


dKt = −G(At, Bt, Ct, Dt;Qt, Nt;Kt, Lt) dt+

d∑
i=1

Lit dW
i
t ,

KT =M, Lt := (L
1
t , . . . , L

d
t ),

(3.1)

where for any A ∈ R
n×n, B ∈ R

n×m, C = (C1, . . . , Cd) ∈ (Rn×n)d, D = (D1, . . . , Dd)
∈ (Rn×m)d; Q ∈ R

n×n(being nonnegative), N ∈ R
m×m(being uniformly positive),

K ∈ R
n×n, L = (L1, . . . , Ld) ∈ (Rn×n)d with K being symmetric and nonnegative

and Li (i = 1, . . . , d) being symmetric, we have defined

G1(B,C,D,N ;K,L) := −
[
KB +

d∑
i=1

(Ci)′KDi +

d∑
i=1

LiDi

][
N +

d∑
i=1

(Di)′KDi

]−1

×
[
KB +

d∑
i=1

(Ci)′KDi +

d∑
i=1

LiDi

]′
,

G(A,B,C,D;Q,N ;K,L) := A′K +KA+Q+

d∑
i=1

(Ci)′KCi +

d∑
i=1

[(Ci)′Li + LiCi]

+G1(B,C,D,N ;K,L).
(3.2)
It is a BSDE with the generator G(At, Bt, Ct, Dt;Qt, Nt;K,L) being nonlinear in K
and L. For the full details on the above-mentioned formal derivation, we refer to
Bismut [3, 4]. The above backward stochastic Riccati differential equation (3.1) will
be hereafter abbreviated as BSRDE (3.1). Note that the semimartingale property of
K is assumed rather than being proved.

Definition 3.1. A solution of BSRDE (3.1) is defined as a pair (K,L) of adapted
matrix processes such that

(i)
∫ T
0
|Ls|2 ds <∞, a.s.;

(ii) N +
∑d
i=1(D

i)′KDi is a.s.a.e. positive; moreover,∫ T

0

|G(As, Bs, Cs, Ds;Qs, Ns;Ks, Ls)| ds <∞, a.s.;

and
(iii) Kt =M +

∫ T
t

G(As, Bs, Cs, Ds;Qs, Ns;Ks, Ls) ds−
∫ T
t

∑d
i=1 L

i
s dW

i
s for all

t ∈ [0, T ].
In the literature, we have the following rigorous connections of the Riccati equa-

tion to the stochastic Hamilton system and to the stochastic LQ problem.
Theorem 3.1. Let assumptions (A1), (A2), and (A3) be satisfied. Let τ be a

{Ft, 0 ≤ t ≤ T}-stopping time such that 0 ≤ τ ≤ T , and let (x, y, z, u) be the solution
of (2.6) with u being the optimal control. Assume that (K,L) is a solution to BSRDE
(3.1) such that K is nonnegative and uniformly bounded and L is square integrable.
Then, we have, for t ∈ [τ, T ],

yt = Ktxt,

zit = Litxt +Kt(C
i
txt +Di

tut), i = 1, 2, . . . , d,

zt := (z
1
t , · · · , zdt ), Lt := (L

1
t , . . . , L

d
t ).

(3.3)
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Proof of Theorem 3.1. Use Itô’s formula to compute Ktxt and compare it with
yt. The identification of the integrands of Lebesgue integrals and Itô’s integrals yields
the desired connections (3.3).

Theorem 3.2. Let assumptions (A1), (A2), and (A3) be satisfied. τ is a {Ft, 0 ≤
t ≤ T}-stopping time such that 0 ≤ τ ≤ T . Let u be the optimal control of the
parameterized stochastic LQ problem and x be the solution of (2.2). Assume that
(K,L) is a solution to BSRDE (3.1) such that K is nonnegative and uniformly bounded
and L := (L1, . . . , Ld) is square integrable. Then, the optimal control u has the
following closed form: for t ∈ [τ, T ],

ut = −
[
Nt +

d∑
i=1

(Di
t)

′KtD
i
t

]−1[
KtBt +

d∑
i=1

(Ci
t)

′KtD
i
t +

d∑
i=1

LitD
i
t

]′
xt.(3.4)

Moreover, for every h ∈ L2(Ω,Fτ , P ;Rn), we have

E〈Kτh, h〉 = inf
u∈L2

F (0,T ;Rm)
E

{
〈Mφτ,T (h), φτ,T (h)〉

+

∫ T

τ

(〈Qrφτ,r(h), φτ,r(h)〉+ 〈Nrur, ur〉) dr
}
,

(3.5)

where φt,· is the state process starting from h at time t under the control process u.
Remark 3.1. Formula (3.4) provides a characterization of the optimal control in

terms of the solution of BSRDE (3.1). BSRDE (3.1) is not a coupled equation, and
this characterization is preferred to (2.3).

Remark 3.2. Putting (3.4) into the second equality of (3.3), we have

zit = (L
i
t +KtC

i
t)xt

−KtD
i
t

[
Nt +

d∑
i=1

(Di
t)

′KtD
i
t

]−1[
KtBt +

d∑
i=1

(Ci
t)

′KtD
i
t +

d∑
i=1

LitD
i
t

]′
xt,

i = 1, . . . , d, t ∈ [τ, T ].

(3.6)

Proof of Theorem 3.2. Putting (3.3) into (2.3), we get (3.4). Combining
Lemma 2.1, the first relation in (3.3), and Theorem 2.1, we get (3.5). The proof
is complete.

Obviously, the above mathematically rigorous relationship between Riccati equa-
tion (3.1) and the stochastic Hamilton system (2.6) is not complete. There is a gap
here. In this paper, we close this gap by providing a rigorous argument to derive
Riccati equation (3.1) from the stochastic Hamilton system (see sections 5–8 below).
In this way, we show the existence of a solution to Riccati equation (3.1)—which
solves Bismut and Peng’s long-standing open problem (for the case of a Brownian
filtration) initially proposed in 1978 by J. M. Bismut [4] (see section 4 below for more
information).

4. Previous results on the Riccati equation and some comments. The
connection of the stochastic LQ problem to BSRDE (3.1) indicated in Theorem 3.2
directs the study of the former to the study of the latter. And some crucial results
and useful methods have been developed for the latter.

When the coefficients A,B,Ci, Di, Q,N,M are all deterministic, then L1 = · · · =
Ld = 0 and BSRDE (3.1) is reduced to the following nonlinear matrix ordinary
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differential equation:


d

dt
Kt = −G(At, Bt, Ct, Dt;Qt, Nt;Kt, 0), 0 ≤ t < T,

KT =M,
(4.1)

which was essentially solved by Wonham [23] by applying Bellman’s principle of quasi
linearization (see Bellman [1]) and a monotone convergence result of symmetric ma-
trices.

The attention to the randomness of the coefficients A,B,C,D,Q,N,M is dated
back at least to Bismut [3, 4]. Bismut [3, 4] studied the case of random coefficients, but
he could solve only some special simple cases at that time. Let the integer 0 ≤ d0 ≤ d,
and denote by {Gt, 0 ≤ t ≤ T} the P -augmented natural filtration generated by the
(d− d0)-dimensional Brownian motion (W

d0+1, . . . ,W d). Bismut [3, 4] assumed that
the randomness of the coefficients only comes from the smaller filtration {Gt, 0 ≤ t ≤
T}, which leads to L1 = · · · = Ld0 = 0. He further assumed in the paper [3] that

Cd0+1 = · · · = Cd = 0, Dd0+1 = · · · = Dd = 0,(4.2)

under which the generator G does not involve L at all. In the work [4], Bismut
assumed only that

Dd0+1 = · · · = Dd = 0,(4.3)

under which the generator G depends on the second unknown variable L only in a
linear way. Moreover, his method consists of constructing a contraction mapping and
then using a fixed point theorem.

Later, Peng [18] gave a nice treatment on the proof of existence and uniqueness
for BSRDE (4.5) by using Bellman’s principle of quasi linearization and a monotone
convergence result of symmetric matrices—a generalization of Wonham’s approach to
the random situation.

The solution of the general BSRDE (3.1), whose generator is allowed to contain a
quadratic term of L, turns out to become a long-standing problem. As early as 1978,
Bismut [4] commented on page 220 that “Nous ne pourrons pas démontrer l’existence
de solution pour l’équation (2.49) dans le cas général.” (We could not prove the
existence of solution for equation (2.49) for the general case.) On page 238, he pointed
out that the essential difficulty for the solution of the general BSRDE (3.1) lies in
the integrand of the martingale term which appears in the generator in a quadratic
way. Since then, the stochastic LQ problem seemed to have been silent until Peng
[18]. Two decades later in 1998, Peng [19] formally included the above problem in his
list of open problems on BSDEs.

Taking this opportunity, the author would like to acknowledge that as early as
1993, Professor S. Peng has introduced the open case of the general adapted possibly
nonzero D in his private communication with the author.

To overcome the difficult feature of the quadratic growth in the martingale term of
the generatorG, Kobylanski [8] and Lepeltier and San Martin [13, 14] have developed a
quite useful technique. Unfortunately, this technique is essentially of one-dimensional
nature, and is difficult to be adapted to the underlying matrix-valued BSRDEs.

Recently, Kohlmann and Tang have made some progress towards solving the above
open problem. See [9, 10, 11, 12] and the references therein. However, it is still very
far from the complete solution.

In what follows, we shall give a complete solution with a new constructive method
—which is totally different from the previous methods.
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5. Main ideas and results of the paper. The traditional formal derivation
of the Riccati equation (3.1) uses the following a priori hypothesis: assume that P in
the adjoint-primal processes relation (see section 3)

yt = Ptxt, 0 ≤ t ≤ T,

or in the associated value function formula (see Peng [18, p. 299, eq. (5.4)])

V (t, x) := 〈Ptx, x〉, (t, x) ∈ [0, T ]× R
n,

is a semimartingale. Note that Pt will be shown to be the first component Kt of the
solution (K,L) of BSRDE (3.1).

The hypothesis has not yet been proved to be true, to the author’s best knowledge.
Therefore, the relevant arguments existing in the literature are formal, rather than
being rigorous.

In this paper, we provide a rigorous derivation of Riccati equation (3.1) from the
stochastic Hamilton system (2.6). We construct a solution of Riccati equation (3.1),
using a basis of fundamental solutions of the stochastic Hamilton system (2.6).

Our new observation is the connection of the existence issue for BSRDE (3.1)
to the homomorphism of the stochastic flows {φ0,·(h), h ∈ R

n}: if the stochastic
flows {φ0,·(h), h ∈ R

n} are a.s. homomorphism at each time t, i.e., if they a.s. have
an inverse at each time t, then we can produce a BSDE from the first equality of
(3.3), which turns out to be exactly BSRDE (3.1). Theorem 5.2 below states their
equivalence.

The above-stated connection points out a promising new approach to the study
of BSRDE (3.1). However, it is not directly known whether the stochastic flows
{φ0,·(h), h ∈ R

n} are a.s. homomorphism at each time t. This difficulty is overcome
by considering the first degenerate time τ of the associated flows transformation (see
the precise definition below), which is a stopping time.

The first degenerate time τ of the associated flows transformation will be shown
to be a.s. +∞, i.e., the stochastic flows {φ0,·(h), h ∈ R

n} are a.s. homomorphism
at each time t ∈ [0, T ]. To prove this fact, we need to study the regularity of the
approaching quantities L(k) (see the definitions below) near the degenerate time τ ,
and then the following a priori estimate is needed.

Theorem 5.1. Let assumptions (A1), (A2), and (A3) be satisfied. Let (K,L) be
a solution of BSRDE (3.1) with K being a.s.a.e. nonnegative and uniformly bounded.
Then, there is a deterministic constant β0 such that the following estimate holds:

E

(∫ T

0

|Ls|2 ds
)p
≤ β0, ∀p ≥ 1.(5.1)

Here, β0 depends only on p, the uniform upper bound of K and all the coefficients,
and the uniformly lower bound of (positive) eigenvalues of {Nt, 0 ≤ t ≤ T}.

In Theorem 5.1, K is assumed to be uniformly bounded. This distinguishes
Theorem 5.1 from the known a priori estimates for BSDEs given by Pardoux and Peng
[17] and El Karoui, Peng, and Quenez [6]. Note that the operator Pt which connects
the adjoint process yt and the primal state xt “should” be the first component Kt

of the solution (K,L) of BSRDE (3.1). In sections 2 and 3, through a flows analysis
on the associated stochastic Hamilton system, we have obtained rich information on
Pt: nonnegativity and uniform boundedness. However, we could say almost nothing
about L: the difficulty lies in the fact that L := (L1, . . . , Ld) and z := (z1, . . . , zd)
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in the second equality (3.3) or (3.6) is in general known only to be square integrable
over time rather than continuous, which creates a difficulty in explaining the second
equality of (3.3) or (3.6) at a time. Fortunately, Theorem 5.1 permits us to draw a
useful property of L from those known properties on P obtained in sections 2 and 3.

Before going further, it is necessary to introduce the following notation.
Let u(e1), . . . , u(en) denote the optimal controls corresponding to the initial states

e1, . . . , en, respectively, at the initial time 0. Define

U := (u(e1), . . . , u(en)), X := (φ0,·(e1), . . . , φ0,·(en)),

Zi := (µi0,·(e1), . . . , µ
i
0,·(en)), Y := (ψ0,·(e1), . . . , ψ0,·(en)).

(5.2)

Then, it is straightforward that X solves the matrix-valued stochastic differential
equation (SDE in short form):


dXt = (AtXt +BtUt) dt+

d∑
i=1

(Ci
tXt +Di

tUt) dW
i
t ,

X0 = In×n, the unit matrix of dimension n× n,

(5.3)

and the pair (Y,Z) of adapted processes solves the matrix-valued BSDE:

−dYt =

[
A′
tYt +QtXt +

d∑
i=1

(Ci
t)

′Zit

]
dt−

d∑
i=1

Zit dW
i
t ,

YT =MXT , Zt := (Z
1
t , . . . , Z

d
t ).

(5.4)

Moreover, it follows from Theorem 2.1 that the triple (U, Y, Z) of processes satisfies
the following:

NtUt +B′
tYt +

d∑
i=1

(Di
t)

′Zit = 0 a.s.a.e. t ∈ [0, T ].(5.5)

The following theorem states the equivalence between the existence of a solution
to BSRDE (3.1) and the homomorphism of the stochastic flows {φ0,·(h), h ∈ R

n}.
Theorem 5.2. Let assumptions (A1), (A2), and (A3) be satisfied. Let (X,Y, Z, U)

be defined by (5.2). Then, the existence of a solution to BSRDE (3.1) is equivalent
to the homomorphism of the stochastic flows {φ0,·(h), h ∈ R

n}, i.e., to the fact that
Xt a.s. has an inverse at each t ∈ [0, T ]. More precisely, we have the following two
assertions:

(i) If BSRDE has a solution (K,L) with K being a uniformly bounded nonnegative
matrix valued process, then Xt a.s. has an inverse at each t ∈ [0, T ].

(ii) Conversely, if Xt a.s. has an inverse at each t ∈ [0, T ], then (K,L) defined by

Kt := YtX
−1
t ,

Lit := ZitX
−1
t − YtX

−1
t (Ci

t +Di
tUtX

−1
t ), i = 1, . . . , d,

Lt := (L
1
t , . . . , L

d
t ), 0 ≤ t ≤ T,

(5.6)

solves BSRDE (3.1). Moreover, K is nonnegative and uniformly bounded, and L is
square integrable.
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Remark 5.1. By virtue of (5.5), we have

Ut = −N−1
t

[
B′
tYt +

d∑
i=1

(Di
t)

′Zit

]
, t ∈ [0, T ].

Therefore, Lt constructed in Theorem 5.2(ii) is expressible only in terms of the solu-
tions (X,Y, Z) of stochastic Hamilton system (2.6).

If Xt a.s. has an inverse at each t ∈ [0, T ], then it follows from the above theorem
that BSRDE (3.1) has a solution, and the uniqueness is easily derived from Theorem
3.2 (see (3.5)). This shows that BSRDE (3.1) has a unique solution. Unfortunately, as
already pointed out in the beginning of this section, it is not obvious that Xt a.s. has
an inverse at every t ∈ [0, T ]. This seems to discourage us from going on. However,
there are also the following two encouraging facts:

(i) X a.s. has an inverse on the subinterval [0, τ ] when τ > 0 is sufficiently small.
(ii) The a priori known uniform boundedness of the above-constructed P =

{YtX−1
t , 0 ≤ t ≤ T} helps to improve the regularity of the constructed L (see Theo-

rem 5.1). This property can be studied through their BSRDE (see (6.2) in section 6
below) using the classical techniques from the theory of BSDEs.

In the following, we develop the above two points. For this purpose, define

τ := inf{t ∈ [0, T ] : det(Xt) ≤ 0}.(5.7)

Here and in the following, we use the convention that inf ∅ = +∞. Since X0 = In×n,
det(X0) = 1, and since X is a continuous process, we have τ > 0, a.s. Define

τk := inf

{
t ∈ [0, T ] : det(Xt) ≤ 1

k + 1

}
, k = 1, . . . .(5.8)

We have

τk ↑ τ, as k ↑ +∞,(5.9)

and

det(Xt∧τk) ≥
1

k + 1
> 0 ∀t ∈ [0, T ](5.10)

for each positive integer k, i.e., Xt∧τk a.s. has an inverse at every t ∈ [0, T ].
Theorem 5.3. Let assumptions (A1), (A2), and (A3) be satisfied. Then, we

have

τ = +∞, a.s.

Therefore, Xt a.s. has an inverse for each t ∈ [0, T ], and BSRDE (3.1) has a unique
adapted solution (K,L) with K := {YtX−1

t , 0 ≤ t ≤ T} being nonnegative and uni-
formly bounded and L := {{ZitX−1

t − YtX
−1
t (Ci

t + Di
tUtX

−1
t )}di=1, 0 ≤ t ≤ T} being

square integrable.

6. A priori estimate for the Riccati equation: The proof of Theorem
5.1. This section is devoted to the proof of Theorem 5.1.

Define, for k = 1, 2, . . . ,

σk := T ∧ inf
{
t ∈ [0, T ] :

∫ t

0

|Ls|2 ds > k

}
.(6.1)
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Note the convention inf ∅ = +∞. Then, σk is a stopping time for each positive integer
k. Moreover, as k →∞, we have σk ↑ T , a.s.
{(Kt∧σk , χ[0,σk]L(t)), 0 ≤ t ≤ T} satisfies the following:

dKt∧σk =− χ[0,σk](t)

[
A′
tKt +KtAt +

d∑
i=1

(Ci
t)

′KtC
i
t +Qt +

d∑
i=1

[(Ci
t)

′Lit + LitC
i
t ]

+G1(Bt, Ct, Dt, Nt;Kt, Lt)

]
dt+

d∑
i=1

χ[0,σk](t)L
i
t dW

i
t , 0 ≤ t < T,

(6.2)

where G1 is defined by (3.2).
Using Itô’s formula, we get

d|Kt∧σk |2 =− χ[0,σk](t)

[
4 tr

(
K2
tAt

)
+

d∑
i=1

2 tr
(
Kt(C

i
t)

′KtC
i
t

)
+ 2 tr (KtQt)

+

d∑
i=1

4 tr
(
KtL

i
tC

i
t

)
+ 2 tr [KtG1(Bt, Ct, Dt, Nt;Kt, Lt)]− |Lt|2

]
dt

+

d∑
i=1

2χ[0,σk](t) tr
(
KtL

i
t

)
dW i

t , 0 ≤ t < T.

(6.3)

We observe that since

G1(Bt, Ct, Dt, Nt;Kt, Lt) ≤ 0, Kt ≥ 0,(6.4)

we have

tr [KtG1(Bt, Ct, Dt;Kt, Lt)] = tr
[
K

1
2
t G1(Bt, Ct, Dt;Kt, Lt)K

1
2
t

]
≤ 0.(6.5)

Hence, from (6.3), it follows

∫ T

0

χ[0,σk](s)|Ls|2 ds

= |KT∧σk |2 − |K0|2 +
∫ T

0

2χ[0,σk](s) tr [KsG1(Bs, Cs, Ds;Ks, Ls)] ds

+

∫ T

0

χ[0,σk](s)

[
4 tr

(
K2
sAs

)
+

d∑
i=1

2 tr
(
Ks(C

i
s)

′KsC
i
s

)
+ 2 tr (KsQs)

+

d∑
i=1

4 tr
(
KsL

i
sC

i
s

)]
ds−

∫ T

0

2χ[0,σk](s)

d∑
i=1

tr
(
KsL

i
s

)
dW i

s

≤
∫ T

0

χ[0,σk](s)

[
4 tr

(
K2
sAs

)
+

d∑
i=1

2 tr
(
Ks(C

i
s)

′KsC
i
s

)
+ 2 tr (KsQs)

+

d∑
i=1

4 tr
(
KsL

i
sC

i
s

)]
ds+ |KT∧σk |2 −

∫ T

0

2χ[0,σk](s)

d∑
i=1

tr
(
KsL

i
s

)
dW i

s .

(6.6)
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Therefore (using assumption (A1) and the uniform boundedness of K),(∫ T

0

χ[0,σk]|L|2 ds
)p
≤ β

[
1 +

(∫ T

0

χ[0,σk]|L| ds
)p

+

∣∣∣∣
∫ T

0

2χ[0,σk]

d∑
i=1

tr(KLi) dW i
s

∣∣∣∣
p
]
.

(6.7)

We have from the Burkholder–Davis–Gundy inequality the following:

E

∣∣∣∣
∫ T

0

d∑
i=1

2χ[0,σk] tr
(
KLi

)
dW i

s

∣∣∣∣
p

≤ βE

∣∣∣∣
∫ T

0

χ[0,σk]|K|2|L|2 ds
∣∣∣∣
p/2

,(6.8)

while from the Cauchy–Schwarz inequality, we have

E

(∫ T

0

χ[0,σk]|L| ds
)p
≤ T p/2E

(∫ T

0

χ[0,σk]|L|2 ds
)p/2

.(6.9)

Finally, in view of (6.8) and (6.9), we get from (6.7)

E

(∫ T

0

χ[0,σk]|L|2 ds
)p
≤ β + βE

(∫ T

0

χ[0,σk]|L|2 ds
)p/2

,

which by the elementary inequality 2ab ≤ a2 + b2 implies the following:

E

(∫ T

0

χ[0,σk]|L|2 ds
)p
≤ β, k = 1, 2, . . . .

Using Fatou’s lemma, we have

E

(∫ T

0

|L|2 ds
)p
=E lim

k→+∞

(∫ σk

0

|L|2 ds
)p
= E lim

k→+∞

(∫ T

0

χ[0,σk]|L|2 ds
)p

≤ lim
k→+∞

E

(∫ T

0

χ[0,σk]|L|2 ds
)p
≤ β, k = 1, 2, . . . ,

which completes the proof.

7. Equivalence between the existence of the solution to the Riccati
equation and the homomorphism of the stochastic flows: The proof of
Theorem 5.2. This section is devoted to the proof of Theorem 5.2—the equivalence
between the existence of a solution to BSRDE (3.1) and the homomorphism of the
stochastic flows {φ0,·(h), h ∈ R

n}.
For the reader’s convenience, we begin with the following lemma, which is an

immediate adaptation of Gal’chuk [7, basic theorem on pp. 756–757] to the underlying
semimartingale

{(
d︷ ︸︸ ︷

1, . . . , 1)′t+Wt, 0 ≤ t ≤ T}.
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Lemma 7.1. Assume that the vector functions f : Ω × [0, T ] × R
n → R

n and
g : Ω× [0, T ]× R

n → R
n×d satisfy the following two conditions:

(i) For each x ∈ R
n, f(·, x) and g(·, x) are {Ft, 0 ≤ t ≤ T}-adapted processes.

Moreover, ∫ T

0

|f(t, 0)| dt <∞,

∫ T

0

|g(t, 0)|2 dt <∞, a.s.

(ii) There exist two positive functions α1 and α2 such that they are {Ft, 0 ≤ t ≤
T}-adapted. Moreover,∫ T

0

α1(t) dt <∞,

∫ T

0

|α2(t)|2 dt <∞, a.s.

For any x, y ∈ R
n,

|f(t, x)− f(t, y)| ≤ α1(t)|x− y|,
|g(t, x)− g(t, y)| ≤ α2(t)|x− y|.

Then, the SDE

dxt = f(t, xt) dt+ g(t, xt) dWt, 0 < t ≤ T ; x(0) = h

has a unique strong solution.
The proof of Theorem 5.2 is divided into two parts.
Proof of (i). If BSRDE has a solution {(Pt, Lt), 0 ≤ t ≤ T}, then it follows from

Theorem 3.1 that X solves the following matrix-valued SDE:


dXt = ÂtXt dt+

d∑
i=1

Ĉi
tXt dW

i
t ,

X0 = In×n,

(7.1)

where Â and Ĉi (i = 1, . . . , d) are defined as follows:

Ât := At −Bt

[
Nt +

d∑
i=1

(Di
t)

′PtDi
t

]−1[
PtBt +

d∑
i=1

(Ci
t)

′PtDi
t +

d∑
i=1

LitD
i
t

]′
,

Ĉi
t := Ci

t −Di
t

[
Nt +

d∑
i=1

(Di
t)

′PtDi
t

]−1[
PtBt +

d∑
i=1

(Ci
t)

′PtDi
t +

d∑
i=1

LitD
i
t

]′
.

(7.2)

In view of assumption (A1) and Definition 3.1, the coefficients of the above optimal

closed system Â and Ĉi (i = 1, . . . , d) satisfy the following conditions:∫ T

0

|Âs|2 ds <∞,

∫ T

0

|Ĉi
s|2 ds <∞, i = 1, . . . , d, a.s.

It follows from Lemma 7.1 that the linear matrix-valued SDE


dXt = −Xt
(
Ât −

d∑
i=1

(Ĉi
t)

2

)
dt−Xt

d∑
i=1

Ĉi
t dW

i
t ,

X0 = In×n

(7.3)
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has a unique strong solution on [0, T ]. Using Itô’s formula, we can verify that XX
solves the following SDE:


dVt =

(
ÂtVt − VtÂt + Vt

d∑
i=1

(Ĉi
t)

2 −
d∑
i=1

Ĉi
tVtĈ

i
t

)
dt+

d∑
i=1

(Ĉi
tVt − VtĈ

i
t) dW

i
t ,

V0 =In×n.

(7.4)

Obviously, the constant matrix process In×n is its solution. Since this equation has
a unique solution (by virtue of Lemma 7.1), we have XtXt = In×n a.s. Therefore, Xt

a.s. has an inverse at each t ∈ [0, T ].
Proof of (ii). Applying Itô’s formula to compute X−1

t , we have from (5.3) the
following:

dX−1
t =−X−1

t (dXt)X
−1
t +

d∑
i=1

X−1
t (Ci

tXt +Di
tUt)X

−1
t (Ci

tXt +Di
tUt)X

−1
t dt

=−X−1
t

[
At +BtUtX

−1
t −

d∑
i=1

(Ci
t +Di

tUtX
−1
t )(Ci

t +Di
tUtX

−1
t )

]
dt

−
d∑
i=1

X−1
t (Ci

t +Di
tUtX

−1
t ) dW i

t .

(7.5)

Then, we have (in view of (5.4))

d(YtX
−1
t ) =−

d∑
i=1

ZitX
−1
t (Ci

t +Di
tUtX

−1
t ) dt+ Yt d(X

−1
t ) + (dYt)X

−1
t

=−
d∑
i=1

YtX
−1
t (Ci

t +Di
tUtX

−1
t ) dW i

t −
d∑
i=1

ZitX
−1
t (Ci

t +Di
tUtX

−1
t ) dt

− YtX
−1
t

[
At +BtUtX

−1
t −

d∑
i=1

(Ci
t +Di

tUtX
−1
t )(Ci

t +Di
tUtX

−1
t )

]
dt

−
[
A′
tYtX

−1
t +Qt +

d∑
i=1

(Ci
t)

′ZitX
−1
t

]
dt+

d∑
i=1

ZitX
−1
t dW i

t

=−
d∑
i=1

[ZitX
−1
t − YtX

−1
t (Ci

t +Di
tUtX

−1
t )](Ci

t +Di
tUtX

−1
t ) dt

−
[
A′
tYtX

−1
t +Qt +

d∑
i=1

(Ci
t)

′ZitX
−1
t

]
dt− YtX

−1
t (At +BtUtX

−1
t ) dt

+

d∑
i=1

[ZitX
−1
t − YtX

−1
t (Ci

t +Di
tUtX

−1
t )] dW i

t .

(7.6)

Recall that

Lit := ZitX
−1
t − YtX

−1
t (Ci

t +Di
tUtX

−1
t ), i = 1, . . . , d.(7.7)
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Since X−1 is a.s. bounded on [0, T ], we have

∫ T

0

|Ls|2 ds <∞, a.s.

However, it is not clear now that

E

∫ T

0

|Ls|2 ds <∞.

From (7.7), it follows that

ZitX
−1
t = Lit + YtX

−1
t (Ci

t +Di
tUtX

−1
t ).(7.8)

On the one hand, putting (7.8) into (7.6), we get

d(YtX
−1
t ) =−

{
A′
tYtX

−1
t +Qt +

d∑
i=1

(Ci
t)

′[Lit + YtX
−1
t (Ci

t +Di
tUtX

−1
t )]

}
dt

− YtX
−1
t (At +BtUtX

−1
t ) dt−

d∑
i=1

Lit(C
i
t +Di

tUtX
−1
t ) dt+

d∑
i=1

Lit dW
i
t

=−
{
A′
tYtX

−1
t + YtX

−1
t At +Qt

+

d∑
i=1

(Ci
t)

′YtX−1
t Ci

t +

d∑
i=1

[(Ci
t)

′Lit + LitC
i
t ]

}
dt

−
[
YtX

−1
t Bt +

d∑
i=1

(Ci
t)

′YtX−1
t Di

t +

d∑
i=1

LitD
i
t

]
UtX

−1
t dt+

d∑
i=1

Lit dW
i
t .

(7.9)
On the other hand, in view of (5.5) and (7.8), we have

NtUtX
−1
t +B′

tYtX
−1
t +

d∑
i=1

(Di
t)

′[Lit + YtX
−1
t (Ci

t +Di
tUtX

−1
t )] = 0;(7.10)

that is,

(
Nt +

d∑
i=1

(Di
t)

′YtX−1
t Di

t

)
UtX

−1
t +B′

tYtX
−1
t +

d∑
i=1

(Di
t)

′YtX−1
t Ci

t +

d∑
i=1

(Di
t)

′Lit = 0.

(7.11)

At this stage, we apply Theorem 2.4 and get

Kt = YtX
−1
t = Pt, a.s.(7.12)

From Theorem 2.4, it also follows that K is nonnegative and is uniformly bounded.
Putting (7.12) into (7.7) and (7.11), we have

Lit = ZitX
−1
t −Kt(C

i
t +Di

tUtX
−1
t ), i = 1, . . . , d,(7.13)
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and (
Nt +

d∑
i=1

(Di
t)

′KtD
i
t

)
UtX

−1
t +B′

tKt +

d∑
i=1

(Di
t)

′KtC
i
t +

d∑
i=1

(Di
t)

′Lit = 0.(7.14)

The last equality implies (noting Kt is symmetric and nonnegative) that

UtX
−1
t = −

(
Nt +

d∑
i=1

(Di
t)

′KtD
i

)−1 [
B′
tKt +

d∑
i=1

(Di
t)

′KtC
i
t +

d∑
i=1

(Di
t)

′Lit

]
.

(7.15)
Putting (7.12) and (7.15) into (7.9), we see that (K,L) solves BSRDE (3.1).

Moreover, we can apply Theorem 5.1 here and derive that L is square integrable. The
proof is complete.

8. Existence and uniqueness of the solution to the BSRDE: The proof
of Theorem 5.3. This section is devoted to the proof of Theorem 5.3.

The uniqueness easily follows from formula (3.5) in Theorem 3.2. In fact, (3.5)
implies immediately the uniqueness of the first component of the adapted solution of
BSRDE (3.1). Then, the uniqueness of the second component is proved by a direct
application of Itô’s formula to the difference of the two BSRDEs with the consideration
that the first components are the same.

The following is concentrated on the proof of the existence part, by actually
constructing a solution using the stochastic Hamilton system.

It is convenient to introduce the following notation:

Pt := YtX
−1
t ,

Lit := ZitX
−1
t − Pt(C

i
t +Di

tUtX
−1
t ), i = 1, . . . , d,

Lt := (L
1
t , · · · , Ldt ).

(8.1)

Note that the two notations Pt and Lt are well defined only when Xt has an inverse.
At the moment, we know that P and L are a.s. well defined on [0, τ). Please keep in
mind that in what follows, Pt and Lt are assumed to be zero whenever they are not
well defined in the context.

From (8.1), we see that both Pt and Lt might a.s. have a singularity at t = τ .
The proof of the existence part consists of three steps. In the first step, we de-

scribe the counterparts of section 7 when the mathematical objects (processes, SDEs,
BSDEs, BSRDE,. . .) are stopped or truncated by the sequence of stopping times
{τk}∞k=1. In the second step, we perform a limit analysis to some concerned integrals
and processes by giving five lemmas. In this step, Theorem 5.1 plays a crucial rule.
Finally, in the third step, we pass to the limit in the sequence of stopped/truncated
BSRDEs, based on the previous analysis at the limit.

Step 1. Define for 0 ≤ t ≤ T,

Xk
t :=Xt∧τk , Y k

t := Yt∧τk ,

Zt(k) :=χ[0,τk](t)Zt, Uk
t := χ[0,τk](t)Ut

(8.2)

and

At(k) :=χ[0,τk](t)At, Bt(k) := χ[0,τk](t)Bt,

Ci
t(k) :=χ[0,τk](t)C

i
t , Di

t(k) := χ[0,τk](t)D
i
t, i = 1, . . . , d,

Ct(k) :=(C
1
t (k), . . . , C

d
t (k)), Dt(k) := (D

1
t (k), . . . , D

d
t (k)),

Qt(k) :=χ[0,τk](t)Qt.

(8.3)
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Then, Xk a.s. has an inverse at each t ∈ [0, T ]. Therefore, we can define, similar to
section 7,

P k
t := Y k

t (X
k
t )

−1 = Yt∧τk(Xt∧τk)
−1 = Pt∧τk ,

Lit(k) := Zit(k)(X
k
t )

−1 − P k
t [C

i
t(k) +Di

t(k)U
k
t (X

k
t )

−1], i = 1, . . . , d,

Lt(k) := (L
1
t (k), . . . , L

d
t (k)).

(8.4)

From Theorem 2.4, it follows that P k is uniformly bounded and P k
t ≥ 0.

From (5.3), it follows that Xk is the solution of the matrix-valued SDE:


dXk
t = [At(k)X

k
t +Bt(k)U

k
t ] dt+

d∑
i=1

[Ci
t(k)X

k
t +Di

t(k)U
k
t ] dW

i
t ,

Xk
0 = In×n.

(8.5)

From (5.4), it follows that the pair (Y k, Z(k)) of processes is the solution of the
matrix-valued BSDE:


−dY k

t =

[
At(k)

′Y k
t +Qt(k)X

k
t +

d∑
i=1

Ci
t(k)

′Zit(k)
]
dt−

d∑
i=1

Zit(k) dW
i
t ,

Y k
T = P k

TX
k
T , Zt(k) := (Z

1
t (k), . . . , Z

d
t (k)).

(8.6)

Moreover, from (5.5) we have

NtU
k
t +Bt(k)

′Y k
t +

d∑
i=1

Di
t(k)

′Zit(k) = 0.(8.7)

Note that the terminal condition of BSDE (8.6) comes from the first relations in (8.4).
Proceeding identically as in the previous section, we can show that the pair

(P k, L(k)) of processes satisfies the following BSRDE:




dP k
t = −

{
At(k)

′P k
t + P k

t At(k) +Qt(k) +

d∑
i=1

Ci
t(k)

′P k
t C

i
t(k)

+

d∑
i=1

[Ci
t(k)

′Lit(k) + Lit(k)C
i
t(k)]

}
dt

−G1(Bt(k), Ct(k), Dt(k), Nt;P
k
t , Lt(k)) dt+

d∑
i=1

Lit(k) dW
i
t , 0 ≤ t ≤ T,

Lt(k) := (L
1
t (k), . . . , L

d
t (k)).

(8.8)

Step 2. We have the following five lemmas.
Lemma 8.1. Under the assumptions of Theorem 5.3 and the above notation, we

have

E

∫ T

0

|χ[0,τ)(t)Lt|2 dt <∞.
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Before starting the proof, let us remark that according to the convention given at
the beginning of this section, we have defined in the above

χ[0,τ)(t)Lt = 0 as t ≥ τ.

Similar other terms will also appear in the following expositions, and we will not
repeat this kind of statement.

Proof of Lemma 8.1. From Theorem 2.4, it follows that P k is uniformly bounded
with respect to (t, ω, k) and is nonnegative. Then it follows from Theorem 5.1 that

E

∫ T

0

|Lt(k)|2 dt ≤ β,(8.9)

where β is a positive constant independent of k. Since τk ↑ τ a.s., we have
|Lt(k)|2 = χ[0,τk](t)|Lt|2 → χ[0,τ)(t)|Lt|2, a.s.a.e.

Using Fatou’s lemma, we further obtain

E

∫ T

0

|χ[0,τ)(t)Lt|2 dt ≤ lim
k→∞

E

∫ T

0

|Lt(k)|2 dt ≤ β.(8.10)

This completes the proof.
Lemma 8.2. Under the assumptions of Theorem 5.3 and the above notation, we

have

lim
k→∞

∫ T

0

d∑
i=1

Lit(k) dW
i
t =

∫ T

0

d∑
i=1

χ[0,τ)(t)L
i
t dW

i
t , a.s.(8.11)

Proof of Lemma 8.2. It suffices to prove that the quadratic variation of the
difference of the two stochastic integrals a.s. converges to zero, i.e., to show

lim
k→∞

∫ T

0

|Lt(k)− χ[0,τ)(t)Lt|2 dt = 0, a.s.

Since τk ↑ τ a.s., we have
Lt(k)− χ[0,τ)(t)Lt = −χ[τk,τ)(t)Lt → 0, a.s.a.e.

While

|Lt(k)− χ[0,τ)(t)Lt|2 = |χ[τk,τ)(t)Lt|2 ≤ |χ[0,τ)(t)Lt|2,
the last term of which is by Lemma 8.1 a.s. square integrable on [0, T ], i.e.,∫ T

0

|χ[0,τ)(t)Lt|2 dt <∞, a.s.

The desired result then follows from Lebesgue’s dominated convergence theorem.
Lemma 8.3. Under the assumptions of Theorem 5.3 and the above notation, we

have

lim
k→∞

∫ T

0

G(At(k), Bt(k), Ct(k), Dt(k);Qt(k), Nt;P
k
t , Lt(k)) dt

=

∫ T

0

χ[0,τ)(t)G(At, Bt, Ct, Dt;Qt, Nt;Pt, Lt) dt, a.s.

(8.12)
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Proof of Lemma 8.3. Note that∫ T

0

G(At(k), Bt(k), Ct(k), Dt(k);Qt(k), Nt;P
k
t , Lt(k)) dt

=

∫ T∧τk

0

χ[0,τ)(t)G(At, Bt, Ct, Dt;Qt, Nt;Pt, Lt) dt.

(8.13)

Since P is uniformly bounded and χ[0,τ)L is square integrable with respect to (t, ω),
the underlying integrand is integrable on [0, T ] × Ω. Hence the desired result then
follows.

Note that P k
0 = Y0 for k = 1, 2, . . .. From Lemmas 8.2 and 8.3, Theorem 2.4, and

BSRDE (8.8), the following statement is immediate.
Lemma 8.4. Under the assumptions of Theorem 5.3 and the above notation, P k

T

a.s. converges. The limit P∞
T is uniformly bounded. Moreover,

YT∧τ = P∞
T XT∧τ .(8.14)

We can write

P k
t = Y0 −

∫ t∧τk

0

χ[0,τ)(s)G(As, Bs, Cs, Ds;Qs, Ns;Ps, Ls) ds

+

∫ t∧τk

0

χ[0,τ)(s)

d∑
i=1

Lis dW
i
s .

(8.15)

Proceeding identically as before, we can show the following lemma.
Lemma 8.5. Under the assumptions of Theorem 5.3 and the above notation, P k

t

strongly converges to P∞
t , which is defined as follows:

P∞
t := Y0 −

∫ t∧τ

0

χ[0,τ)(s)G(As, Bs, Cs, Ds;Qs, Ns;Ps, Ls) ds

+

∫ t∧τ

0

χ[0,τ)(s)

d∑
i=1

Lis dW
i
s

= Y0 −
∫ t

0

χ[0,τ)(s)G(As, Bs, Cs, Ds;Qs, Ns;Ps, Ls) ds

+

∫ t

0

χ[0,τ)(s)

d∑
i=1

Lis dW
i
s .

(8.16)

Step 3. We can pass to the limit in BSRDE (8.8). This shows that (P∞, χ[0,τ)L)
satisfies the following BSRDE:


dP̃t =−
{
At(∞)′P̃t + P̃tAt(∞) +Qt(∞) +

d∑
i=1

Ci
t(∞)′P̃tCi

t(∞)

+

d∑
i=1

[Ci
t(∞)′L̃it + L̃itC

i
t(∞)] +G1(Bt(∞), Ct(∞), Dt(∞), Nt; P̃t, L̃t)

}
dt

+

d∑
i=1

L̃it dW
i
t , 0 ≤ t ≤ T,

P̃T = P∞
T , L̃t := (L̃

1
t , . . . , L̃

d
t ).

(8.17)
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Here,

At(∞) :=χ[0,τ ](t)At, Bt(∞) := χ[0,τ ](t)Bt,

Ci
t(∞) :=χ[0,τ ](t)C

i
t , Di

t(∞) := χ[0,τ ](t)D
i
t, i = 1, . . . , d,

Ct(∞) :=(C1
t (∞), . . . , Cd

t (∞)), Dt(∞) := (D1
t (∞), . . . , Dd

t (∞)),
Qt(∞) :=χ[0,τ ](t)Qt, Ut(∞) := χ[0,τ ](t)Ut.

(8.18)

Note that {(Xt∧τ , Yt∧τ , χ[0,τ)(t)Zt), 0 ≤ t ≤ T} satisfies the following:


dX̃t = [At(∞)X̃t +Bt(∞)Ut(∞)] dt+
d∑
i=1

[Ci
t(∞)X̃t +Di

t(∞)Ut(∞)] dW i
t ,

−dỸt =
[
At(∞)′Ỹt +Qt(∞)X̃t +

d∑
i=1

Ci
t(∞)′Z̃it

]
dt−

d∑
i=1

Z̃it dW
i
t ,

X̃0 = In×n, ỸT = P∞
T X̃T ,

0 = NtUt(∞) +Bt(∞)′Ỹt +
d∑
i=1

Di
t(∞)′Z̃it .

(8.19)
It follows from Theorem 5.2(i) that XT∧τ a.s. has an inverse. On the other hand, by
definition of stopping time τ and the trajectory-continuity of process X, we see that
XT∧τ is degenerate on {τ < ∞}. Therefore, to avoid a contradiction, it is necessary
that

P ({τ <∞}) = 0.
Therefore, X a.s. has an inverse at each t ∈ [0, T ], P∞ = Y X−1, χ[0,τ)L = L, and
BSRDE (8.17) coincides with BSRDE (3.1). The proof is complete.

9. Concluding comments. The results of this paper can be adapted to the
singular case (N is allowed to be only nonnegative) but with suitable additional
conditions such as the following:

(A4) Assume that the matrix process
∑d
i=1(D

i)′Di and the terminal state weight-
ing random matrix M are uniformly positive.

This subject will be detailed elsewhere.
The singular case has received much recent interests because of its appearance in

financial mean-variance problems. More generally, N can also be possibly negative—
this is the so-called indefinite case. On these features, the interested reader is referred
to Chen and Yong [5], Kohlmann and Tang [9, 12], Yong and Zhou [24], and the
references therein.

Finally, the quadratic optimal control problem of linear stochastic evolution sys-
tem with random coefficients can also be discussed. The details will be presented
elsewhere.

Acknowledgments. The author would like to thank Prof. Michael Kohlmann
for his help and relevant discussions as well as his hospitality during the author’s stay
in Konstanz. This work was reported in April 2001 at the School of Mathematics
and System Science, University of Shandong, Jinan 250100. The author is grateful
to Prof. Peng for his kind invitation and helpful comments. Last but not least, the
author would like to thank the associate editor and the two referees for their helpful
comments.



STOCHASTIC LQ WITH GENERAL RANDOM COEFFICIENTS 75

REFERENCES

[1] R. Bellman, Functional equations in the theory of dynamic programming, positivity and quasi-
linearity, Proc. Natl. Acad. Sci. USA, 41 (1955), pp. 743–746.

[2] A. Bensoussan, Stochastic Control by Functional Analysis Methods, North–Holland, Amster-
dam, 1982.

[3] J.-M. Bismut, Linear quadratic optimal stochastic control with random coefficients, SIAM J.
Control Optim., 14 (1976), pp. 419–444.

[4] J. M. Bismut, Controle des systems lineares quadratiques: applications de l’integrale stochas-
tique, in Séminaire de Probabilités XII, Lecture Notes in Math. 649, C. Dellacherie, P. A.
Meyer, and M. Weil, eds., Springer-Verlag, Berlin, 1978, pp. 180–264.

[5] S. Chen and J. Yong, Stochastic linear quadratic optimal control problems, Appl. Math.
Optim., 43 (2001), pp. 21–45.

[6] N. El Karoui, S. Peng, and M. C. Quenez, Backward stochastic differential equations in
finance, Math. Finance, 7 (1997), pp. 1–71.

[7] L. I. Gal’chuk, Existence and uniqueness of a solution for stochastic equations with respect
to semimartingales, Theory Probab. Appl., 23 (1978), pp. 751–763.

[8] M. Kobylanski, Résultats d’existence et d’unicité pour des équations différentielles stochas-
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STABILIZATION OF LPV SYSTEMS: STATE FEEDBACK,
STATE ESTIMATION, AND DUALITY∗
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Abstract. In this paper we consider the problem of stabilizing linear parameter varying (LPV)
systems by means of gain scheduling control. This technique amounts to designing a controller
which is able to update its parameters on-line according to the variations of the plant parameters.
We first consider the state feedback case and show a design procedure based on the construction
of a Lyapunov function for discrete-time LPV systems in which the parameter variations are affine
and occur in the state matrix only. This procedure produces a nonlinear static controller. We show
that, different from the robust stabilization case, we can always derive a linear controller, that is,
nonlinear controllers cannot outperform linear ones for the gain scheduling problem. Then we show
that this procedure has a dual version which leads to the construction of a linear gain scheduling
observer. The two procedures may be combined to derive an observer-based linear gain scheduling
compensator.

Key words. LPV systems, gain scheduling, nonquadratic Lyapunov functions, robust stabiliza-
tion

AMS subject classifications. 93D15, 93C55, 93D05

PII. S0363012900372283

1. Introduction. The control of linear parameter varying (LPV) systems is
a problem which is encountered in several applications in the industrial world. In
many cases the parameter variations cannot be measured on-line and in this case
the robust control approach is appropriate. The problem is different in the case in
which the parameters can be measured on-line. In this case the compensator may
take advantage of this knowledge and improve its performance [5].

The gain scheduling approach is classical and is often used in industrial applica-
tions. However, only quite recently these techniques, which have been heuristically
applied, became a subject of mathematical investigation. In [29], [30] a rigorous stabil-
ity analysis of some general gain-scheduled schemes is provided. A pole placement-like
technique for gain scheduling synthesis is proposed in [28]. In [17] it is considered the
problem of designing a nonlinear controller whose linearizations in several operating
points match the linear controllers designed for these points. A linear matrix in-
equality (LMI) technique for the gain scheduled control design is proposed in [27].
A µ-analysis approach is proposed in [16]. A more recent technique based on a set-
theoretic approach is presented in [31] for discrete-time LPV systems with bounded
variations. The reader is referred to [26] for a tutorial exposition.

Although the knowledge of the plant parameters is an advantage for the compen-
sator, an interesting exception has been investigated in the literature which concerns
the state feedback case. Indeed, for the class of control-affine nonlinear continuous-
time systems in which the term associated with the control is certain [22] or the
so-called convex processes [10], the knowledge of the parameter is not an advantage
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for the compensator as far as it concerns its stabilization capability. As a particular
case, gain scheduling design for state feedback LPV systems can be handled with-
out restriction as a robust design, with the remarkable advantage that no parameter
measurement is needed.

In the discrete-time case this property does not hold. As we will see, there
are trivial examples of LPV discrete-time systems that can be stabilized via gain
scheduling controllers, but no stabilizing controllers which ignore the parameters exist.
This fact motivated us to derive a procedure to design a gain scheduling control in
which the exploitation of the parameter measurement is allowed. In particular, we
consider a procedure for the robust stabilization case [7], [12], which is in principle
unsuitable for the gain scheduling design, and we show that it still helps if applied to
a proper subsystem evidenced by a suitable transformation.

Furthermore, we show that in the discrete-time gain scheduling case nonlinear
compensators cannot outperform linear ones. This is in contrast to the robust stabi-
lization case in which nonlinear controllers can outperform linear ones [11] (see also
[21] for further implications). Thus limiting the attention to linear compensators is
not a restriction for gain scheduling state feedback stabilization. (This result holds
for continuous-time systems as well [10].)

Then we consider the dual problem of designing a gain scheduling state observer
based only on the knowledge of the current output and parameter measurements of
the type considered in [20], [25], [32]. We show that necessary and sufficient conditions
for the existence of such a linear observer are the dual of those for the existence of
a gain scheduling state feedback compensator (linear or not). We show how this
kind of duality does not hold for the robust state estimation problem, i.e., when the
parameters are not available to the observer, and by means of a simple example we
show that the class of linear gain scheduling observers proposed does not parameterize
the class of gain scheduling observers.

Finally we show that the two procedures for state feedback stabilization and state
detection can be combined together to solve the problem of stabilization by means of
a linear observer-based compensator.

2. Problem statement and basic results. In this paper we consider LPV
systems of the form

x(k + 1) = A(w(k))x(k) +Bu(k),
y(k) = Cx(k),

(1)

where x(k) ∈ R
n is the state, u(k) ∈ R

q is the control input, y(k) ∈ R
p is the control

output, and w(k) is a time-varying parameter. We assume that the state matrix
A(w(k)) is constrained to belong to the matrix polytope

A(w(k)) =
m∑
h=1

A(h)wh(k),(2)

where, for every k,

w(k) ∈ W =

{
w = [w1, . . . , wm]

T
: wh ≥ 0, h = 1, . . . ,m,

m∑
h=1

wh = 1

}
,(3)

and A(h), h = 1, 2, . . . ,m, are assigned constant n × n matrices. A function w(·) :
No → R

m will be said admissible if im(w) ⊆ W.
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In the following we will work under the assumption below.
Assumption 2.1. Matrices B and C have full column and row rank, respectively.
The basic problem considered in this paper is the stabilization of system (1) by

means of a state observer and an estimated state feedback compensator which are
scheduled on the parameter w(k).

Definition 2.1. The system (1) is gain scheduling state feedback (GSSF) sta-
bilizable if there exists a (possibly dynamic) continuous state feedback compensator
whose equations are a function of the time-varying parameter w(k),

z(k + 1) = F (z(k), x(k), w(k)),
u(k) = G(z(k), x(k), w(k)),

(4)

such that the resulting closed-loop system is globally uniformly asymptotically stable
for every admissible function w(·).

The next definition is essentially the dual.
Definition 2.2. The system (1) is gain scheduling detectable (GSD) if there

exists a (possibly dynamic) system whose equations are a function of the time–varying
parameter w(k),

z(k + 1) = F (z(k), y(k), u(k), w(k)),
x̂(k) = G(z(k), y(k), u(k), w(k)),

(5)

and such that for all x(0), z(0), w(·) the condition e(k)
.
= x̂(k)− x(k)→ 0 as k →∞

is assured for every admissible function w(·).
With obvious meaning, we will say that (1) is robustly stabilizable (RS) and ro-

bustly detectable (RD) if (4) and (5) do not depend on the parameter w. Furthermore,
we will distinguish the case in which F (·) and G(·) in (4) and (5), for fixed w(k) ∈ W,
are linear with respect to x(k) and z(k) (respectively, y(k), u(k), and z(k)).

2.1. Robust stabilization and state detection. One of the main points of
the paper is to show that there is no apparent duality between the problem of robust
detection and robust state feedback stabilization while, in turn, a kind of duality
relationship exists between the gain scheduling stabilization and detection problems.

Let us consider the following system:

x(k + 1) = A(w(k))x(k) +Bu(k),
y(k) = x(k);

(6)

let us define its dual as follows:

x(k + 1) = AT (w(k))x(k) + u(k),
y(k) = BTx(k).

(7)

As is well known, if A is a constant matrix, we have a duality relation which says
that (6) is stabilizable if and only if (7) is detectable. In our case such a relation
does not exist as long as the parameter w is unknown, as can be shown by the next
counterexample. Consider the system[

x1(k + 1)
x2(k + 1)

]
=

[
2 0

1 + w(k) 0

] [
x1(k)
x2(k)

]
,

y(k) = x2(k)

with |w(k)| ≤ w̄. Such a system is such that there is no observer which can estimate
asymptotically x1(k) ignoring w(k). Indeed, in the second state equation x1(k) enters
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in the term ξ
.
= (1 + w(k))x1(k). Although ξ(k) = x2(k + 1) can be determined with

one step delay, it is impossible to estimate x1(k) from ξ(k), if w̄ > 0, up to the fact
it belongs to the uncertainty interval ξ/(1 + w̄) ≤ x1 ≤ ξ/(1 − w̄), whose size grows
arbitrarily if x1(0) �= 0. Conversely, its dual system[

x1(k + 1)
x2(k + 1)

]
=

[
2 1 + w(k)
0 0

] [
x1(k)
x2(k)

]
+

[
0
1

]
u(k)

with the control u(k) = −4x1(k) − 2x2(k) is stable provided that w̄ is sufficiently
small. Thus, roughly, robust stabilizability does not imply the robust detectability of
the dual.

It can be easily shown that robust detectability does not imply the robust sta-
bilizability of the dual as well. To this aim it is sufficient to consider the following
simple example with A(w(k)) = w(k), B = 1, and C = 1 (say the system and its dual
coincide):

x(k + 1) = w(k)x(k) + u(k),(8)

y(k) = x(k)(9)

with |w(k)| ≤ 2, which cannot be robustly stabilized by any state feedback, but is
obviously detectable. Note in passing that the last example shows that robust state
feedback stabilization and the gain scheduling state feedback stabilization are differ-
ent problems for discrete-time systems. Indeed, the system can be gain scheduling
stabilized (e.g., by u(k) = −w(k)x(k)), but not robustly stabilized. This fact was
pointed out in [10] and will motivate the results of the next section in which we will
present a procedure for the GSSF stabilization by means of the procedures already
available for robust control synthesis [7], [12].

2.2. Some definitions and preliminary results. In this section we recall
some basic results concerning the stability of LPV systems. We denote by C-set a
convex and compact set containing the origin as an interior point. We say that a set
P is 0-symmetric if x ∈ P implies −x ∈ P. We denote by int{P} the interior of P
and for any real λ > 0; we denote by λP the scaled set λP = {x : xλ ∈ P}. Given
x ∈ R

n the one norm and the infinity norm are defined as

‖x‖1 =
n∑
i=1

|xi|, ‖x‖∞ = max
i
|xi|,

respectively. The corresponding induced norms for matrices are

‖H‖1 = sup
x�=0

‖Hx‖1
‖x‖1 = sup

j

n∑
i=1

|Hij |, ‖H‖∞ = sup
x�=0

‖Hx‖∞
‖x‖∞ = sup

i

n∑
j=1

|Hij |.

As it is known, the two norms above are dual in R
n [19].

Definition 2.3 (see [18]). The set P ∈ R
n obtained as the convex hull of finitely

many vectors

P = conv{x1, . . . , xr} =
{
x : x =

r∑
i=1

αixi,

r∑
i=1

αi = 1, αi ≥ 0, xi ∈ R
n, i = 1, . . . , r

}

is called a (convex) polytope. We will denote by vert{P} the minimal set of vectors
{x1, . . . , xl}, l ≤ r, such that conv{x1, . . . , xl} = conv{x1, . . . , xr}. A vector x ∈
vert{P} is called a vertex of P.
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Definition 2.4 (see [18]). A set P ∈ R
n is polyhedral if it is the intersection of

a finite number of closed half-spaces:

P = {x : fix ≤ gi, fTi ∈ R
n, gi ∈ R, i = 1, . . . , s}.(10)

If we restrict our attention to polyhedral 0-symmetric C-sets, the following propo-
sition holds.

Proposition 2.5. Any 0-symmetric polyhedral C-set P ∈ R
n is a polytope and

can be represented in the form

P = {x : ‖Fx‖∞ ≤ 1},(11)

where F ∈ R
s×n is a full column rank matrix, or in the dual form

P = {x = Xα, α ∈ R
l, ‖α‖1 ≤ 1},(12)

where X ∈ R
n×l is a full row rank matrix.

Proof. The proof that a bounded polyhedral set is a polytope can be found in
[18, Theorem 20.9]. As far as the representation (11), by Definition 2.4, in view of
the 0-symmetry of P, P can be represented by inequalities of the form

|fix| ≤ gi, gi ≥ 0, for i = 1, . . . , s.(13)

Now since P is a C-set, 0 ∈ int{P}, thus gi > 0 for every i. Dividing each of the (13)
by gi we get |Fix| ≤ 1, i = 1, . . . , s, with Fi =

fi
gi
, which is equivalent to (11). To

conclude, if F were not full column rank, then for every arbitrarily large k > 0 there
would exist x, ‖x‖ > k, such that Fx = 0, say x ∈ P and ‖x‖ > k, in contrast with
the boundedness of P.

Now note that, if P is 0-symmetric, the vertices of P can be stacked columnwise
into a matrix Xsymm = [x1, . . . xl,−x1, . . . ,−xl] = [X,−X] ⊂ R

n×2∗l. Then the
corresponding convex hull is formed by all the vectors

x =

l∑
i=1

βixi − γixi =

l∑
i=1

(βi − γi)xi(14)

with βi, γi ≥ 0, and
∑l
i=1 (βi + γi) = 1. The vector α whose components are

αi = βi − γi is such that ‖α‖1 ≤ 1, which leads to (12). The argument can be
reversed. If x is as in (12), then define βi = max{αi, 0} and γi = min{αi, 0}; we get

expression (14), with
∑l
i=1 (βi + γi) ≤ 1. This means that x is in the convex hull of

the columns of Xsymm.
We will say that a function Ψ(x) : R

n → R
+ is polyhedral if it is the Minkowski

functional of a polyhedral 0-symmetric C-set P. Such a function can be represented
either by means of the “plane” representation (11),

Ψ(x) = ‖Fx‖∞,(15)

or by means of the dual “vertex” representation

Ψ(x) = inf{‖p‖1, s.t. x = Xp}.(16)

In this paper we consider polyhedral functions as candidate Lyapunov functions for
asserting the stability of the closed-loop system, according to the next definitions.
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Definition 2.6. The polyhedral function Ψ(x) is a Lyapunov function for the
dynamic system x(k+1) = f(x(k), w(k)), w(k) ∈ W, if for every admissible function
w(·) the following condition holds:

Ψ(x(k + 1)) ≤ λΨ(x(k)),

for some nonnegative λ < 1 and every solution x(k).
Definition 2.7. A dynamic system x(k + 1) = f(x(k), w(k)), w(k) ∈ W, is

robustly stable if it is globally uniformly asymptotically stable for every admissible
function w(·).

The main point in considering polyhedral functions is that they are described by
a finite number of parameters and have been shown to be nonconservative for proving
the robust stability for the class of systems considered here, say a system in the con-
sidered class is robustly stable if and only if it admits a polyhedral Lyapunov function.
(Note that the same property does not hold for quadratic Lyapunov functions.) More
precisely we have the following lemmas.

Lemma 2.8 (see [12]). The system

x(k + 1) = A(w(k))x(k),(17)

where A(w) is as in (2), is robustly stable if and only if there exists an integer l ≥ n
and a full row rank matrix X ∈ R

n×l and m matrices P (h) ∈ R
l×l such that, for every

h = 1, . . . ,m, ‖P (h)‖1 ≤ λ < 1 and

A(h)X = XP (h).

Lemma 2.9 (see [2], [3], [4], [5]). The system (17), where A(w) is as in (2), is
robustly stable if and only if there exists an integer s ≥ n and a full column rank
matrix F ∈ R

s×n and m matrices H(h) ∈ R
s×s such that, for every h = 1, . . . ,m,

‖H(h)‖∞ ≤ λ < 1 and

FA(h) = H(h)F.

The coefficient λ above turns out to be the same index of the speed of convergence
of Definition 2.6. Lemma 2.9 rephrases the results in [2], [3], [4], [5], and the proof
follows immediately by the fact that if the system is stable, then it admits a polyhedral
Lyapunov function (see also [14], [23], [24]). Note that the matrices F and X in
the above lemmas have the meaning of (15) and (16), namely, they characterize a
polyhedral function. Note also that the two lemmas are dual in the sense that by
transposing all the matrices Lemma 2.8 reduces to Lemma 2.9 for the dual system

x(k + 1) = AT (w(k))x(k)

and vice versa. This also means that (17) is robustly stable if and only if the dual
system is robustly stable.

3. Solution of the gain scheduling state feedback stabilization problem.
In this section we consider the problem of determining a state feedback control of the
gain scheduling type for the system (1). To this aim we introduce the following
important definition of exponential stabilizability.

Definition 3.1. We say that the system (1) is exponentially GSSF stabilizable
if it is GSSF stabilizable and there exists two constants 0 ≤ λ < 1 and C ≥ 0 such
that

‖xcl(k)‖ ≤ Cλk‖xcl(0)‖,
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where xcl is the overall closed-loop system state. The constant λ is referred to as the
speed of convergence.

We will see that any stabilizable system of the considered class can indeed be
exponentially stabilized.

3.1. Problem solvability. To solve our problem we consider the class of poly-
hedral functions as candidate Lyapunov functions. The next theorem motivates this
choice by showing that the existence of one such Lyapunov function is not only suf-
ficient for the gain scheduling stabilizability of system (1), but it is also necessary as
well.

Theorem 3.2. The following statements are equivalent:
(i) System (1) is GSSF stabilizable.
(ii) System (1) is exponentially GSSF stabilizable.
(iii) There exists a static control law u(k) = Φ(x(k), w(k)) and a polyhedral function

(16) which is a Lyapunov function for system (1).
(iv) There exist a full row rank matrix X ∈ R

n×l, m matrices P (h) ∈ R
l×l and

U (h) ∈ R
q×l, such that for every h = 1, . . . ,m

A(h)X +BU (h) = XP (h), with ‖P (h)‖1 < 1.(18)

Proof. We skip the obvious implications (iii) ⇒ (ii) ⇒ (i) and relegate to the
appendix the proof that (i) implies (iv).

(iv) ⇒ (iii) Assume that (18) holds and let

λ = max
h=1,...,m

‖P (h)‖1 < 1.(19)

Consider the function (16) associated with X:

Ψ(x) = inf{‖p‖1, s.t. x = Xp}.
Since the infimum is actually a minimum, for every x there exists p̂ such that x = Xp̂
and ‖p̂‖1 = Ψ(x). Let

u(x,w) =
m∑
h=1

wh U (h)p̂.(20)

For all possible w = [w1, . . . , wm]
T ∈ W we have that

A(w)x+Bu =
m∑
h=1

wh A(h)x+

m∑
h=1

wh BU (h)p̂ =

m∑
h=1

wh [A(h)X +BU (h)]p̂

=

m∑
h=1

wh XP (h)p̂ = X

m∑
h=1

wh P (h)p̂ = Xp̂′(w).

The vector p̂′(w) =
∑m
h=1 whP

(h)p̂ is a convex combination of the vectors P (h)p̂
whose norms are such that ‖P (h)p̂‖1 ≤ λ‖p̂‖1; thus ‖p̂′(w)‖1 ≤ λ‖p̂‖1. This means
that for all w ∈ W

Ψ(A(w)x+Bu) = inf{‖p‖1, s.t. [A(w)x+Bu] = Xp} ≤ λ‖p̂‖1,
and then

Ψ(A(w)x+Bu) ≤ λΨ(x).



STABILIZATION OF LPV SYSTEMS 83

Therefore Ψ is a Lyapunov function for the closed-loop system.
The previous theorem states that (18) is crucial, since the existence of a solution

in terms of X, P (h), and U (h) is necessary and sufficient for the GSSF stabilization
problem to be solvable. The next theorem states that as long as the parameter
w is known to the controller, we can always implement a linear controller for the
system, namely, GSSF stabilizability implies GSSF stabilizability by means of a linear
controller. This result extends that in [10] to the discrete-time case. To introduce the
theorem we augment (18) as follows:[

A(h) 0
0 0

] [
X
Z

]
+

[
B 0
0 I

] [
U (h)

V (h)

]
=

[
X
Z

]
P (h)(21)

(we remind the reader that ‖P (h)‖1 < 1), where Z is an arbitrary matrix such that
[XZ ] is square invertible, and V (h) .

= ZP (h). We are now able to state the follow-
ing theorem, which states that gain scheduling stabilizability is equivalent to gain
scheduling stabilizability via linear control.

Theorem 3.3. If system (1) is GSSF stabilizable, then it is GSSF stabilizable
via linear control. A stabilizing control is given by

u(k) = K(w)x(k) +H(w)z(k),
z(k + 1) = G(w)x(k) + F (w)z(k),

(22)

where [
K(w) H(w)
G(w) F (w)

]
=

m∑
h=1

[
K(h) H(h)

G(h) F (h)

]
wh(23)

with [
K(h) H(h)

G(h) F (h)

]
=

[
U (h)

V (h)

] [
X
Z

]−1

.(24)

Proof. Given system (1) with the control (22)–(24), the closed-loop system is[
x(k + 1)
z(k + 1)

]
= Aaug(w)

[
x(k)
z(k)

]
,(25)

where

Aaug(w) =

[
A(w) +BK(w) BH(w)

G(w) F (w)

]

=

[ ∑m
h=1 A

(h)wh +B
∑m
h=1 K

(h)wh B
∑m
h=1 H

(h)wh∑m
h=1 G

(h)wh
∑m
h=1 F

(h)wh

]
(26)

=

m∑
h=1

wh

[
A(h) +BK(h) BH(h)

G(h) F (h)

]
, with

m∑
h=1

wh = 1, wh ≥ 0.(27)

By construction we have that[
A(h) +BK(h) BH(h)

G(h) F (h)

] [
X
Z

]
=

[
X
Z

]
P (h);(28)

therefore, according to Lemma 2.8, the system in (25) is robustly stable and the proof
is completed.
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3.2. Computation of the Lyapunov function. The results above are non-
constructive as long as we cannot provide algorithms to compute the matrices X,
P (h), and U (h) in (18). As observed in [9], such types of equations are not convenient
to solve the problem, since they are bilinear as long as X and P (h) are both unknown.
Note also that the same problem holds in the robust stabilization case, where we have
to cope with the same equation with the difference that [9], [12] the matrices U (h) are
all equal according to the following proposition.

Proposition 3.4 (see [7], [12], [13], [15]). The system

x(k + 1) = A(w(k))x(k) +B(w(k))u(k),(29)

where A(w(k)) is as in (2) and

B(w(k)) =
m∑
h=1

B(h)wh(k)(30)

and B(h) ∈ R
n×q, h = 1, 2, . . . ,m, are assigned constant matrices, is robustly state

feedback stabilizable if and only if there exists a full row rank matrix X ∈ R
n×l, m

matrices P (h), and a single matrix U ∈ R
q×l such that, for every h = 1, . . . ,m,

A(h)X +B(h)U = XP (h), with ‖P (h)‖1 < 1.(31)

In [7], [12] an iterative procedure is proposed to compute X, P (h), and U . Clearly
this procedure might be applied in a conservative way to our problem since if a system
is robustly stabilizable, then it is also GSSF stabilizable. However, for discrete-time
systems this is a conservative way of proceeding since, as we have seen, the knowledge
of w can be an advantage for the compensator. The next result will allow us to exploit
the existing procedures for the solution of the robust stabilization problem for GSSF
stabilizability.

In view of Assumption 2.1, we consider the system in the following form:

Â(w) =

[
Â11(w) Â12(w)

Â21(w) Â22(w)

]
=

m∑
h=1

wi

[
Â

(h)
11 Â

(h)
12

Â
(h)
21 Â

(h)
22

]
(32)

and

B̂ =

[
0
I

]
.(33)

It is immediately seen that this form is achieved by applying to all the generating
matrices A(h) the linear transformation

T =
[
B̃ B

]
,(34)

where B̃ is any matrix such that T is invertible, so that Â(h) = T−1A(h)T and
B̂ = T−1B.

The system is thus in the form

x̂1(k + 1) = Â11(w)x̂1(k) + Â12(w)x̂2(k),(35)

x̂2(k + 1) = Â21(w)x̂1(k) + Â22(w)x̂2(k) + u(k).(36)
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By means of this form, we can recast the GSSF stabilization problem in a robust
stabilization problem for the pair (Â11(w(k)), Â12(w(k))) according to the following
theorem.

Theorem 3.5. System (1) is GSSF stabilizable if and only if the system

x̂1(k + 1) = Â11(w)x̂1(k) + Â12(w)x̂2(k)(37)

(where x̂2 now has to be thought of as an input signal) is robustly stabilizable.
Proof. If. Assume that (37) is robustly stabilizable. Then by Proposition 3.4

there exist a full row rank matrix X̂1, a matrix X̂2, and m matrices ‖P (h)
1 ‖1 < 1 such

that, for every h = 1, . . . ,m,

Â
(h)
11 X̂1 + Â

(h)
12 X̂2 = X̂1P

(h)
1 .(38)

Now define the elements U (h) as the matrices that match the equalities

Â
(h)
21 X̂1 + Â

(h)
22 X̂2 + U (h) = X̂2P

(h)
1 .

Combining the two equations we get[
Â

(h)
11 Â

(h)
12

Â
(h)
21 Â

(h)
22

] [
X̂1

X̂2

]
+

[
0
I

]
U (h) =

[
X̂1

X̂2

]
P

(h)
1 .(39)

Assume now, for the moment being, that the matrix

X̂
.
=

[
X̂1

X̂2

]
(40)

has full row rank. Then, by Theorem 3.2, (39) implies that the system (1) is GSSF
stabilizable. If the matrix X̂ in (40) has not full row rank, then we can augment the
equation as follows:[

Â
(h)
11 Â

(h)
12

Â
(h)
21 Â

(h)
22

] [
X̂1 0

X̂2 εI

]
+

[
0
I

] [
U (h) εŨ (h)

]

=

[
X̂1 0

X̂2 εI

] [
P (h) εR(h)

0 0

]
,

(41)

where R(h), h = 1, . . . ,m, are matrices such that1 X̂1R
(h) = Â

(h)
12 , Ũ (h) .

= X̂2R
(h) −

Â
(h)
22 , and ε > 0. The matrix

X̂aug =

[
X̂1 0

X̂2 εI

]

now has full row rank and the matrices

P (h)
aug =

[
P (h) εR(h)

0 0

]

have 1-norm ‖P (h)
aug‖1 = ‖P (h)‖1, provided that ε is sufficiently small. Then (41)

implies that (1) is GSSF stabilizable.

1We remind the reader that X̂1 has full row rank.
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Only if. If (1) is GSSF stabilizable, then, by implication of (i)→ (iv) of Theorem
3.2, there exists a full row rank matrix X, m matrices P (h) and U (h) satisfying (18).
By choosing the transformation matrix T as in (34), we get (39) with the matrix in
(40) of full row rank. By selecting the first block, we get (38), with X̂1 of full row
rank. In view of Proposition 3.4, this in turn implies that (37) is RS.

Thus the algorithm to solve the gain scheduling stabilization problem turns out
to be the following procedure.

Procedure 3.1.
1. Given the matrices A(h) and B, take B̃ such that T = [B̃ B] is invertible and

compute the form (35)–(36) by means of the state transformation T = [B̃ B].
2. Compute the matrices X̂1 and X̂2 in (38) by computing a polyhedral Lyapunov

function for the robust stabilization of the subsystem (37) and let X̂ be defined
as in (40). (In the event that X̂ is not full row rank, apply the augmentation
as in (41).)

3. Apply the reverse transformation to (39) and let X
.
= TX̂ to achieve

A(h)X +BU (h) = XP (h).

4. Compute the linear dynamic control as in (22)–(23).

4. Solution of the gain scheduling state estimation problem. In the previ-
ous section we have considered the problem of designing a state feedback gain schedul-
ing compensator. Among the results, we have seen that if a system is gain scheduling
stabilizable, then it is gain scheduling stabilizable via linear state feedback control.
Now we cope with the dual problem of designing a linear state observer for the system

x(k + 1) = A(w(k))x(k) + v(k),
y(k) = Cx(k).

(42)

The candidate linear observer we consider is of the form

z(k + 1) = P (w(k))z(k)− L(w(k))y(k) + T1(w(k))v(k),
x̂(k) = Q(w(k))z(k) +R(w(k))y(k),

(43)

with z(k) ∈ R
s.

Definition 4.1. The system (43) is a linear gain scheduled asymptotic observer
for system (42) if it has the following properties:
(i) Convergence. For all w(k), v(k), and x(0) and z(0) we have x̂(k) − x(k) → 0 as

k →∞.
(ii) Initialization. If x(0) = 0, z(0) = 0, then x̂(k) = x(k) for all w(k) ∈ W and v(k).
(iii) Internal stability. If x(k)→ 0 as k →∞, then z(k)→ 0.

It is known that, for a given constant w̄, the system (43) represents the most
general form of a linear observer [25]. Furthermore, for a given constant w̄, for (43)
to be an observer the following necessary and sufficient conditions must hold:

P (w̄)T1(w̄)− T1(w̄)A(w̄) = L(w̄)C,(44)

Q(w̄)T1(w̄) +R(w̄)C = I,(45)

and P (w̄) is a stable matrix (i.e., its eigenvalues are inside the open unit disk).
The main problem now is to see what happens when w(k) is time-varying as in

our case. The next lemma leads to a simplification of the structure of (43), namely,
that there is no restriction in considering observers of the form

z(k + 1) = P (w(k))z(k)− L(w(k))y(k) + T1v(k),
x̂(k) = Q(w(k))z(k) +R(w(k))y(k),

(46)
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with T1 constant and of full column rank.
Lemma 4.2. Assume that there exists an observer of the form (43). Then there

exists an observer with the same structure where the matrix T1(w) = T1 is constant
and of full column rank.

Proof. See the appendix.
Define now the error variable r(k) as

r(k) = z(k)− T1x(k),(47)

whose associated error equation, derived from (44)–(46), is

r(k + 1) = P (w(k))r(k),
e(k)

.
= x̂(k)− x(k) = Q(w(k))r(k).

(48)

The previous equation leads us immediately to the following basic result.
Lemma 4.3. The system (46), with T1 of full column rank, is an observer for

(42) only if the time-varying system

r(k + 1) = P (w(k))r(k)

is robustly stable and T1 is such that, for all w ∈ W,

P (w)T1 − T1A(w) = L(w)C,
Q(w)T1 +R(w)C = I.

(49)

The proof of the above Lemma is immediate and thus it is omitted. We are in
the position now to prove the main result of this section.

Theorem 4.4. The following statements are equivalent.
(i) There exists a linear gain scheduled observer for (42) of the form (46) with T1 full

column rank.
(ii) There exist a full column rank matrix F , m matrices H(h), and m matrices Y (h)

such that, for every h = 1, . . . ,m, the dual equation of (18) holds:

FA(h) + Y (h)C = H(h)F, with ‖H(h)‖∞ < 1,(50)

(iii) The dual system

x(k + 1) = AT (w(k))x(k) + CTu(k)

is gain scheduling stabilizable.
Proof. (ii) ⇐⇒ (iii) The equivalence comes from the duality between (50) and

(18). Indeed, if (18) is satisfied, we achieve (50) by transposition by setting F = XT ,

Y (h) = U (h)T , H(h) = P (h)T . Note that ‖H(h)‖∞ = ‖P (h)‖1, being the ∞-norm
equal to the 1-norm of the transpose.

(ii) ⇒ (i) Consider the dynamic observer (46) with

P (w(k)) =

m∑
h=1

wh(k)H
(h),(51)

L(w(k)) =

m∑
h=1

wh(k)Y
(h),(52)

T1 = F,(53)

Q(w(k)) = F †,(54)

R(w(k)) = 0,(55)
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where F † is any left inverse of F (which exists since F is full column rank). With the
usual change of variable r(k) = z(k)− Fx(k) the overall system dynamics (system +
observer) becomes

r(k + 1) =

m∑
h=1

wh(k)H
(h)r(k),(56)

e(k) = x̂(k)− x(k) = F †r(k),(57)

which is stable since ‖∑m
h=1 whH

(h)‖∞ < 1 and satisfies the requirements in Defini-
tion 4.1.

(i) ⇒ (ii) The first equation in (48) represents a stable system. A stable system
always admits a polyhedral Lyapunov function. In particular, by Lemma 2.9 there
exist m matrices H(h) such that ‖H(h)‖∞ ≤ λ < 1 and a full column rank matrix T̂
such that

T̂P (h) = H(h)T̂ ,(58)

with P (h) = P (w(h)), where w(h) are the vertices of the polytope W, namely,

w(h) = [0 . . . 0 1 0 . . . 0]T .

Define in a similar way L(h) = L(w(h)) to get

P (h)T1 − T1A
(h) = L(h)C.

Then by multiplying by T̂ on the left we get, in view of (58),

H(h) T̂ T1︸︷︷︸
F

= T̂ T1︸︷︷︸
F

A(h) + T̂L(h)︸ ︷︷ ︸
Y (h)

C.(59)

Note that F = T̂ T1 is of full column rank since both T̂ and T1 are such; thus the last
equation is exactly (50).

The previous result is constructive, since, by duality, we can always apply the
procedure to design a GSSF stabilizer to the dual system (AT (w), CT ) to design the
observer.

It is important to remark that the proposed class of observers does not parame-
terize the whole class of observers as in Definition 2.2. For instance, it can be shown
that the system [

x1(k + 1)
x2(k + 1)

]
=

[
w(k) 0
1 0

] [
x1(k)
x2(k)

]
,

y(k) =
[
0 1

] [ x1(k)
x2(k)

]

with |w(k)| ≤ 2 is not gain scheduling observable by means of an observer of the form
(43) though the following nonlinear system,

z(k + 1) = w(k),

x̂1(k) = z(k)y(k),

x̂2(k) = y(k),
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is an observer. The trouble is that, in general, computing this kind of nonlinear
observer can be very hard. It could be done by means of the observability matrix O(k)
associated with the last n steps (obtaining expressions which are very involved) or by
means of standard Kalman filtering [1], [25]. Unfortunately, for our problem, these
solutions have the following problem: one has to impose some detectability conditions
[1] for all possible sequences w(k) ∈ W. To the best of the authors’ knowledge, this
problem has not been solved and seems to be very difficult.

To recap, we report the following table which shows the relations between the
GSSF stabilization (via linear control), = GSSF(L), and the gain scheduling estima-
tion (via linear observer), = GSE(L):

GSSF ⇐⇒ GSSFL
⇑

dual conditions.
⇓

GSE ⇐= GSEL

5. A separation principle for design. We briefly describe a way to stabilize
system (1) by means of a linear observer and a gain scheduling estimated state feed-
back. The next theorem is a simple consequence of the results of the previous sections.
It shows that one can always synthesize a stabilizing compensator by separately de-
signing an observer and a state feedback control if the system is GSSF stabilizable
and GSD via linear observer.

Theorem 5.1. Assume that (A(w), B) is GSSF stabilizable and (C,A(w)) is GSD
via linear observer. Then the dynamic controller (we dropped the time-dependence in
w(k) for clarity)

zc(k + 1) = G(w)x̂(k) + F (w)zc(k),
zo(k + 1) = P (w)zo(k)− L(w)y(k) + T1Bu(k),

x̂(k) = Q(w)zo(k) +R(w)y(k),
u(k) = K(w)x̂(k) +H(w)zc(k),

(60)

where the matrices in the above equations are as in (22)–(24) in Theorem 3.3 and
(51)–(55) in Theorem 4.4, asymptotically stabilizes the plant.

Proof. By combining (60) with the system dynamics, setting r(k) = zo(k) −
T1x(k), and recalling (48), after some algebra the closed-loop system can be written
as 

 x(k + 1)
zc(k + 1)
r(k + 1)


 =


 A(w) +BK(w) BH(w) BK(w)Q(w)

G(w) F (w) G(w)Q(w)
0 0 P (w)




 x(k)

zc(k)
r(k)


 .

The block triangular structure implies closed-loop stability if the blocks on the
diagonal are stable. The latter stability condition can be always guaranteed according
to the results of sections 3 and 4. Indeed, the first block (= Aaug(w)) satisfies (28),
while the second (= P (w)) given by (51) can be taken stable because of the assumed
linear detectability.

6. Example. As an example we consider the discrete-time system described by
the vertex matrices

A(1) =


 1 .25 0

.25 1 −.2
0 0 −.16


 , A(2) =


 1 .25 0

.25 1 −.05
0 0 .16


 ,
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A(3) =


 1 .32 0

.32 1 −.05
0 0 −.16


 , A(4) =


 1 .32 0

.32 1 −.2
0 0 .16




and

B =


 0

0
.3


 , C =

[
1 0 0

]
.

As far as the gain scheduling stabilization problem is concerned, we applied Pro-
cedure 3.1 with λc = .96, which led to the matrices

X =


 1 1 .0017
−1 −.3666 1
0 4.17 9.75


 ,

P (1) =


 .75 .908 .253

0 0 0
0 −.042 −.698


 , P (2) =


 .75 0 0

0 .908 .251
0 .008 .605


 ,

P (3) =


 .68 0 0

0 .883 .321
0 .068 .63


 , P (4) =


 .68 .880 .323

0 .003 0
0 0 −.628


 ,

and

U (1) =
[
0 .8587 −17.4958 ] , U (2) =

[
0 10.6599 17.9611

]
,

U (3) =
[
0 16.7125 30.1538

]
, U (4) =

[
0 −2.1828 −25.6258 ] .

Since X is square, the compensator (22)–(23) reduces to a static compensator with
K(h) = U (h)X−1 : 


K(1)

K(2)

K(3)

K(4)


 =




40.6617 40.6617 −5.9683
14.5357 14.5357 0.3486
18.6315 18.6315 1.1778
42.7795 42.7795 −7.0191


 .

As far as the state estimation is concerned, we determined the matrices of the estima-
tor by determining a gain scheduling controller for the dual system with convergence
speed λo = .3. The matrices derived for the observer were

F =


 0 0 1.0000
−3.2400 .9334 −.0666
−3.2800 .9248 .0752


 ,

H(1) =


 −.1600 0 0
−.1672 .1322 0
−.1895 .1123 0


 , H(2) =


 .1600 0 0
−.0485 .1322 0
−.0267 .1123 0


 ,
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H(3) =


 −.1600 0 0
−.0276 0 −.1118
−.0481 0 −.1349


 , H(4) =


 .1600 0 0
−.1889 0 −.1118
−.1628 0 −.1349


 ,

and

[
Y (1) Y (2) Y (3) Y (4)

]
=


 0 0 0 0

2.5783 2.5783 3.3080 3.3080
2.6850 2.6850 3.4267 3.4267


 .

The resulting gain scheduling output feedback controller is hence given by

zo(k + 1) =

(
4∑
i=1

H(i)wi(k)

)
zo(k)−

(
4∑
i=1

Y (i)wi(k)

)
y(k) + FBu(k),

x̂(k) = F †zo(k),

u(k) =

(
4∑
i=1

K(i)wi(k)

)
x̂(k).

The overall behavior was simulated with a random w(·) starting from the initial

condition x(1) =
[
1 −2 1

]T
. Figures 1 and 2 depict the state and error time

evolution during the first 12 time-steps.
We let the reader note that, though at first surprising, the peak of x3 is essentially

due to the fact that x3 is the “virtual” input for the uncertain subsystem associated
with the first two components and the magnitude of the elements (3, 2) in A(w) can
be very small.

7. Concluding discussions. In this paper we focused our attention on the sta-
bilization of linear parameter varying (LPV) discrete-time systems. We showed by
very simple examples that the robust stabilization and the gain scheduling stabiliza-
tion problems, different from the continuous-time case, are rather different problems.
We also showed the existence of a duality relation between the gain scheduling con-
trol and the gain scheduling linear observation problem for LPV. Finally, a separation
principle to derive linear output feedback stabilizing controllers was derived.

Among the limits of the paper we remind the reader that the matrices C and B
are assumed constant. If we assume that B =

∑m
i=1 wh B(h), we have trouble with

(18) since its natural extension A(h)X + B(h)U (h) = XP (h), with ‖P (h)‖1 < 1, does
not even ensure stabilizability of the system. Therefore future research directions
in this area are the investigation of discrete-time gain scheduling observers when
the matrices B and C are also time-dependent, discrete-time robust observers, and
the properties of continuous-time gain scheduling observers. In particular, as far as
it concerns the continuous time case, the construction procedures proposed in this
paper can be immediately used to produce continuous-time compensators by means
of the Euler approximating system (see [8])

x(k + 1) = [I + τA(w)]x(t) + τBu

obtained from the continuous-time model ẋ = A(w)x+Bu. Thus the design procedure
proposed in [10] for GSSF design can be complemented by the state observer design
procedure proposed here.

However, some theoretical questions remain open. For instance, in [10] it is shown
that, in the continuous-time case, there is no advantage for the compensator in the
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Fig. 1. System state evolution.

knowledge of w(t) if x(t) is available to the controller. It is not clear if or under which
conditions this property holds in the output feedback case. Also we have shown, by
means of a simple counterexample, that in the discrete-time case there can exist gain
scheduling nonlinear observers for systems which do not admit linear gain scheduling
observers. It is not obvious how to generate these examples in the continuous-time
case (if it is possible at all). We think that these questions may be interesting subjects
of investigation.

Appendix A. Proof of (i) ⇒ (iv) in Theorem 3.2. Before starting with
the proof, we present its main idea. If there exists a continuous stabilizing control, it
is obviously stabilizing if we consider only the extremal sequences w(k) with values
in the vertices of W, namely, if we assume w(k) ∈ vert{W} for every k ≥ 0. If
we take as initial conditions the vertices of a polytope including the origin as an
interior point, and we consider the convex hull of all possible trajectories of the state
(associated with extremal sequences) emanated by these vertices, we achieve a new
polytope in the augmented state space. The key point is that this polytope as well
as its projection on the plant state space are controlled-invariant, namely, they can
be rendered positively invariant by a suitable controller (which is not necessarily the
one whose existence is assumed). From such a region we can obtain a symmetric one
by considering the convex hull of the union of it and its opposite. By introducing
a perturbation parameter, we prove the existence of a solution for the considered
equation.

Proof. Assume that there exists a continuous gain scheduling state feedback
compensator of the form (4) and let P0 be an arbitrary polytope in the x − z space
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including the origin in its interior. The closed-loop system is

x(k + 1) = λ−1[A(w(k))x(k) +Bu(k)],
z(k + 1) = λ−1[F (z(k), x(k), w(k))],

u(k) = G(z(k), x(k), w(k)),
(61)

where λ, currently set to λ = 1, is a fictitious parameter whose significance will be
soon explained. Let

Reach(P0, λ, k)

be the discrete set formed by all the possible states of the system (61) which can
be reached in k steps, for all possible initial conditions taken on the vertices of P0,
namely, [x(0)T z(0)T ]T ∈ vert{P0}, and when we have restricted

w(k) ∈ vert{W}.

In view of the assumed stability there exists k̄ such that

Reach(P0, 1, k̄) ⊂ int{P0}.

Now, by continuity, there exists 0 ≤ λ < 1 such that

Reach(P0, λ, k̄) ⊂ int{P0}.
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Denote by P the polytope which is the convex hull of all the extremal trajectories

P .
= conv




k̄⋃
k=0

Reach(P0, λ, k)


 .

By construction for every vertex
[
xT zT

]T
of P and every vertex w of W,

there exists u = G(z, x, w) such that[
λ−1[A(w)x+Bu]
λ−1F (z, x, w)

]
∈ P =⇒

[
x′

z′

]
=

[
A(w)x+Bu
F (z, x, w)

]
∈ λP.(62)

If we denote by X the projection of P on the plant state space (thus λX is
projection of λP), then, since the vertices of X are the projections of some of the
vertices of P, for each vertex x of X and w ∈ vert{W} there exist u such that

A(w)x+Bu ∈ λX ,(63)

being one such u of the control u = G(z, x, w) associated with the vertex [xT zT ]T ,
whose projection is x. If we consider the opposite set, −X , we obtain the opposite
relation

A(w)(−x) +B(−u) ∈ λ(−X ).

Therefore, if we consider the 0-symmetric polytope X̃ .
= conv{−X ⋃X} (whose ver-

tices vert{X̃} = {x1, . . . , xl,−x1, . . . ,−xl} form a subset of vert{X}⋃ vert{−X} and
can be stacked columnwise into the matrix [X,−X] = [x1, . . . , xl,−x1, . . . ,−xl]), we
have that, for each w(h) ∈ vert{W},

A(h)xj +Bu
(h)
j ∈ λX̃ , j = 1, . . . , l.

Denoting by Ψ(·) the Minkowski functional of X̃ , this in turn means that Ψ(A(h)xj +

Bu
(h)
j ) ≤ λ. In view of (16), this can be written as

A(h)xj +Bu
(h)
j = Xp

(h)
j ,

where ‖p(h)
j ‖1 ≤ λ. Grouping together these equations, with U (h) = [u

(h)
1 . . . u

(h)
l ] and

P (h) = [p
(h)
1 . . . p

(h)
l ], we get

A(h)X +BU (h) = XP (h),

which concludes the proof.

Appendix B. Proof of Lemma 4.2. To prove the lemma we recall the notion
of invariant subspace for a family of matrices.

Definition B.1. Given a family of matrices P (w), w ∈ W, we say that a
subspace S of R

n is P (w)-invariant if x ∈ S implies P (w)x ∈ S for all w ∈ W.
Furthermore we call the kernel of P (w) the set of all vectors r such that P (w)r = 0
for all w ∈ W.

We first show that if an observer of the form (43) exists, there is an “equivalent”
one satisfying the following assumption.
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Assumption B.1. There are no P (w)-invariant subspaces included in the kernel
of Q(w).

Note that for known P and Q this is just an observability assumption. In our
case this assumption means that

z(k + 1) = P (w(k))z(k),(64)

p(k) = Q(w(k))z(k)(65)

cannot be reduced by the transformation [S S̃], where S is a basis of S, the invariant
subspace, and S̃ is a complement matrix to the form

P̂ (w(k)) =

[
P̂11(w(k)) P̂12(w(k))

0 P̂22(w(k))

]
, Q̂(w(k)) =

[
0 Q̂2(w(k))

]
.

Now, if the decomposition above can be achieved, then we can eliminate the “nonob-
servable” part of the system and consider an observer of the form (43) with P (w(k)) =
P̂22(w(k)) and Q(w(k)) = Q̂2(w(k)) that fulfills the assumption. With this we are
ready to show that, under such an assumption, T1 must be constant.

Proof. Consider the variable r(k) = z(k)− T1(w(k))x(k). With simple computa-
tions, if we replace r(k) in (43) in view of (44) which, as we have seen, must hold for
each w ∈ W, we get the following equation:

r(k + 1) = P (w(k))r(k) + [T1(w(k))− T1(w(k + 1))]x(k + 1),
x̂(k)− x(k) = Q(w(k))r(k).

(66)

We show that [T1(w(k + 1))− T1(w(k))] = 0 for all w(k), w(k + 1) ∈ W. By contra-
diction assume that there exists w0 and w1 such that T1(w0) �= T1(w1). Let x(0) = 0,
z(0) = 0 (thus r(0) = 0). From (ii) in Definition 4.1 we should have

x̂(k)− x(k) = 0 for all k > 0.(67)

Assume that w(0) = w0 and w(1) = w1 and take x such that (T1(w0) − T1(w1))x =
r1 �= 0. Then if we take v(0) = x, we get x(1) = x and r(1) = r1. Note that v(k)
can always be such that x(k) = 0, k ≥ 2, and we assume that this is the case. Thus
we consider system (66) with zero input. Consider the set of all vectors that can be
reached from r1, namely, the set

Reach(r1) = {x(k) = A(w(k))A(w(k − 1)) . . . A(w(1))r1 for some k ≥ 1},
and let S be the smallest subspace that includes Reach(r1). S is necessarily A(w)-
invariant because it admits as a basis a finite set of vectors ri ∈ Reach(r1). From (67)
for all vectors r ∈ Reach(r1) we must have Q(w)r = 0 for all w ∈ W; then Q(w)r = 0
for all r ∈ S in contradiction with the assumption.

The final step is to show that if there exists an observer, with constant T1, then
there exists one with T1 full column rank. This is trivial. It is sufficient to fictitiously
augment (46) as

z(k + 1) = P (w(k))z(k)− L(w(k))y(k) + T1v(k),

z̃(k + 1) = + T̃1v(k),
x̂(k) = Q(w(k))z(k) +R(w(k))y(k),

with [T1

T̃1
] full column rank.
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Abstract. We present results on numerical regulator design for sampled-data nonlinear plants
via their approximate discrete-time plant models. The regulator design is based on an approximate
discrete-time plant model and is carried out either via an infinite horizon optimization problem or via
a finite horizon with terminal cost optimization problem. In both cases, we discuss situations when
the sampling period T and the integration period h used in obtaining the approximate discrete-time
plant model are the same or they are independent of each other. We show that, using this approach,
practical and/or semiglobal stability of the exact discrete-time model is achieved under appropriate
conditions.

Key words. controller design, asymptotic controllability, stabilization, numerical methods,
optimal control
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1. Introduction. Stabilization of controlled systems is one of the central topics
in control theory that has lead to a wealth of different stabilization techniques. An
important set of stabilization methods is based on optimization techniques, such as
receding horizon control (RHC) or model predictive control (MPC) (see [15, 8] and
references therein). In optimization-based stabilization methods, one can compute
control signals either on-line, like in MPC algorithms, or off-line, like in [9, 10, 14].
In either case, it is common to implement the controller using a computer with A/D
and D/A converters (sampler and zero-order hold), which leads to the investigation
of sampled-data nonlinear systems.

One of the main issues in sampled-data nonlinear control is the fact that the con-
trol designer usually cannot compute the exact discrete-time model of the plant and
has to use an approximate discrete-time model when designing a stabilizing controller.
The approximate model is obtained by numerically integrating the continuous-time
plant dynamics over one sampling interval while keeping the control constant (if a
zero-order hold is used). However, it is typically assumed in the optimization-based
stabilization literature that the exact discrete-time plant model is available for con-
troller design (see, for instance, [6, 15, 14, 13, 12, 1]). Hence there are gaps in the
literature between the developed theory that is based on exact discrete-time models
and the actual implementation of algorithms that invariably make use of approximate
discrete-time models to compute control actions (see Example 1 in [3], section V in [6],
and section IV in [14]). It is the purpose of this paper to present a careful investiga-
tion of the effects that numerical errors in approximating the model may have on the
stabilization of the exact discrete-time model.
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While it may seem that any controller that stabilizes a sufficiently “good” ap-
proximate model would always stabilize the exact model for sufficiently small values
of integration and/or sampling period, this issue is much more subtle than it may
appear at a first glance. Indeed, a number of counterexamples illustrating different
mechanisms that cause instability of exact models when controlled by controllers that
stabilize approximate models have been presented in [16, 19]. Moreover, results in
[16, 19] present a set of general sufficient conditions on the continuous-time plant
model, the approximate discrete-time plant model, and the designed controller that
guarantee that controllers that stabilize the approximate model would also stabilize
the exact model for a sufficiently small sampling and/or integration period. Moreover,
backstepping results in [18] show that controller design within the framework proposed
in [16] may lead to considerable performance improvement as opposed to controller
design based on the continuous-time plant model that is followed by discretization of
the controller (emulation design).

Results in [16, 19] present a framework for controller design via approximate
discrete-time models, but they do not explain how the actual controller design can be
carried out within this framework. It is the purpose of this paper to investigate several
situations in which the optimization-based stabilization is done within the framework
of [16, 19]. In particular, we consider the following problem:

Suppose we are given a family of approximate discrete-time plant
models

x(k + 1) = F a
T,h(x(k), u(k))

that are parameterized with the sampling period T and a modeling
parameter h, which is typically the integration period of the underly-
ing integration scheme. Given a family of cost functions JT,h, suppose
that a family of controllers

u(k) = ua,∗T,h(x(k))

minimizes the given family of costs and is stabilizing for the family
of approximate models. When would the same family of controllers
stabilize the family of exact models

x(k + 1) = F e
T,h(x(k), u(k))

for sufficiently small values of the modeling parameter h?
We present conditions that guarantee that the family of controllers ua,∗T,h stabilizes in
an appropriate sense the family of exact models for sufficiently small values of the
modeling parameter. Two important situations are considered:

(i) JT,h is an infinite horizon cost function;
(ii) JT,h is a finite horizon cost function with a terminal cost.

In either case, we discuss two important subcases:
(i) T and h are independent of each other. This case is important when the

sampling period T is fixed and the family of approximate models is generated
via a numerical integration method with adjustable integration step h. This
case usually produces better results, but the numerical computations required
are more intensive (see, for instance, [14, 6]).

(ii) T = h and T can be arbitrarily adjusted. This case is often used in the litera-
ture. The main motivation for using this approach is a reduced computational
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burden in obtaining the approximate model, but it will be shown below that
this method requires much stronger conditions than the first method (see [3]).

While our results do not cover all possible costs JT,h of interest, the presented proofs
can be adapted to cover many other important situations. Moreover, the results we
present are important in cases when the approximation of the plant model comes from
a completely different mechanism than numerical integration of the plant dynamics.
For example, the modeling parameter h may capture the size of the cells used in the
space discretization that is usually needed in numerical calculation of the controller
via optimization techniques, such as dynamic programming (see [14]). The modeling
parameter h can be, in general, a vector capturing several different approximation
mechanisms in obtaining the plant model, and our results can be extended to cover
this important case.

The paper is organized as follows. In section 2, we present several motivating
examples. Preliminaries are presented in section 3. Several results from [16, 19] that
we use to prove our main results are presented in section 4. Infinite horizon and
finite horizon optimization-based stabilization problems are considered, respectively,
in sections 5 and 6. Conclusions are presented in the last section, and some auxiliary
lemmas are stated and proved in the appendix.

2. Motivation. In this section, we present two examples for which a family of
optimal control laws is designed to stabilize the family of approximate models, but
the exact discrete-time model is destabilized for sufficiently fast sampling by the same
family of controllers. These examples strongly motivate the results of our paper.

Example 2.1. We consider the sampled-data control of the triple integrator (this
example was taken from [19])

ẋ1 = x2, ẋ2 = x3, ẋ3 = u.

While the exact discrete-time model of this system can be computed, we base our
control algorithm on the family of Euler approximate discrete-time models in order
to illustrate possible pitfalls in optimal control design based on approximate discrete-
time models. The family of Euler approximate discrete-time models is

x1(k + 1) = x1(k) + Tx2(k),
x2(k + 1) = x2(k) + Tx3(k),
x3(k + 1) = x3(k) + Tu(k).

(2.1)

Denote xi := xi(0), i = 1, 2, 3, x := (x1 x2 x3)
T , and ū := {u(0), u(1), u(2), . . .}. A

minimum time dead beat controller for the Euler discrete-time model is designed to
minimize the cost

JT (x, ū) = xT (3)x(3) = (x1 + 3Tx2 + 3T 2x3 + T 3u(0))2

+(x2 + 3Tx3 + 2T 2u(0) + T 2u(1))2 + (x3 + Tu(0) + Tu(1) + Tu(2))2,

and we obtain the optimal controller

u∗
T (x) =

(
− x1

T 3
− 3x2

T 2
− 3x3

T

)
.(2.2)

The closed loop system (2.1)–(2.2) has all poles equal to zero for all T > 0, and
hence this discrete-time Euler-based closed loop system is asymptotically stable for
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all T > 0. On the other hand, the closed loop system consisting of the exact discrete-
time model of the triple integrator and the optimal controller (2.2) has a pole at
≈ −2.644 for all T > 0. Hence, the optimal controller for the approximate model
destabilizes the exact model for any sampling period.

Example 2.2. Consider the scalar linear system

ẋ = x + u,(2.3)

whose exact discrete-time model is

x(k + 1) = eTx(k) + (eT − 1)u(k).(2.4)

We use the Euler model

x(k + 1) = (1 + T )x(k) + Tu(k) = FTx(k) + GTu(k)(2.5)

for controller design. Consider the cost

JT (x, ū) =

∞∑
k=0

(QTx
2(k) + RTu

2(k)),(2.6)

where QT = T and RT = T 3(1−T )3. Obviously, the instantaneous cost QTx
2+RTu

2

is a positive definite function of x, u for all T ∈ (0, 1). Using [2, pp. 53–54], we can
obtain the family of optimal controllers for (2.5) as

u∗
T (x) =

GTFTST
G2
TST + RT

x,(2.7)

where ST is the solution of the following Ricatti equation:

ST = F 2
T

(
ST − S2

TG
2
T

G2
TST + RT

)
+ QT .(2.8)

Using the computer algebra system maple, we computed the family of optimal control
laws to be

u∗
T (x) =

(
−1− 5

2
T 2 + O(T 3)

)
x,

which, for sufficiently small T , yields the stable approximate closed loop

x(k + 1) =

(
1− 5

2
T 3 + O(T 4)

)
x(k).

However, the same family of controllers yields the unstable exact closed loop

x(k + 1) =

(
1 +

1

2
T 2 + O(T 3)

)
x(k)

for all sufficiently small T . Again, the family of optimal controllers for the family of
approximate models is destabilizing for the family of exact models for all sufficiently
small sampling periods T .

Remark 2.3. Note that the optimal controller gain in the first example is not
uniformly bounded in T , and, in particular, as T → 0, we have for any x �= 0
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that |uT (x)| → ∞. It may appear that this is the only reason why instability of
the exact model occurs. However, in the second example, we have that the optimal
controller gain is bounded uniformly in T , and yet instability occurs. Additional
similar examples that do not use optimal control laws can be found in [19].

In both examples above, we can say that the used cost JT (x, ū) is ill parameterized
with T , and this causes instability of the exact closed loop. In what follows, we
present conditions for well-parameterized costs that avoid problems presented in the
examples.

Remark 2.4. The interpretation of the above results is as follows. One cannot
first find a sufficiently “good” approximate plant model with a sufficiently small sam-
pling and/or integration period and then assume that the optimal controller for the
approximate model with respect to any given cost would stabilize the exact model.
Indeed, because of the fact that we are considering parameterized systems and costs,
the examples illustrate that, given an arbitrarily small sampling period (and hence
an arbitrarily “good” plant model), there exists a cost function for which the con-
troller that is optimal for the approximate model would destabilize the exact model.
Hence a careful investigation of stability is needed to avoid situations presented in the
examples.

3. Preliminaries. R and N denote, respectively, the sets of real and natural
numbers. We also denote N0 := {0} ∪N. In the Euclidean space R

n, ‖ · ‖ denotes the
usual Euclidean norm, and Br and Br denote, respectively, the open and closed ball
with radius r around the origin. A continuous function γ : R

+
0 → R

+
0 is of class K if it

is strictly increasing with γ(0) = 0; it is of class K∞ if it is of class K and unbounded.
A continuous function β : R

+
0 ×R

+
0 → R

+
0 is of class KL if it is of class K in the first

argument and strictly decreasing to 0 in the second.
Consider a continuous-time plant given by

ẋ = f(x, u),(3.1)

where x ∈ R
n and u ∈ U ⊆ R

m with 0 ∈ U . The plant is to be controlled via a com-
puter that is connected to the plant via a sampler and a zero-order hold. We assume
that f is locally Lipschitz, which guarantees that the solutions of (3.1) exist locally in
time. Let φ(t, x0, u) denote the solution trajectory for time t, initial value x0, and con-
stant control function u ∈ U . Suppose that, for a given T, x, u, the solution φ(t, x, u),
exists for all t ∈ [0, T ]. Then we can introduce the exact discrete-time model of the
system

xk+1 = F e
T (x(k), u(k)),(3.2)

where F e
T (x, u) := φ(T, x, u). Note that the trajectories of (3.1) may have finite escape

time, in which case F e
T (x, u) might not be defined for all x ∈ R

n, u ∈ U . However,
since f is assumed to be locally Lipschitz, we have that for each ∆ > 0 there exists
T ∗

∆ > 0 such that F e
T (x, u) exists for all x ∈ B∆, u ∈ B∆, and T ∈ (0, T ∗

∆]. The set of
all control sequences is denoted by U ; members of U will be denoted by u = (u(k))k∈N0

.
We note that, since f is typically nonlinear, F e

T in (3.2) is not known in most cases.
Hence, if we want to carry out controller design for the sampled-data plant (3.1) via
its discrete-time model, we need to use instead an approximate discrete-time model

xk+1 = F a
T,h(x(k), u(k)),(3.3)

where T ∈ (0, T ∗] is the sampling rate with some upper bound T ∗ > 0 and h ∈ (0, T ]
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is a parameter for the accuracy of the approximate model, e.g., the integration step
for some underlying numerical one-step approximation.

Remark 3.1. The map F a
T,h defining the approximate model is typically inter-

preted as a numerical approximation of F e
T using some suitable numerical scheme.

For instance, F a
T,h might be constructed using multiple steps of a one-step Runge–

Kutta scheme Φhi with integration step sizes hi, i = 1, . . . ,m, satisfying hi ≤ h and∑m
i=1 hi = T ; i.e.,

x◦ = x, xi+1 = Φhi(xi, u), F a
T,h(x, u) = xm.

Note that, for constant control functions u, system (3.1) is an autonomous ODE, and
hence all numerical schemes for autonomous ODEs are applicable; see, e.g., [11], [23],
or [24] for a description of suitable numerical methods. In the simplest case, Φhi could
be chosen as the Euler method Φhi(x, u) = x + hf(x, u). Note that, for any T, h, the
numerical scheme F a

T,h(x, u) will normally exist for all x, u because the computation
of F a

T,h is usually based on finitely many evaluations of f only.
Given a family of cost functions JT,h(x, u), we will design a family of optimal

control laws for the approximate model

u(k) = ua,∗T,h(x(k))(3.4)

and investigate when they stabilize the family of exact models (3.2) for all small h.
In general, it is useful to consider exact models that are also parameterized by a

modeling parameter (for motivation, see [19])

xk+1 = F e
T,h(x(k), u(k)).(3.5)

In this case, however, h is not interpreted as a numerical integration step. We write
FT,h if we refer to a general discrete-time parameterized system

xk+1 = FT,h(x(k), u(k));(3.6)

in particular, FT,h may stand for both F e
T,h and F a

T,h. The special case T = h
has received much attention in the literature, and, in this case, we will write FT
instead of FT,T . Given u and x◦, the trajectories of the systems (3.5) and (3.3) are
denoted, respectively, by φeT,h(k, x◦, u) and φaT,h(k, x◦, u). Again, if we refer to a
generic system (3.6), we use the notation φT,h(k, x◦, u), and, if T = h, we write φT
instead of φT,T .

Assumption 3.2. We assume that both F e
T,h and F a

T,h are continuous in u and
satisfy a local Lipschitz condition of the following type: for each ∆ > 0, there exist
T > 0, L > 0, and h∗ > 0, such that

‖FT,h(x, u) − FT,h(y, u)‖ ≤ eLT ‖x− y‖(3.7)

holds for all u ∈ B∆, all h ∈ (0, h∗], and all x, y ∈ B∆.
For the exact model, this property is easily verified using Gronwall’s lemma (if

F e
T,h is well defined), while, for the approximate model, it depends on the properties

of the numerical scheme in use. For Runge–Kutta schemes, e.g., it is verified by
induction using the property ‖Φhi(x, u)−Φhi(y, u)‖ ≤ (1+Lhi)‖x− y‖ (cf. [24]) and
the inequality 1 + Lhi ≤ eLhi .



104 LARS GRÜNE AND DRAGAN NEŠIĆ

4. Definitions and background results. In [16, 19], sufficient conditions
based on the Lyapunov second method were presented that guarantee that the family
of controllers that stabilizes (3.3) would also stabilize (3.5) for sufficiently small h.
Here the control laws under consideration do not need to come from optimal control
problems; however, they will still be parameterized by the parameters T and h. The
results in this section will be used in the rest of this paper. In order to state these
results, we need several definitions.
Definition 4.1. Let strictly positive real numbers (T,∆1,∆2) be given. If there

exists h∗ > 0 such that

sup
{x∈B∆1

, h∈(0,h∗]}
|uT,h(x)| ≤ ∆2,(4.1)

then we say that the family of controllers (3.4) is (T,∆1,∆2)-uniformly bounded.
Moreover, if T = h and if, for any strictly positive ∆1, there exist strictly posi-
tive (∆2, h

∗) so that (4.1) holds, then we say that the family of controllers (3.4) is
semiglobally uniformly bounded.

The following “consistency” property is central in our developments, and it is
an appropriate adaptation and generalization of a consistency property used in the
numerical analysis literature (see [24]).
Definition 4.2. Let a triple of strictly positive numbers (T,∆1,∆2) be given,

and suppose that there exist γ ∈ K and h∗ > 0 such that

(x, u) ∈ B∆1 ×B∆2 , h ∈ (0, h∗] =⇒ ‖F a
T,h(x, u)− F e

T,h(x, u)‖ ≤ Tγ(h).(4.2)

Then we say that the family F a
T,h is (T,∆1,∆2)-consistent with F e

T,h. Moreover, if
T = h and if, for any pair of strictly positive numbers (∆1,∆2), there exist γ ∈ K
and h∗ > 0 such that (4.2) holds, then we say that F a

T,h is semiglobally consistent
with F e

T,h.
Sufficient checkable conditions for consistency properties can be found in [16, 19].
Definition 4.3. Let a pair of strictly positive real numbers (T,D), a family of

functions VT,h : R
n → R≥0, functions σ1, σ2 ∈ K∞, and a positive definite function

σ3 : R≥0 → R≥0 be given. Suppose, for any pair of strictly positive real numbers
(δ1, δ2) with δ2 < D, that there exist h∗ > 0 and c > 0 such that, for all x ∈ BD,
h ∈ (0, h∗], we have

σ1(‖x‖) ≤ VT,h(x) ≤ σ2(‖x‖),(4.3)

VT,h(F
a
T,h(x, uT,h(x)))− VT,h(x) ≤ −Tσ3(‖x‖) + Tδ1,(4.4)

and, for all x1, x2 ∈ BD −Bδ2 , with ‖x1 − x2‖ ≤ c, we have

|VT,h(x1)− VT,h(x2)| ≤ δ1.(4.5)

Then we say that the family (3.6), (3.4) is (T,D)-practically stable with a continuous
Lyapunov function. Moreover, if T = h and, for any triple of strictly positive real
numbers (D, δ1, δ2) with δ2 < D, there exist h∗ > 0 and L > 0 such that, for all
x, x1, x2 ∈ BD, h ∈ (0, h∗], we have that (4.3), (4.4), and

|VT (x1)− VT (x2)| ≤ L‖x1 − x2‖(4.6)

hold, then we say that the family (3.6), (3.4) is semiglobally stable with a Lipschitz
Lyapunov function.
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The following two theorems from [16, 19] play a central role in our developments.
Theorem 4.4. Suppose that there exist a triple of strictly positive numbers

(T,D,M) such that the following hold:
(i) The family of closed loop systems (F a

T,h, u
a
T,h) is (T,D)-practically stable with

a continuous Lyapunov function.
(ii) The family of controllers uaT,h is (T,D,M)-uniformly bounded.
(iii) The family F a

T,h is (T,D,M)-consistent with F e
T,h.

Then there exist β ∈ KL, D1 ∈ (0, D), and, for any δ > 0, there exists h∗ > 0 such
that, for all x◦ ∈ BD1 and h ∈ (0, h∗], the solutions of the family (F e

T,h, u
a
T,h) satisfy

‖φeT,h(k, x◦)‖ ≤ β(‖x◦‖, kT ) + δ ∀k ∈ N0.(4.7)

Theorem 4.5. Suppose that T = h and the following conditions hold:
(i) The family of closed loop systems (F a

T , u
a
T ) is semiglobally stable with a Lip-

schitz Lyapunov function.
(ii) The family of controllers uaT is semiglobally uniformly bounded.
(iii) The family F a

T is semiglobally consistent with F e
T .

Then there exists β ∈ KL such that, for any D1 > 0 and δ > 0, there exists T ∗ > 0
such that, for all x◦ ∈ BD1 and T ∈ (0, T ∗] the solutions of the family (F e

T , u
a
T ) satisfy

‖φeT (k, x◦)‖ ≤ β(‖x◦‖, kT ) + δ ∀k ∈ N0.(4.8)

Remark 4.6. Theorems 4.4 and 4.5 provide general conditions on the controller,
approximate model, and continuous-time plant that guarantee that the controllers
that are designed via the approximate model would also stabilize the exact model
for sufficient values of the small modeling parameter. In what follows, we investi-
gate the conditions under which control laws that are optimal in some sense for the
approximate model satisfy all conditions of Theorems 4.4 and 4.5.

All conditions of Theorems 4.4 and 4.5 are checkable in principle since they do not
require the knowledge of the exact discrete-time model. Indeed, the consistency can be
checked using the properties of the approximate model (3.3) and the continuous-time
plant model (3.1), and it holds for most reasonable numerical integration schemes such
as consistent Runge–Kutta methods. Classical numerical texts [11, 23, 24] present
a range of consistent numerical schemes that can be used within our framework.
Boundedness of the control law is relatively easy to check. Finally, the Lyapunov
conditions are hard to check in general, but there is a range of important situations
where this is possible to do, as illustrated in [17, 18, 7] and references therein. The
present paper presents another class of problems where the Lyapunov conditions can
be verified.

5. Infinite horizon problems. In the first part of this section, we assume that
T �= h and h can be assigned arbitrarily and independently of T , which is arbitrary
but fixed. In the second part, we consider the case when T = h and T can be assigned
arbitrarily.

5.1. Stabilization with a fixed sampling rate T . We consider the optimal
control problem

min
u∈U

∞∑
k=0

T lh(φT,h(k, x, u), u(k)),(5.1)

where the running cost lh satisfies the following assumption.
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Assumption 5.1. The following hold:
(i) lh is continuous with respect to x and u, uniformly in small h.
(ii) There exist h∗ > 0 and two class K∞ functions ρ1 and ρ2 such that the

inequality

ρ1(‖x‖+ ‖u‖) ≤ lh(x, u) ≤ ρ2(‖x‖+ ‖u‖)(5.2)

holds for all x, u, and h ∈ (0, h∗].
(iii) For each ∆ > 0, there exist N > 0 and h∗ > 0 such that

|lh(x, u)− lh(y, u)| ≤ N‖x− y‖

for all h ∈ (0, h∗], x, y ∈ R
n, and all u ∈ U with ‖x‖, ‖y‖, ‖u‖ ≤ ∆.

Note that the sum in (5.1) may diverge; hence it may take the value∞. We make
the convention that this sum takes the value ∞ if the trajectory φT,h(·, x, u) does not
exist for some k ∈ N0.

We denote the optimal cost functions related to the exact and the approximate
system by

W e
T,h(x) := min

u∈U

∞∑
k=0

T lh(φ
e
T,h(k, x, u), u(k)),

W a
T,h(x) := min

u∈U

∞∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)),

again using WT,h(x) if we want to refer to a general system and WT if T = h. Note
that WT,h(x) =∞ is possible, so we will have to formulate conditions such that WT,h

is finite at least for compact subsets of the state space.
It is clear that not every plant would allow for a meaningful solution of the optimal

control problem (5.1). However, if the plant model satisfies the following asymptotic
controllability assumption, we will prove in Theorem 5.4 that a solution to (5.1) exists
under certain assumptions.
Definition 5.2. Let T > 0, β ∈ KL, and ∆ > 0 be given. The family of sys-

tems (3.6) is called (T,∆, β)-asymptotically controllable to the origin with vanishing
controls if there exists h∗ > 0 such that, for all h ∈ (0, h∗] and each x ∈ B∆, there
exists u ∈ U such that

‖φT,h(k, x, u)‖+ ‖u(k)‖ ≤ β(‖x‖, Tk), k ∈ N0.

Asymptotic controllability has been introduced in [21], and we have adapted the
definition from [14] to be applicable to families of discrete-time systems. Note that
this definition, in particular, requires ‖u(k)‖ ≤ β(‖x‖, Tk). This assumption is mainly
needed in order to simplify some of the following arguments and could be relaxed
in various ways, e.g., to ‖u(k)‖ ≤ δ + β(‖x‖, Tk) for some δ > 0, provided that
Assumption 5.1 (ii) is suitably adjusted also. The following result is used in what
follows.
Proposition 5.3 (see [22]). Given an arbitrary β ∈ KL, there exist two functions

α1, α2 ∈ K∞ such that the following holds:

β(s, t) ≤ α2

(
α1(s)e

−t) ∀s, t ≥ 0.(5.3)
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Note that, using Proposition 5.3, there is no loss of generality if we assume that
β(s, t) in Definition 5.2 is replaced by α2(α1(s)e

−t). The following theorem shows
conditions under which the optimal feedback law for the approximate model exists
and can be used to stabilize the exact closed loop system.
Theorem 5.4. Let strictly positive real numbers (∆, T ) and functions β ∈ KL

and lh(·, ·) satisfying Assumption 5.1 be given. Let β generate α1, α2 ∈ K∞ using
Proposition 5.3, and let lh generate ρ1, ρ2 ∈ K∞ via (5.2). Suppose the following:

(i) The family of approximate models F a
T,h satisfies Assumption 3.2.

(ii) The family of approximate models F a
T,h is (T,∆, β)-asymptotically control-

lable to the origin with vanishing controls.
(iii) There exists C > 0 such that

∫ 1

0

ρ2 ◦ α2(s)

s
ds ≤ C.(5.4)

Then, for the family of systems F a
T,h, there exists a solution to the family of optimal

control problems

min
u∈U

∞∑
k=0

T lh(φ
a
T,h(k, x, u), u(k))

of the form

u(k) = ua,∗T,h(x(k))(5.5)

and numbers D ∈ (0,∆), M > 0 such that the following hold:
(i’) The family of controllers ua,∗T,h is (T,D,M)-uniformly bounded.

(ii’) The family (F a
T,h, u

a,∗
T,h) is (T,D)-practically stable with continuous Lyapunov

function.
Suppose, moreover, that the following additional condition holds:

(iii’) The family of approximate models F a
T,h is (T,D,M)-consistent with F e

T,h.
Then, there exists D1 ∈ (0, D) and β1 ∈ KL, and, for any δ > 0, there exists h∗ > 0
such that, for all x◦ ∈ BD1

and all h ∈ (0, h∗], the solutions of the family (F e
T,h, u

a,∗
T,h)

satisfy

‖φeT,h(k, x◦)‖ ≤ β1(‖x◦‖, kT ) + δ ∀k ∈ N0.

Proof. Let all the conditions of Theorem 5.4 be satisfied. We will prove that
conditions (i), (ii), and (iii) imply conditions (i’) and (ii’). Then the last statement
follows immediately from (i’), (ii’), and (iii’) via Theorem 4.4.

(i)+(ii)+(iii) ⇒ (ii’). We use the optimal value of the cost W a
T,h(x) as the Lya-

punov function for the approximate closed loop system, which is standard in op-
timization literature. We now show that W a

T,h satisfies (4.3), (4.4), and (4.5) of
Definition 4.3.

It is immediate from (5.2) that, for any x and h ∈ (0, h∗], we have

σ1(‖x‖) := Tρ1(‖x‖) ≤W a
T,h(x).(5.6)
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Let x ∈ B∆ and h ∈ (0, h∗]. Using the definition of the cost, the bound (5.2), and
condition (ii), we obtain for u from Definition 5.2:

W a
T,h(x) ≤

∞∑
k=0

T lh(φ
a
T,h(k, x, u), u(k))

≤
∞∑
k=0

Tρ2(‖φaT,h(k, x, u)‖+ ‖u(k)‖)

≤
∞∑
k=0

Tρ2(β(‖x‖, kT ))

≤
∞∑
k=0

Tρ2(α2(e
−kTα1(‖x‖)))

= Tρ2 ◦ α2 ◦ α1(‖x‖) +

∞∑
k=1

Tρ2(α2(e
−kTα1(‖x‖)))

≤ Tρ2(α2(α1(‖x‖))) +

∫ ∞

0

ρ2(α2(e
−tα1(‖x‖)))dt.

It was shown in [4, Proof of Theorem 1] that, under condition (iii), the integral term
in the last inequality can be bounded by σ̃(‖x‖) for some σ̃ ∈ K∞. Hence, if we define
σ2(r) := Tρ2(α2(α1(r))) + σ̃(r), we can write, for all x ∈ B∆ and h ∈ (0, h∗], that

W a
T,h(x) ≤ σ2(‖x‖).(5.7)

Hence (5.6) and (5.7) show that (4.3) holds.
Let an arbitrary δ1 > 0 be given. We show now that, for the given (∆, δ1), there

exist D ∈ (0,∆], c > 0, and h∗ > 0 such that the implication

x ∈ BD, ‖x− y‖ ≤ c, h ∈ (0, h∗]⇒ |W a
T,h(x)−W a

T,h(y)| ≤ δ1(5.8)

holds, which proves that (4.5) is satisfied.1

For the rest of the proof, we use lemmas that are presented and proved in the
appendix. Let ρ1, ρ2 ∈ K∞, and h∗

1 > 0 come from Assumption 5.1. Define the
following numbers:

S := σ1(∆) + δ1/4,

∆̃ := ρ−1
1 (S/T ),

α = σ−1
2

(
δ1
8

)
.

Let (S, α/2) generate via Lemma A.2 the number τ > 0. Let ∆̃ generate via (3.7)
the numbers N > 0 and h∗

2 > 0. Let (∆̃, τ, T ) and δ := min{α/2, δ1
2Nτ } generate

via Lemma A.4 the numbers c > 0 and h∗
3 > 0. Let h∗ := min{h∗

1, h
∗
2, h

∗
3}. Let

D := σ−1
2 ◦ σ1(∆).

In all calculations below, we consider arbitrary x ∈ BD, h ∈ (0, h∗], and ‖x−y‖ ≤
c. Let u be a control sequence such that

∞∑
k=0

lh(φ
a
T,h(k, x, u), u(k)) ≤W a

T,h(x) + δ1/4,

1Note that this is a stronger condition than what is needed in Definition 4.3 since we have δ2 = 0.
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which implies from ‖x‖ ≤ D and the definition of S that
∑∞
k=0 lh(φT,h(k, x, u), u(k)) ≤

S. From Lemma A.1 and the definition of ∆̃, we have

‖φaT,h(k, x, u)‖+ ‖u(k)‖ ≤ ∆̃ ∀k ∈ N0.

From the definition of α and (5.7), we have W a
T,h(x) ≤ δ1/8 for all x ∈ Bα. From our

choice of τ , it follows from Lemma A.2 that, for some j ∈ N0 with Tj ≤ τ , we have
‖φaT,h(j, x, u)‖ ≤ α/2. Moreover, from Lemma A.4 and our choice of δ, it follows that
‖φaT,h(j, x, u)− φaT,h(j, y, u)‖ ≤ δ ≤ α/2 and, consequently, ‖φaT,h(j, y, u)‖ ≤ α, which
implies from the choice of α that

W a
T,h(φ

a
T,h(j, y, u)) ≤ δ1/8 .

Abbreviating ỹ = φaT,h(j, y, u), we can choose a control sequence u∗ satisfying

∞∑
k=0

lh(φ
a
T,h(k, ỹ, u

∗), u∗(k)) ≤W a
T,h(ỹ) + δ1/8 ≤ δ1/4.

Replacing u(k), k = j, j + 1, . . . , by u∗
k−j , we thus obtain

W a
T,h(y) ≤

j−1∑
k=0

T lh(φ
a
T,h(k, y, u), u(k)) +

∞∑
k=j

T lh(φ
a
T,h(k, y, u), u(k))

=

j−1∑
k=0

T lh(φ
a
T,h(k, y, u), u(k)) +

∞∑
k=0

T lh(φ
a
T,h(k, ỹ, u

∗), u∗(k))(5.9)

≤
j−1∑
k=0

T lh(φ
a
T,h(k, y, u), u(k)) + δ1/4.

Again, using Lemma A.4, the Lipschitz property of lh, the fact that jT ≤ τ , and our
choice of δ, we can conclude that

j−1∑
k=0

T (lh(φ
a
T,h(k, y, u), u(k))− lh(φ

a
T,h(k, x, u), u(k))) ≤ Nτδ ≤ δ1/2.(5.10)

The definition of W a
T,h, the choice of u, and the positive definiteness of lh imply

W a
T,h(x) ≥

j−1∑
k=0

T lh(φ
a
T,h(k, x, u))− δ1/4.(5.11)

We now combine (5.9), (5.10), and (5.11):

W a
T,h(y)−W a

T,h(x) ≤
j−1∑
k=0

T lh(φ
a
T,h(k, y, u), u(k))

−
j−1∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) + δ1/4 + δ1/4

≤ δ1/2 + δ1/4 + δ1/4 = δ1.
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Since the corresponding estimate for W a
T (x)−W a

T (y) follows by symmetry, this com-
pletes the proof of (4.5).

Finally, with the given (∆, δ1), we show that (4.4) is satisfied. For any fixed
T and h, standard optimal control arguments show that W a

T,h satisfies the dynamic
programming equation

W a
T,h(x) = inf

u∈U
{T lh(x, u) + W a

T,h(F
a
T,h(x, u))}.

Since F a
T,h and lh are continuous in u, W a

T,h is continuous in x, and lh is positive

definite, the “inf” is actually a “min,” and we can define the desired ua,∗T,h(x) by
choosing it such that

T lh(x, u
a,∗
T,h(x)) + W a

T,h(F
a
T,h(x, u

a,∗
T,h(x))) = min

u∈U
{T lh(x, u) + W a

T,h(F
a
T,h(x, u))}.

Combining the given bounds above and using (5.2), we obtain

W a
T,h(F

a
T,h(x, u

a,∗
T,h(x)))−W a

T,h(x) = −T lh(x, u
a,∗
T,h(x))

≤ −Tρ1(‖x‖)
≤ −Tρ1(‖x‖) + Tδ1,

which proves (4.4) and completes the proof of (ii’).
(i)+(ii)+(iii) ⇒ (i’). Since, for all x ∈ BD, we have T lh(x, u

a,∗
T,h(x)) ≤ W a

T,h(x)
and since (5.2) holds, we can write that

‖ua,∗T,h(x)‖ ≤ ρ−1
1 (lh(x, u

a,∗
T,h(x)))

≤ ρ−1
1

(
1

T
W a
T,h(x)

)
(5.12)

≤ ρ−1
1

(
1

T
σ2(‖x‖)

)

≤ ρ−1
1

(
σ2(D)

T

)
=: M,

which proves that (i’) holds.
Remark 5.5. The conditions in Theorem 5.4 are relatively hard to verify. We have

already commented on condition (i) after Assumption 3.2. The asymptotic controlla-
bility (condition (ii)) is a necessary condition for any stabilization problem, and most
well-designed control systems will satisfy this condition. Finally, the condition (iii)
suggests that, if the system is asymptotically controllable with a certain α2, then we
can always adjust the cost lh(x, u) so that ρ2(s) ≤ α−1

2 (Cs) for some C > 0. Hence,
by reducing ρ2 sufficiently, we can always make condition (iii) hold for any asymptot-
ically controllable system. Since we are interested only in stabilization, the procedure
for computing a stabilizing controller for asymptotically controllable systems may be
as follows: start with a certain pair of lh(x, u), ρ2, and attempt the numerical opti-
mization. If the optimal solution has been obtained, use this optimal controller. If
the optimal solution was not obtained, introduce new ρ̃ such that ρ̃(s) < ρ(s) for all
s > 0 and a new l̃h(x, u), and repeat the procedure.

Remark 5.6. It is often the case that, instead of the optimal controller, one can
only compute a certain suboptimal controller with a corresponding value function.
Our results still apply in this case if the suboptimal controller and the resulting value
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function satisfy the first two conditions of Theorems 4.4 or 4.5 and the approximate
model satisfies the third condition in these theorems. Hence, under these conditions,
the suboptimal controller for the approximate model will still be stabilizing the exact
model in an appropriate sense. Due to space reasons, we did not pursue this issue in
more detail.

Remark 5.7. Note that if T can be adjusted arbitrarily and independent of h, and,
moreover, if for any arbitrary ∆ > 0 there exists T so that the system is (T,∆, β)-
asymptotically controllable with vanishing controls, and if all other conditions of
Theorem 5.4 hold, then all conclusions of Theorem 5.4 hold. Hence, for T varying
and independent of h, we can modify the statement of Theorem 5.4 to obtain a result
on semiglobal practical stabilization. However, if T = h, we need much stronger
conditions to achieve semiglobal practical stabilization, which is discussed in more
detail in the next subsection.

Remark 5.8. Neither of the examples of section 2 satisfies Assumption 5.1, and
that is the reason why the controllers ua,∗T do not stabilize the family of exact mod-
els F e

T .
Remark 5.9. It is possible under mild conditions to obtain KL stability bounds

for the solutions of the sampled-data system from the KL stability bounds for the
exact discrete-time model and bounds on the intersample behavior, as illustrated
in [20].

5.2. Stabilization with varying sampling rate T = h. The case in which
T = h is sometimes considered in the literature (see Example 1 in [3]), and we discuss
it next. For instance, some authors use the Euler approximate model

x(k + 1) = F a
T (x(k), u(k)) = x(k) + Tf(x(k), u(k))

in MPC of a continuous-time plant ẋ = f(x, u). While this approach is very attractive
because of the reduced computational effort in obtaining the approximate discrete-
time model F a

T , we show below that it may have serious limitations.
Note that for T = h we need to use Theorem 4.5, which requires (among other

things) the following:
C1. a lower bound on the optimal value function that is uniform in small T ;

cf. Theorem 5.12 (iv);
C2. boundedness of the optimal controller ua,∗T on compact sets uniform in small

T ; cf. Theorem 5.12 (iii’);
C3. W a

T locally Lipschitz and uniformly in small T ; cf. Theorem 5.12 (v).
It is well known from optimal control theory that, even for fixed T > 0, one cannot
expect W a

T to be locally Lipschitz in general, and hence condition C3 usually does not
hold. Moreover, note that the inequalities (5.6) and (5.12) seem to suggest that, in
general, for any fixed x, we may have that W a

T (x)→ 0 and ‖ua,∗T (x)‖ → ∞ as T → 0,
which violates conditions C1 and C2. The next example shows that this can indeed
happen when T = h.

Example 5.10. Consider the scalar system

ẋ = u3

with u ∈ U = R and the running cost l(x, u) = ‖x‖2 +‖u‖2. The corresponding exact
discrete-time model is given by

x(k + 1) = x(k) + Tu3(k) =: FT (x(k), u(k)),
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so the control sequence u induced by the state feedback law

u∗
T (x) = −(x/T )1/3

yields

∞∑
k=0

T l(φT (k, x(0), u), u(k)) = T (‖x(0)‖2 + (x(0)/T )2/3) = T‖x(0)‖2 + T 1/3‖x(0)‖2/3.

Consequently, we obtain

WT (x(0)) ≤ T‖x(0)‖2 + T 1/3‖x(0)‖2/3.

Setting WT (x(0)) = T‖x(0)‖2 + T 1/3‖x(0)‖2/3, one sees that the equality

l(x, u∗
T (x)) + WT (FT (x, u∗

T (x))) = inf
u∈U
{l(x, u) + WT (FT (x, u))}

holds. (One verifies that, for all x, T , the term on the right-hand side has only two
local minima located at u = 0 and u = u∗

T (x), and the latter yields a smaller value.)
Hence the feedback law u∗

T (x) is optimal for this problem.
Note that, for any fixed x �= 0, we have T → 0 =⇒ WT (x)→ 0 and ‖u∗

T (x)‖ →
∞.

While, in the example discussed above, u∗
T (x) still asymptotically stabilizes the

exact model (due to the fact that, for this simple system, the exact discrete-time
model and its Euler approximation coincide), in general, this phenomenon poses a
serious problem, and ua,∗T may, in general, destabilize the family F e

T . Several examples
illustrating this phenomenon can be found in [19].

As a result of the above discussion, it is obvious that one can either search for
conditions on f , F a

T , and lT to guarantee that C1, C2, and C3 hold or simply assume
that they hold. While it is apparent that the first approach poses interesting and
relevant questions, we did not pursue it in this paper. Using the second approach, we
can state Theorem 5.4. Before we state the theorem, we need to slightly modify the
definition of asymptotic controllability as follows.
Definition 5.11. Let β ∈ KL be given. The family of systems x(k + 1) =

FT (x(k), u(k)) is called semiglobally asymptotically controllable to the origin with van-
ishing controls if, for each ∆ > 0, there exists T ∗ > 0 such that, for all T ∈ (0, T ∗]
and each x ∈ B∆, there exists u ∈ U such that

‖φT (k, x, u)‖+ ‖u(k)‖ ≤ β(‖x‖, Tk).

Theorem 5.12. Let T = h. Let β ∈ KL and lT (·, ·) satisfying Assumption 5.1
be given. Let β generate α1, α2 ∈ K∞ using Proposition 5.3, and let lT generate
ρ1, ρ2 ∈ K∞ via (5.2). Suppose the following:

(i) The family of approximate models F a
T satisfies the following: for any ∆ > 0,

there exist N > 0 and T ∗ > 0 such that, for all T ∈ (0, T ∗] and x ∈ B∆, we
have

‖F a
T (x, u)− F a

T (y, u)‖ ≤ eNT ‖x− y‖.

(ii) The family of approximate models F a
T is semiglobally asymptotically control-

lable to the origin with vanishing controls.
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(iii) There exists C > 0 such that condition (5.4) holds.
(iv) Condition C1 holds; i.e., there exist σ1 ∈ K∞ and T ∗ > 0 such that, for all

x and T ∈ (0, T ∗], we have

σ1(‖x‖) ≤W a
T (x).

(v) Condition C3 holds; that is, for any ∆ > 0, there exist T ∗ > 0 and L > 0
such that

|W a
T (x)−W a

T (y)| ≤ L‖x− y‖
for all x, y ∈ B∆, T ∈ (0, T ∗].

Then, for the family of systems F a
T , there exists a solution to the family of optimal

control problems

min
u∈U

∞∑
k=0

T lT (φaT (k, x, u), u(k))

of the form

u(k) = ua,∗T (x(k))(5.13)

such that the following holds:
(i’) The family (F a

T , u
a,∗
T ) is semiglobally practically stable with a Lipschitz Lya-

punov function.
Suppose, moreover, that the following additional conditions hold:

(ii’) The family of approximate models F a
T is semiglobally consistent with F e

T .
(iii’) Condition C2 holds; i.e., for any ∆ > 0, there exist T ∗ > 0 and M > 0 such

that, for all ‖x‖ ≤ ∆, T ∈ (0, T ∗),

‖ua,∗T (x)‖ ≤M.

Then there exists β1 ∈ KL such that, for any strictly positive (D1, δ), there exists
T ∗ > 0 such that, for all x◦ ∈ BD1 and all T ∈ (0, T ∗], the solutions of the family
(F e
T , u

a,∗
T ) satisfy

‖φeT (k, x◦)‖ ≤ β1(‖x◦‖, kT ) + δ ∀k ∈ N0.

Proof. We provide only a sketch of the proof since it is very similar to the proof
of Theorem 5.4. The only thing to prove is that (i)–(v) imply (i’) since the rest of the
proof follows immediately from Theorem 4.5.

Note that the condition (v) implies (4.6) and the condition (iv) implies the lower
bound in (4.3). The upper bound in (4.3) is established in the same way as that in
the proof of Theorem 5.4. The inequality (4.4) is established in the same way as in
the proof of Theorem 5.4, which completes the proof.

6. Finite horizon with terminal cost problems. In practice, the optimal
control problem under consideration will often not be solved over an infinite time
horizon but by using a suitable terminal cost. There are various ways to introduce a
terminal cost (see, e.g., [5, sections III.3 and IV.3]), and we believe that our approach
can be adjusted in order to cope with most of them. In order to illustrate this
procedure, we consider the special type of terminal cost introduced by Kreisselmeier
and Birkhölzer in [14].
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We consider a family of continuous and positive definite functions WT,h : R
n →

R
+
0 for T ∈ (0, T ∗] and h ∈ (0, T ] and define the following family of finite horizon

optimal control problems with terminal costs:

W a
T,h(x) := inf

u∈U, k′∈N0



k′−1∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) + WT,h(φ

a
T,h(k

′, x, u))


 .(6.1)

Using our continuity assumptions on F a
T,h and lh in u, it is easily seen that there

always exists a feedback law ua,∗T,h : R
n → U satisfying

(6.2)

T lh(x, u
a,∗
T,h(x)) + W a

T,h(F
a
T,h(x, u

a,∗
T,h(x))) = min

u∈U
{T lh(x, u) + W a

T,h(F
a
T,h(x, u))}.

Moreover, observe that, using (6.2), the dynamic programming equation for W a
T,h(x)

reads

W a
T,h(x) = min{T lh(x, u

a,∗
T,h(x)) + W a

T,h(F
a
T,h(x, u

a,∗
T,h(x))), WT,h(x)}.(6.3)

6.1. Stabilization with fixed sampling rate T . In this section, we consider
T as an arbitrary but fixed positive sampling rate. In order to derive a stabilization
result, we need the following assumption on WT,h.

Assumption 6.1. The following hold:
(i) WT,h is continuous, uniformly in small h.
(ii) There exist h∗ > 0 and two class K∞ functions γ1 and γ2 such that the

inequality

γ1(‖x‖) ≤WT,h(x) ≤ γ2(‖x‖)(6.4)

holds for all x and h ∈ (0, h∗].
Theorem 6.2. Let strictly positive real numbers (∆, T ) and the family of func-

tions WT,h(·) satisfying Assumption 6.1 and the family of functions lh(·, ·) satisfying
Assumption 5.1 be given.

Suppose the following:
(i) The family of approximate models F a

T,h satisfies Assumption 3.2.
(ii) For any d > 0, there exists h∗ > 0 such that, for all h ∈ (0, h∗], there exists

a solution to the optimization problem (6.1) that satisfies

W a
T,h(x) < WT,h(x) ∀x ∈ B∆ −Bd, h ∈ (0, h∗].(6.5)

Then there exists M > 0 such that ua,∗T,h(·) from (6.2) satisfies the following properties
for D = ∆:

(i’) The family of controllers ua,∗T,h is (T,D,M)-uniformly bounded.

(ii’) The family (F a
T,h, u

a,∗
T,h) is (T,D)-practically stable with a continuous Lya-

punov function.
Suppose, moreover, that the following additional condition holds:

(iii’) The family of approximate models F a
T,h is (T,D,M)-consistent with F e

T,h.
Then there exists D1 ∈ (0, D) and β1 ∈ KL, and, for any δ > 0, there exists h∗ > 0
such that, for all x◦ ∈ BD1 and all h ∈ (0, h∗], the solutions of the family (F e

T,h, u
a,∗
T,h)

satisfy

‖φeT,h(k, x◦)‖ ≤ β1(‖x◦‖, kT ) + δ ∀k ∈ N0.
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Proof. Similar to the proof of Theorem 5.4, the main task is to prove that condi-
tions (i), (ii), and (iii) imply conditions (i’) and (ii’). Then, again, the last statement
follows immediately from (i’), (ii’), and (iii’) via Theorem 4.4.

(i)+(ii)+(iii) ⇒ (ii’). We use the optimal value function W a
T,h(x) as a Lyapunov

function candidate and verify the conditions (4.3), (4.4), and (4.5) of Definition 4.3
for the family (F a

T,h, u
a,∗
T,h).

Let Assumption 6.1 generate h∗
1 > 0 and γ1, γ2 ∈ K∞. Let Assumption 5.1

generate h∗
2 > 0 and ρ1, ρ2 ∈ K∞. Let (T,∆) come from conditions of the theorem.

Define D := ∆, and let δ1 be an arbitrarily strictly positive real number.2 Let d be
such that

Tρ2(d) + γ2(e
LT d) ≤ Tδ1.

Let (D, d) generate h∗
3 > 0 using condition (ii) of the theorem. Let h∗ := min{h∗

1, h
∗
2, h

∗
3}.

In the rest of the proof, we consider arbitrary x ∈ BD and h ∈ (0, h∗].
First, we prove that (4.3) holds. Using the definition of W a

T,h, we obtain the
inequality

W a
T,h(x) ≤WT,h(x) ≤ γ2(‖x‖) =: σ2(‖x‖).

For the lower bound, observe from (6.3) that we have either

W a
T,h(x) = WT,h(x) ≥ γ1(‖x‖)

or

W a
T,h(x) ≥ T lh(x, u

a,∗
T,h(x)) ≥ Tρ1(‖x‖),

and hence

W a
T,h(x) ≥ min{γ1(‖x‖), Tρ1(‖x‖)} =: σ1(‖x‖),

which completes the proof of (4.3).
Next we show (4.4) for the family (F a

T,h, u
a,∗
T,h). From our choice of x and h, for

any x ∈ BD − Bd, we obtain that the “min” in (6.3) is attained in the first term;
hence

W a
T,h(F

a
T,h(x, u

a,∗
T,h(x)))−W a

T,h(x) = −T lh(x, u
a,∗
T,h(x)).(6.6)

For x ∈ Bd, observe that inequality (3.7) and F a
T,h(0, 0) = 0 imply ‖F a

T,h(x, 0)‖ ≤
eLT ‖x‖. Hence from (6.2) we obtain

T lh(x, u
a,∗
T,h(x)) + W a

T,h(F
a
T,h(x, u

a,∗
T,h(x))) ≤ T lh(x, 0) + W a

T,h(F
a
T,h(x, 0))

≤ Tρ2(‖x‖) + γ2(e
LT ‖x‖)

≤ Tρ2(d) + γ2(e
LT d)

≤ Tδ1 .(6.7)

Since W a
T,h(x) ≥ 0, this implies

W a
T,h(F

a
T,h(x, u

a,∗
T,h(x)))−W a

T,h(x) ≤ −T lh(x, u
a,∗
T,h(x)) + Tδ1.(6.8)

2Like in the previous section, we prove that all conditions of Definition 4.3 hold with δ2 = 0.
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Then, for x ∈ BD, either (6.6) or (6.8) holds, which implies

W a
T,h(F

a
T,h(x, u

a,∗
T,h(x)))−W a

T,h(x) ≤ −T lh(x, u
a,∗
T,h(x)) + Tδ1

≤ −Tρ1(‖x‖) + Tδ1

=: −Tσ3(‖x‖) + Tδ1;

i.e., the desired estimate (4.4) holds.
In order to show the continuity property (4.5), first observe that, by the continuity

condition on WT,h from Assumption 6.1, for any given δ̃ > 0, we find c̃ > 0 such that,
for all x, y ∈ BD with ‖x− y‖ ≤ c̃, we obtain

|W a

T,h(x)−W
a

T,h(y)| ≤ δ̃.(6.9)

Consider the (arbitrary) δ1 > 0, which has been chosen above. Then, for any x ∈ BD,
we find a control sequence u and a value k ∈ N0 such that

W a
T,h(x) + δ1/4 ≥

k−1∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) + WT,h(φ

a
T,h(k, x, u)).

Proceeding similarly as in the proof of Theorem 5.4, we find a constant c > 0 and,
from Lemma A.2, a time τ > 0 such that either k− 1 ≤ τ/T or, for any y ∈ BD with
‖x− y‖ ≤ c, the inequality

W a
T,h(φ

a
T,h(j, y, u)) ≤ δ1/8

holds for some j ∈ N0 with j ≤ τ/T . If k − 1 > τ/T holds, we can exactly follow the
proof of Theorem 5.4 to obtain that the implication

‖x− y‖ ≤ c ⇒ W a
T,h(y)−W a

T,h(x) ≤ δ1

holds. Otherwise, i.e., when k − 1 ≤ τ/T , using the values defined in the proof of
Theorem 5.4, for any y ∈ BD with ‖x− y‖ ≤ c, we obtain

W a
T,h(y)−W a

T,h(x) ≤
k−1∑
k=0

T lh(φ
a
T,h(k, y, u), u(k)) + WT,h(φ

a
T,h(k, y, u))

−
k−1∑
k=0

T lh(φ
a
T,h(k, x, u), u(k))−WT,h(φ

a
T,h(k, x, u)) + δ1/4

≤ δ1/2 + δ1/4 + WT,h(φ
a
T,h(k, y, u))−WT,h(φ

a
T,h(k, x, u)).

Setting δ̃ from (6.9) equal to δ1/4, we find c̃ such that

WT,h(φ
a
T,h(k, y, u))−WT,h(φ

a
T,h(k, x, u)) ≤ δ1/4

if ‖φaT,h(k, x, u) − φaT,h(k, y, u)‖ ≤ c̃. Using that k − 1 ≤ τ/T and that the control

sequence ua,∗T,h is bounded by Lemma A.1, by reducing c > 0, if necessary, Lemma A.4

guarantees that ‖x− y‖ ≤ c implies ‖φaT,h(k, x, u)− φaT,h(k, y, u)‖ ≤ c̃. Thus, also in

the case in which k − 1 ≤ τ/T , we obtain the implication

‖x− y‖ ≤ c ⇒ W a
T,h(y)−W a

T,h(x) ≤ δ1.
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Since the same estimate for W a
T,h(x)−W a

T,h(y) follows by symmetry, this proves (4.5)
and thus the proof of (ii’).

(i)+(ii)+(iii) ⇒ (i’). For x ∈ BD − Bd, this follows exactly as in the proof of
Theorem 5.4, and we have that (5.12) holds. For x ∈ Bd, from inequality (6.7), we
obtain

Tρ1(‖ua,∗T,h(x)‖) ≤ T lh(x, u
a,∗
T,h(x)) ≤ Tρ2(d) + γ2(e

LT d),

implying that, for all x ∈ BD and h ∈ (0, h∗], we have

‖ua,∗T,h(x)‖ ≤ max

{
ρ−1
1

(
σ2(D)

T

)
, ρ−1

1

(
ρ2(d) +

γ2(e
LT d)

T

)}
=: M,

which completes the proof.
Remark 6.3. The results of Theorem 6.2 provide a rigorous framework for

optimization-based stabilization via a finite horizon with terminal cost problem. The
same optimization problem was considered in [14] under the assumption that the exact
discrete-time plant model is known. In the same reference in section IV, an inverted
pendulum example was successfully stabilized using this method, where the discrete-
time model of the plant was obtained by integrating the continuous-time dynamics
over one sampling interval. Strictly, the theoretical results of [14] do not directly
apply to the example considered since an approximate (instead of exact) discrete-
time model was used for the example. Hence our Theorem 6.2 provides a rigorous
proof that justifies the use of the approximate discrete-time model for the inverted
pendulum example in [14].

6.2. Stabilization with varying sampling rate T = h. We now state con-
ditions that guarantee that optimization-based stabilization of sampled-data systems
via their approximate discrete-time models with T = h can be successfully carried
out. Consider the following version of Assumption 6.1 for T = h.

Assumption 6.4. There exists T ∗ > 0 such that the following hold:
(i) WT is continuous, uniformly in T ∈ (0, T ∗].
(ii) There exist two class K∞ functions γ1 and γ2 such that the inequality

γ1(‖x‖) ≤WT (x) ≤ γ2(‖x‖)(6.10)

holds for all x and T ∈ (0, T ∗].
Theorem 6.5. Let functions WT (·) satisfying Assumption 6.4 and lT (·, ·) satis-

fying Assumption 5.1 be given.
Suppose the following:
(i) The family of approximate models F a

T satisfies Assumption 3.2 and satisfies
that, for each ∆ > 0, there exist γ ∈ K and T ∗ > 0 such that the inequality

‖FT (x, 0)− x‖ ≤ Tγ(‖x‖)

holds for all ‖x‖ ≤ ∆ and all T ∈ (0, T ∗].
(ii) For any pair of positive real values (D, d), there exists T ∗ > 0 such that, for

all T ∈ (0, T ∗], there exists a solution to the optimization problem (6.1) that
satisfies

W a
T (x) < WT (x) ∀x ∈ BD −Bd, T ∈ (0, T ∗].(6.11)
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(iii) For any ∆ > 0, there exist L > 0 and T ∗ > 0 such that

|W a
T (x)−W a

T (y)| ≤ L‖x− y‖

for all x, y ∈ B∆, T ∈ (0, T ∗].
(iv) There exist σ1 ∈ K∞ and T ∗ > 0 such that, for all x and T ∈ (0, T ∗], we

have

σ1(‖x‖) ≤W a
T (x).

Then we have the following:
(i’) The family (F a

T , u
a,∗
T ) is semiglobally stable with a Lipschitz Lyapunov func-

tion.
Suppose, moreover, that the following additional conditions hold:

(ii’) The family of approximate models F a
T is semiglobally consistent with F e

T .
(iii’) The family of controllers ua,∗T is semiglobally uniformly bounded.

Then there exists β1 ∈ KL such that, for any strictly positive (D1, δ), there exists
T ∗ > 0 such that, for all x◦ ∈ BD1 and all T ∈ (0, T ∗], the solutions of the family
(F e
T , u

a,∗
T ) satisfy

‖φeT (k, x◦)‖ ≤ β1(‖x◦‖, kT ) + δ ∀k ∈ N0.

Proof. It suffices to prove that (i)–(iv) imply (i’) because then the statement
follows from (i’), (ii’), and (iii’) by applying Theorem 4.5.

Since the condition (iii) implies (4.6), for proving (i’), we have only to show (4.3)
and (4.4).

Let (D, δ1) be given.3 Let WT generate via Assumption 6.4 the functions γ1, γ2 ∈
K∞ and T ∗

1 > 0. Let lT generate via Assumption 5.1 the functions ρ1, ρ2 ∈ K∞ and
T ∗

2 > 0. Let the condition (iv) generate σ1 and T ∗
3 > 0. Let ∆ = D generate via the

condition (i) the function γ ∈ K and T ∗
4 > 0. Let ∆1 = D+ γ(D) generate L > 0 and

T ∗
5 > 0 via the condition (iii). Let d > 0 be such that

ρ2(d) + Lγ(d) ≤ δ1.

Let (D, d) generate T ∗
6 > 0 via the condition (ii). Let T ∗ = min{1, T ∗

1 , T
∗
2 , T

∗
3 , T

∗
4 , T

∗
5 ,

T ∗
6 }. Consider arbitrary T ∈ (0, T ∗] and x ∈ BD.

In order to prove (4.3), observe that the lower bound follows from the condi-
tion (iv), while the upper bound follows immediately from the inequality W a

T (x) ≤
WT (x) and Assumption 6.4. Recall from (6.3) that the dynamic programming equa-
tion for W a

T (x) reads

W a
T (x) = min{T lT (x, ua,∗T (x)) + W a

T (F a
T (x, ua,∗T (x))), WT (x)}.

For all T ∈ (0, T ∗] and all x ∈ BD −Bd, we obtain that the “min” is attained in the
first term; hence

W a
T (F a

T (x, ua,∗T (x)))−W a
T (x) = −T lT (x, ua,∗T (x)).(6.12)

3We will again prove (4.4) with δ2 = 0.
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For x ∈ Bd, recall Assumption (i), which yields ‖F a
T,h(x, 0) − x‖ ≤ Tγ(‖x‖). Hence

from (6.2) we obtain

T lT (x, ua,∗T (x)) + W a
T (F a

T (x, ua,∗T (x)))−W a
T (x) ≤ T lT (x, 0) + W a

T (F a
T (x, 0))−W a

T (x)

≤ Tρ2(‖x‖) + LTγ(‖x‖)
≤ T (ρ2(d) + Lγ(d)) ≤ Tδ1.(6.13)

Hence, for x ∈ BD, either (6.12) or (6.13) holds, which implies

W a
T (F a

T (x, ua,∗T (x)))−W a
T (x) ≤ −T lT (x, ua,∗T (x)) + Tδ1 ≤ −Tρ1(‖x‖) + Tδ1,

i.e., the desired estimate (4.4) with α3(r) := ρ1(r).

7. Conclusion and outlook. Results on optimization-based stabilization of
sampled-data systems via approximate discrete-time plant models are presented. In-
finite horizon and finite horizon with terminal cost optimization problems were consid-
ered. In both cases, it was shown under reasonable assumptions that, when integration
period h is independent of the sampling period T , then one can use an approximate
discrete-time plant model in the controller design to achieve stability of the exact
discrete-time plant model. On the other hand, if T = h, then optimization-based
stabilization of sampled-data systems via approximate discrete-time models requires
much stronger assumptions to produce a stabilizing controller for the exact discrete-
time plant model. Several examples are presented to illustrate the most common
problems with this approach.

Apart from the optimal control problem we have considered in this paper, one of
the most important optimal control techniques is RHC, which is often used in MPC
schemes; cf. the references in the introduction. Due to the special structure of RHC
and MPC techniques, our results in this paper are not directly applicable. We do,
however, think that analysis techniques similar to those we have used here can be
applied also to these kinds of controllers. Future research will include the derivation
of rigorous results in this direction.

Appendix.
Lemma A.1. Let lh satisfy (5.2) with some ρ1, ρ2 ∈ K∞, and h∗ > 0. Then, for

any strictly positive (S, T ), h ∈ (0, h∗], and x ∈ R
n, u ∈ U , k ∈ N0 satisfying

k∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) ≤ S,(A.1)

we have

‖φaT,h(k, x, u)‖+ ‖u(k)‖ ≤ ρ−1
1 (S/T ) ∀k ∈ N0, k ≤ k.

Proof. Let (A.1) hold, and assume the existence of k ∈ N0 with

‖φaT,h(k, x, u)‖+ ‖u(k)‖ > ρ−1
1 (S/T ).

This implies, using (5.2), that

T lh(φ
a
T,h(k, x, u), u(k)) ≥ Tρ1(‖φaT,h(k, x, u)‖+ ‖u(k)‖) > S,

which contradicts (A.1).
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Lemma A.2. Let lh satisfy (5.2) with some ρ1, ρ2 ∈ K∞, and h∗ > 0. Then, for
any pair of strictly positive numbers (C, ε), there exists τ = τ(C, ε) > 0 such that, for
any x ∈ R

n, u ∈ U , any T > 0 and h ∈ (0, h∗], and any k ∈ N with kT > τ satisfying

k∑
k=0

T lh(φT,h(k, x, u), u(k)) < C,(A.2)

there exists j ∈ N0 with j ≤ τ/T such that ‖φaT,h(j, x, u)‖+ ‖uj‖ ≤ ε.
Proof. We define τ := C/ρ1(ε). Now assume ‖φaT,h(j, x, u)‖ + ‖uj‖ ≥ ε for all

j ∈ N0 with j ≤ τ/T . Denoting by [τ/T ] the integer part of τ/T and using (5.2), we
can conclude that

k∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) ≥

[τ/T ]∑
k=0

T lh(φ
a
T,h(k, x, u), u(k)) ≥ [τ/T + 1]Tρ1(ε)

≥ τρ1(ε) ≥ C,

which contradicts (A.2).
The following lemma is a consequence of the consistency property. Similar results

can be found in numerical analysis literature (see, for example [24, Theorems 6.2.1
and 6.2.2]), and the proof is provided below for completeness.
Lemma A.3. Let a 4-tuple of strictly positive numbers (∆1,∆2, T, τ) be given,

and let F a
T,h be (T,∆1,∆2)-consistent with F e

T,h. Let Assumption 3.2 hold. Consider
any x ∈ R

n, u ∈ U satisfying

kT ∈ [0, τ ] =⇒ ‖φaT,h(k, x, u)‖ ≤ ∆1 and ‖u(k)‖ ≤ ∆2.(A.3)

Then, for any δ > 0, there exist strictly positive numbers h∗ = h∗(∆1,∆2, δ, T ) > 0
and L = L(∆1,∆2, δ) and γ ∈ K such that, if h ∈ (0, h∗], then kT ∈ [0, τ ] implies that

‖φeT,h(k, x, u)‖ ≤ ∆1 + δ(A.4)

and

‖φaT,h(k, x, u)− φeT,h(k, x, u)‖ ≤ Tγ(h)
eL(τ+T ) − 1

LT
.(A.5)

Moreover, an analogous estimate holds if we exchange the roles of φaT,h and φeT,h.
Proof. Let all conditions of the lemma hold. Let L > 0 be the Lipschitz constant

from (3.7) on the set Bmax{∆1+δ,∆2}, and let γ ∈ K come from the consistency property
for the same set. Define

h∗ = γ−1

(
δL

eL(τ+T ) − 1

)
.

Consider now arbitrary x, u satisfying (A.3), and let h ∈ (0, h∗]. We abbreviate
x(k)a = φaT,h(k, x, u), x(k)e = φeT (k, x, u) and show the assertion by induction. For
k = 0, there is nothing to show. Pick k ≥ 1 such that kT ∈ [0, τ ], and assume for the
purpose of induction that for the step k − 1 the following holds:

‖φaT,h(k − 1, x, u)− φeT (k − 1, x, u)‖ ≤ γ(h)T

k−1∑
i=0

eLTi ≤ δ.(A.6)
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We can conclude using Assumption 3.2 and consistency that

‖x(k)a − x(k)e‖

= ‖F a
T,h(x

a
k−1, uk−1)− F e

T,h(x
e
k−1, uk−1)‖

≤ ‖F a
T,h(x

a
k−1, uk−1)− F e

T,h(x
a
k−1, uk−1)‖+ ‖F e

T,h(x
a
k−1, uk−1)− F e

T,h(x
e
k−1, uk−1)‖

≤ γ(h)T + eLT γ(h)T

k−1∑
i=0

eLTi

≤ γ(h)T + γ(h)T

k∑
i=1

eLTi

≤ γ(h)T

k∑
i=0

eLTi ,

which shows that (A.6) holds for the step k. Finally, since T
∑k
i=0 e

LTi ≤ eLT (k+1)−1
L

and because of our choice of h∗, it follows that, for all h ∈ (0, h∗] and all kT ∈ [0, τ ],
we have

‖x(k)a − x(k)e‖≤ Tγ(h)
eL(τ+T ) − 1

LT
≤ δ,

which proves that (A.5) holds. Finally, since xak ∈ B∆1
for all kT ∈ [0, τ ] and (A.7)

holds, this implies that (A.4) is satisfied, which completes the proof.
Lemma A.4. Let an arbitrary triple of strictly positive numbers (∆, τ, T ) be

given. Let k0 ∈ N be such that k0T ∈ [0, τ ]. Let Assumption 3.2 hold for the family
FT,h. Then, for each δ > 0, there exist c > 0, L > 0, and h∗ > 0 such that, for each
h ∈ (0, h∗], each two points x, y ∈ R

n with ‖x− y‖ ≤ c, and each u ∈ U satisfying

‖φT,h(k, x, u)‖+ ‖u(k)‖ ≤ ∆ ∀k = 0, 1, . . . , k0,

the inequalities

‖φT,h(k, y, u)‖ ≤ ∆ + δ

and

‖φT,h(k, x, u)− φT,h(k, y, u)‖ ≤ ‖x− y‖eLTk ≤ δ

hold for all k = 0, 1, . . . , k0.
Proof. The proof follows with arguments similar to those in the proof of Lemma

A.3.
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[7] D. S. Laila and D. Nešić, Changing supply rates for input-output to state stable discrete-time
nonlinear systems with applications, Automatica J. IFAC, to appear.

[8] F. A. C. C. Fontes, A general framework to design stabilizing nonlinear model predictive
controllers, Systems Control Lett., 42 (2001), pp. 127–143.
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[16] D. Nešić, A. R. Teel, and P. V. Kokotović, Sufficient conditions for stabilization of sampled-
data nonlinear systems via discrete-time approximations, Systems Control Lett., 38 (1999),
pp. 259–270.
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Abstract. This paper is concerned with stochastic Riccati equations (SREs), which are a class
of matrix-valued, nonlinear backward stochastic differential equations (BSDEs). The SREs under
consideration are, in general, indefinite, in the sense that certain parameter matrices are indefinite.
This kind of equations arises from the stochastic linear-quadratic (LQ) optimal control problem
with random coefficients and indefinite state and control weighting costs, the latter having profound
implications in both theory and applications. While the solvability of the SREs is the key to solving
the indefinite stochastic LQ control, it remains, in general, an extremely difficult, open problem.
This paper attempts to solve the problem of existence and uniqueness of solutions to the indefinite
SREs for a number of special, yet important, cases.
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1. Introduction. In this paper, we study the following matrix-valued equation,
called a stochastic Riccati equation (SRE), on a finite time horizon [0, T ] (the time
variable t is suppressed):

(1.1)


dP = −
{
P A+A′ P +

∑k
j=1(Λj Cj + C ′

j Λj + C ′
j P Cj) +Q

−
[
P B +

∑k
j=1(C

′
jP + Λj)Dj

]
K−1

[
B′P +

∑k
j=1D

′
j (PCj + Λj)

]}
dt

+
∑k
j=1 Λj dW

j , t ∈ [0, T ],

P (T ) = H,

K = R+
∑k
j=1D

′
j P Dj > 0.

Note that the last (matrix) positive definiteness constraint is part of the equation that
must be satisfied by any solution. Thus, strictly speaking, this is an equation with
mixed equality/inequality constraints. The first two constraints constitute what is
known as a nonlinear backward stochastic differential equation (BSDE). The unknown
of the SRE is the matrix-valued stochastic process (P (t),Λ1(t), . . . ,Λk(t)) adapted
to the filtration Ft that is generated by the underlying Brownian motion W (t) =
(W 1(t), . . . ,W k(t)). The coefficients of this equation, A(t), B(t), Cj(t), Dj(t), Q(t),
andR(t), are matrix-valued Ft-adapted stochastic processes, andH is an FT -measurable
random matrix.

The SRE (1.1) relates intimately to the following optimal linear-quadratic (LQ)
control problem with random coefficients:
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Minimize the quadratic cost functional

J(x0, u(·)) = E
{∫ T

0

(
x(t)′Q(t)x(t) + u(t)′R(t)u(t)

)
dt+ x(T )′Hx(T )

}
,(1.2)

subject to the stochastic linear system dynamics

dx(t) = [A(t)x(t) +B(t)u(t) ] dt

+
∑k
j=1[Cj(t)x(t) +Dj(t)u(t)] dW

j(t), t ∈ [0, T ],

x(0) = x0.

(1.3)

In general, if the SRE (1.1) admits a solution, then the LQ problem (1.2)–(1.3) is
solvable, and an optimal control can be represented explicitly in terms of the solution
to (1.1) (see section 3 for details). Bismut [5] was the first to study the stochastic
LQ problem with random coefficients and the associated SRE. Using a fixed-point
argument, he proved the existence and uniqueness of solutions to the SRE under
the assumptions (among others) that the random coefficients are independent of the
Brownian motion and that R is uniformly positive definite and Q and H are positive
semidefinite. The definiteness assumption is particularly crucial in proving the result,
though the assumption per se seems rather natural because it had been taken for
granted in the stochastic LQ literature [3, 4], which was presumably inherited from
its deterministic counterpart [2]. Note, however, the SRE investigated by Bismut is
not really a BSDE in the sense of Pardoux and Peng [16] since the coefficients are
independent of, rather than adapted to, the driving Brownian motion. Later, Peng
[17] studied the SRE (1.1) as a nonlinear BSDE, but again under the definiteness
condition, i.e., R > 0, Q ≥ 0, H ≥ 0, in addition to a strong assumption that D = 0.

Recently, it was found by Chen, Li, and Zhou [6] that a stochastic LQ problem
where R is possibly indefinite may still be solvable as long as the corresponding SRE
(1.1) is solvable. This finding has triggered an extensive research on the so-called
indefinite LQ control problem [9, 1, 7, 8, 18]. The problem not only stands out on
its own as an interesting theoretical problem, but also has promising applications in
practical areas, especially in finance. In the mean-variance portfolio selection [20, 14],
or hedging [13], problems, for example, the matrix R is inherently zero, which is
a special indefinite case. Moreover, a pollution control model where R is negative
definite is formulated in [6].

The indefinite stochastic LQ problem leads to an indefinite SRE, adding new
twists and greater difficulty to the study of the backward SRE, an already hard
problem in terms of the existence of its solutions. To make it more precise, in the
definite case, i.e., R > 0, Q ≥ 0, H ≥ 0, the third inequality constraint normally
becomes redundant which can therefore be eliminated from consideration. In the
indefinite case, though, this constraint becomes a hard one that must be taken care
of. In [6], a special case when all the coefficients are deterministic (so the equation
reduces to an ordinary differential equation) and C = 0 is solved. However, even
that case is nontrivial due to the indefiniteness of R. Most of the subsequent research
has centered around solving the indefinite SRE, analytically or computationally, with
deterministic coefficients [9, 1, 13, 18]. For the case with random coefficients a very
special indefinite SRE was solved in [14] where P is scalar-valued, Cj = Q = 0, R is
a zero matrix, and H = 1. This special SRE arises from a mean-variance portfolio
selection problem for a market with random parameters. The existence of a solution
to this special SRE is proved in [14] using an ad hoc approach. On the other hand,
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local solvability (i.e., existence of solution in a small neighborhood of the terminal
time) of the general SRE (1.1) is established in [7, 8]. Note, however, that the local
solvability is not very useful in view of the LQ control application because the time
horizon in a control problem is typically given a priori.

The global existence of the general, indefinite SRE (1.1) on the entire time interval
[0, T ] remains an extremely challenging, if not at all insurmountable, open problem
due to the following reasons. First of all, it is a highly nonlinear BSDE, especially in
view of the matrix inverse term (R+D′PD)−1, for which the normal Lipschitz/linear
growth conditions for solvability [16, 15, 19] are not valid. Second, the indefiniteness
of R makes possible the singularity of the term R+D′PD when one tries to use the
typical approximation scheme to construct a solution. Third, the final constraint in
(1.1) must be satisfied by any solution. This is a feature not typically dealt with in
the BSDE literature. Finally, (1.1) is a matrix equation. Hence certain terms do not
commute which adds substantial difficulty to the analysis.

This paper represents the first systematic attempt to tackle the indefinite SRE
(1.1), where Q, R, and H are all allowed to be indefinite. While the results of this
paper are still far away from being a complete solution to the solvability of (1.1) in its
greatest generality, we are able to identify some special cases where a global solution
is available.

It should be mentioned that, after finishing this work, we have received the
preprints [11, 12] by Kohlmann and Tang. In these, Peng’s result for definite SRE [17]
is improved to the case where R is possibly singular, i.e., R ≥ 0, Q ≥ 0, H ≥ 0, albeit
with various other assumptions. The main approach of [11, 12] is an approximation
scheme, which does not apply to the indefinite case due to the possible singularity
mentioned above.

The remainder of this paper is organized as follows: In section 2, we give pre-
liminaries including two known results needed in the subsequent study. In section
3 we recall the origin of the SRE, namely, the stochastic LQ optimal control prob-
lem, via which we also address the uniqueness of solutions to SRE. Sections 4 and
5 are devoted to the study of one-dimensional SREs and higher-dimensional SREs,
respectively. Finally, section 6 concludes the paper.

2. Preliminaries. We assume throughout that (Ω, F , {Ft}t≥0, P ) is a given
complete, filtered probability space and that W (·) is a k-dimensional standard Brow-
nian motion on this space with W (0) = 0. In addition, we assume that Ft is the
augmentation of σ{W (s) 0 ≤ s ≤ t} by all the P -null sets of F .

Throughout this paper, we denote by R
m×n the set of m × n real matrices, and

by S
n the set of symmetric n × n real matrices. If M = (mij) ∈ R

m×n, we denote

its norm by ||M || =
√∑

i,jm
2
ij . If M ∈ S

n is positive (positive semi)definite, we

write M > (≥) 0. Suppose η : Ω → R
n is an FT -random variable. We write

η ∈ L2
FT (Ω; R

n) if η is square integrable (i.e., E|η|2 < ∞), and η ∈ L∞
FT (Ω; R

n) if η
is uniformly bounded. Consider now the case when f : [0, T ]×Ω→ R

n is an {Ft}t≥0

adapted process. If f(·) is square integrable (i.e., E
∫ T
0
|f(t)|2 dt <∞) we shall write

f(·) ∈ L2
F (0, T ; R

n); if f(·) is uniformly bounded (i.e., ess sup(t,ω)∈[0, T ]×Ω |f(t)| <
∞), then f(·) ∈ L∞

F (0, T ; R
n). If f(·) has (P -a.s.) continuous sample paths and

E supt∈[0, T ] |f(t)|2 < ∞, we write f(·) ∈ L2
F (Ω; C(0, T ; R

n)). These definitions

generalize in the obvious way to the case when f(·) is R
n×m- or S

n-valued. Finally,
we say that N ∈ L2

F (0, T ; S
n) is positive (positive semi)definite, which is sometimes

denoted simply by N > (≥) 0, if N(t, ω) > (≥) 0 for a.e. t ∈ [0, T ] and P -a.s. ω, and
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we say that N is uniformly positive definite if N ≥ δI for a.e. t ∈ [0, T ] and P -a.s. ω
with some given δ > 0.

Definition 2.1. A stochastic process (P,Λ1, . . . ,Λk) ∈ L2
F (Ω; C(0, T ; S

n)) ×(
L2
F (0, T ; S

n
)
)k is called a solution to the SRE (1.1) if it satisfies the first equation

of (1.1) in the Itô sense as well as the second (the terminal condition) and third
(the positive definiteness) constraints of (1.1). A solution (P,Λ1, . . . ,Λk) of (1.1) is
called bounded if P ∈ L∞

F (0, T ; S
n), and is called positive (positive semi)definite if

P > (≥) 0.
Throughout this paper, we impose the following assumptions on the parameters

of the SRE (1.1).
Assumption.
(A1) 



A, Cj ∈ L∞
F (0, T ;Rn×n), j = 1, 2, . . . , k,

B, Dj ∈ L∞
F (0, T ;Rn×m), j = 1, 2, . . . , k,

Q ∈ L∞
F (0, T ;Sn),

R ∈ L∞
F (0, T ;Sm),

H ∈ L∞
FT (Ω; S

n).

In particular, we do not assume that Q ≥ 0, R > 0, or H ≥ 0. In addition, A, B,
Cj , Dj , Q, R, H are random. Later, we shall impose other specific assumptions for
various special cases considered in this paper.

Next, we collect two known results needed in our subsequent study of indefinite
SREs. The first result, due to Kobylanski [10], concerns the existence of solution and
comparison theorem for one-dimensional BSDEs with quadratic growth.

Let α0, β0, b ∈ R, and c : [0,+∞) → [0,+∞) be a continuous increasing func-
tion. We say that the coefficient F satisfies condition (H1) with α0, β0, b, c, if F is
continuous, and for all (t, y, z, ω) ∈ [0,+∞)× R× R

k × Ω,

F (t, y, z, ω) = a0(t, y, z, ω)y + F0(t, y, z, ω),

where a0(·, y, z, ·) and F0(·, y, z, ·) are {Ft}t≥0 adapted processes for fixed (y, z) ∈
R× R

k, and

β0 ≤ a0(t, y, z, ω) ≤ α0, P -a.s. ω,

|F0(t, y, z, ω)| ≤ b+ c(|y|)||z||2, P -a.s. ω.

Lemma 2.1. Let (F, ξ) be a set of parameters of the following BSDE:

Y (t) = ξ +

∫ T

t

F (s, Y (s), Z(s))ds−
∫ T

t

Z(s)dW (s), 0 ≤ t ≤ T.(2.1)

Suppose that the coefficient F satisfies (H1) with α0, β0, b, c, and ξ ∈ L∞
FT (Ω). Then,

(i) the BSDE (2.1) has at least one solution (Y,Z) ∈ [L∞
F (0, T ;R)∩L2

F (Ω; C(0, T ;
R))]× L2

F (0, T ;Rk);
(ii) there exists a maximal solution (Y ∗, Z∗) of (2.1) in the following sense: For

any set of parameters (G, η), where G satisfies (H1) with α0, β0, b, c, if

F ≥ G and ξ ≥ η,

then for any solution (YG, ZG) of the BSDE (2.1) with the parameters (G, η),
one must have

Y ∗ ≥ YG.
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The second result, due to Peng [17, Theorem 5.1], is about the unique solvability
of the SRE (1.1) in the definite case (i.e., Q ≥ 0, H ≥ 0, R > 0), where D = 0 is
additionally assumed.

Lemma 2.2. The following SRE with Q ≥ 0, H ≥ 0, R > 0,




dP = −
{
P A+A′ P +

∑k
j=1(Λj Cj + C ′

j Λj + C ′
j P Cj) +Q− P BR−1B′P

}
dt

+
∑k
j=1 Λj dW

j , t ∈ [0, T ],

P (T ) = H,

admits a unique bounded positive semidefinite solution (P,Λ).

3. Stochastic LQ control and uniqueness of solutions to SRE. In this
section we recall the connection between the SRE (1.1) and the stochastic LQ control
problem. A general result of the uniqueness of solutions to SRE will also be addressed
via LQ control.

We first recall the formulation of the stochastic LQ control [6]. Let (Ω, F , {Ft}t≥0,
P ) be a complete filtered probability space on which a k-dimensional standard Brow-
nian motion W (·) is defined such that {Ft}t≥0 is the natural filtration of W (t) aug-
mented by all the P -null sets of F . For any given (s, ξ) ∈ [0, T )×L2

Fs(Ω;Rn), consider
the following linear SDE on [s, T ]:



dx(t) = [A(t)x(t) +B(t)u(t) ] dt

+
∑k
j=1[Cj(t)x(t) +Dj(t)u(t)] dW

j(t), t ∈ [s, T ],

x(s) = ξ,

(3.1)

where A, B, Cj , and Dj are the same parameters as appearing in the SRE (1.1). The
class of admissible controls is the set U = L2

F (0, T ; R
m). If u(·) ∈ U and x(·) is the

associated solution of (3.1), then we refer to (x(·), u(·)) as an admissible pair.
Suppose that the cost functional is given by

(3.2)

J(s, ξ;u(·)) = E

{∫ T

0

(
x(t)′Q(t)x(t) + u(t)′R(t)u(t)

)
dt+ x(T )′Hx(T )

∣∣∣Fs
}
.

Again, Q,R, and H are the same as given in (1.1). To summarize, the stochastic LQ
control problem associated with (3.1)–(3.2) is as follows:

{
minJ(s, ξ;u(·))
subject to (x(·), u(·)) admissible for (3.1).

(3.3)

The problem (3.3) is said to be solvable if for any (s, ξ) ∈ [0, T ) × L2
Fs(Ω;Rn) there

exists a control u∗(·) ∈ U such that

−∞ < J(s, ξ;u∗(·)) ≤ J(s, ξ;u(·)), P -a.s. ω ∀u(·) ∈ U .

In this case, the control u∗(·) is referred to as an optimal control.
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Suppose (P,Λ1, . . . ,Λk) is a solution to (1.1). We introduce the following (for-
ward) SDE (the argument t is suppressed):

(3.4)


dx =
[
A−BK−1(B′P +

∑k
j=1D

′
j(P Cj + Λj))

]
x dt

+
∑k
j=1

[
Cj −DjK

−1(B′P +
∑k
j=1D

′
j(P Cj + Λj))

]
x dW j , t ∈ [s, T ],

x(s) = ξ.

Lemma 3.1. Assume that (A1) holds. Suppose that the BSDE (1.1) has a solution
(P, Λ) ∈ L∞

F (0, T ;Rn×n) × L2
F (0, T ;Rn×n)k, where Λ = (Λ1, . . . ,Λk), and the SDE

(3.4) has a solution x(·) ∈ L2
F (Ω; C(0, T ; R

n)). Then the stochastic LQ problem (3.3)
is solvable. A (unique) optimal feedback control is

u∗(t) = −K(t)−1




B(t)′P (t) +

k∑
j=1

Dj(t)
′(P (t)Cj(t) + Λj(t))


 x(t)


 ,(3.5)

where K(t) = R(t) +
∑k
j=1Dj(t)

′ P (t)Dj(t), and the associated optimal cost is

inf
u(·)∈U

J(s, ξ;u(·)) = ξ′ P (s) ξ, P -a.s. ω.(3.6)

Proof. This result has been proved in [6, Theorem 3.1] along with [6, Remark
3.1]. The only minor difference is that in [6] the initial state ξ is deterministic, but the
argument there works for the case when ξ is Fs-measurable, since ξ is almost surely
deterministic under the the probability measure P (·|Fs).

Theorem 3.2. Assume that (A1) holds. If (1.1) has two solutions (P i,Λi), i =
1, 2, such that the corresponding SDE (3.4) has solutions xi(·) ∈ L2

F (Ω; C(0, T ; R
n)),

i = 1, 2, then (P 1(s),Λ1(s)) = (P 2(s),Λ2(s)), P-a.s. ω, a.e. s ∈ [0, T ].
Proof. By Lemma 3.1, ξ′P 1(s)ξ = ξ′P 2(s)ξ, for all (s, ξ) ∈ [0, T ) × L2

Fs(Ω;Rn).
Therefore P 1(s) = P 2(s), P-a.s. ω, for all s ∈ [0, T ]. Now applying Itô’s formula to
|P 1(s)− P 2(s)|2 and using their respective equations, we get

0 ≡ d|P 1(s)− P 2(s)|2 = 2(P 1(s)− P 2(s))d(P 1(s)− P 2(s)) + |Λ1(s)− Λ2(s)|2ds
= |Λ1(s)− Λ2(s)|2ds.

Hence Λ1(s) = Λ2(s), P-a.s. ω, a.e. s ∈ [0, T ].
Remark 3.1. Theorem 3.2 essentially gives the uniqueness to the SRE (1.1)

among such solutions that (3.4) admits solutions. As stipulated in [6, Remark 3.1]
the solvability of (3.4) depends on some moment estimates of its coefficients and may
be available in some special cases.

4. Existence: The case when n = 1. In this section, we consider the case
when n = 1 (therefore the unknown P of the SRE (1.1) is a scalar). However, it is still
allowed that m > 1, k > 1. Note that this situation is typically encountered in many
financial problems, where the state variable is the wealth, which is scalar-valued; see,
e.g., [20, 13, 14].
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When n = 1, (1.1) reduces to


dP = −
{
(2A+

∑k
j=1 C

2
j )P + 2

∑k
j=1 CjΛj +Q

−
[
(B +

∑k
j=1 CjDj)P +

∑k
j=1DjΛj

]
K−1

×
[
(B′ +

∑k
j=1 CjD

′
j)P +

∑k
j=1D

′
jΛj

]}
dt

+
∑k
j=1 ΛjdW

j , t ∈ [0, T ],

P (T ) = H,

K = R+ P
∑k
j=1D

′
jDj > 0.

(4.1)

Let us set

α = 2A+
∑k
j=1 C

2
j , β ≡ (β1, β2, . . . , βk)

′ = (2C1, 2C2, . . . , 2Ck)
′,

Γ = B +
∑k
j=1 CjDj , D = (D′

1, D
′
2, . . . , D

′
k)

′, Λ = (Λ1,Λ2, . . . ,Λk).

Then, the above equation can be rewritten as

(4.2)


dP = −
{
αP + Λβ +Q− (ΓP + ΛD)(R+ PD′D)−1(ΓP + ΛD)′

}
dt

+ ΛdW, t ∈ [0, T ],

P (T ) = H,

R+ PD′D > 0.

4.1. Standard case. The standard case (i.e., H ≥ 0, R > 0, Q ≥ 0) can be
treated as an application of Lemma 2.1. In fact, we are going to study this case for a
generalized version of (4.2), which in turn will be useful for the case when R is possibly
indefinite (see section 4.3 below). To be specific, we add a parameter ∆, which is an
m-dimensional-row-vector-valued, essentially bounded Ft-adapted process, in (4.2):



dP = −
{
αP + Λβ +Q

− (ΓP + ΛD + ∆)(R+ PD′D)−1(ΓP + ΛD + ∆)′
}
dt

+ ΛdW, t ∈ [0, T ],

P (T ) = H,

R+ PD′D > 0.

(4.3)

Theorem 4.1. Assume that H ≥ 0, R > 0, D′D > 0, Q−∆R−1∆′ ≥ 0, R−1 ∈
L∞
F (0, T ;Rm×m), and (D′D)−1 ∈ L∞

F (0, T ;Rm×m). Then (4.3) admits a bounded
nonnegative solution. In particular, the Riccati equation (4.2) admits a bounded non-
negative solution if H ≥ 0, R > 0, D′D > 0, Q ≥ 0, R−1 ∈ L∞

F (0, T ;Rm×m), and
(D′D)−1 ∈ L∞

F (0, T ;Rm×m).
Proof. Let us consider the following equation:{

dP = −F (t, P,Λ)dt+ ΛdW, t ∈ [0, T ],

P (T ) = H,
(4.4)

where

F (t, P,Λ)

= α(t)P + Λβ(t) +Q(t)

− (Γ(t)P+ + ΛD(t) + ∆(t))(R+ P+D′D)−1(Γ(t)P+ + ΛD(t) + ∆(t))′.
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In the above, P+ = max(P, 0). Noting the following inequalities (by virtue of the
assumptions that R > 0 and D′D > 0),

||(R+ P+D′D)−1|| ≤ ||R−1||, ||(R+ P+D′D)−1|| ≤ ||(D
′D)−1||
|P+| (for P �= 0),

we can easily check that (4.4) satisfies the assumption of Lemma 2.1. Hence it admits
a bounded maximal solution (P,Λ). Moreover, we have (t is suppressed)

F (t, P,Λ) = αP + Λβ +Q− 2∆(R+ P+D′D)−1(ΓP+ + ΛD)′

+ ∆[R−1 − (R+ P+D′D)−1]∆′

− (ΓP+ + ΛD)(R+ P+D′D)−1(ΓP+ + ΛD)′

+ Q−∆R−1∆′.

On the other hand, the following BSDE


dP = −
{
αP + Λβ − 2∆(R+ P+D′D)−1(ΓP+ + ΛD)′

+ ∆[R−1 − (R+ P+D′D)−1]∆′

− (ΓP+ + ΛD)(R+ P+D′D )−1(ΓP+ + ΛD)′
}
dt

+ ΛdW, t ∈ [0, T ],

P (T ) = 0

satisfies the assumption of Lemma 2.1 and admits a bounded solution (0, 0). Ap-
plying Lemma 2.1(ii) to (4.4), we deduce that P ≥ 0. Hence, P is also a bounded
nonnegative solution of (4.3). The assertion regarding the original equation (4.2) is
straightforward.

4.2. Case when R = 0. The case when R = 0 is studied in [14] under the
additional assumptions that C = 0 (i.e., β = 0) and Q = 0, which arises naturally in
a mean-variance portfolio selection problem. Now we discuss this case without those
additional assumptions.

When R = 0, (4.2) specializes to


dP = −
{
αP + Λβ +Q− 1

P (ΓP + ΛD)(D′D)−1(ΓP + ΛD)′
}
dt

+ ΛdW, t ∈ [0, T ],

P (T ) = H,

P > 0.

(4.5)

The key idea is that if (4.5) has a bounded solution, then, assuming that H > 0,
H−1 ∈ L∞(Ω,FT , P ;R), and D′D > 0, (D′D)−1 ∈ L∞

F (0, T ;Rm×m), the process
(Y,Z) = ( 1

P ,− Λ
P 2 ) should satisfy the following equation (by virtue of the Itô formula):



dY = −
{
[Γ(D′D)−1Γ′ − α]Y + Z[β − 2D(D′D)−1Γ]

−QY 2 − Z[D(D′D)−1D′−I]Z′

Y

}
dt

+ ZdW, t ∈ [0, T ],

Y (T ) = 1
H .

(4.6)

Theorem 4.2. Suppose that H > 0, H−1 ∈ L∞(Ω,FT , P ;R), Q ≥ 0, m = k, and
that D′D > 0, (D′D)−1 ∈ L∞

F (0, T ;Rm×m). Then (4.5) admits a unique bounded,
uniformly positive solution.
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Proof. Since m = k and D is invertible, the last term of the drift coefficient of
(4.6) vanishes. Thus (4.6) is a type of SRE (1.1) for which Lemma 2.2 applies. So it
has a unique bounded nonnegative solution. Rewrite this equation as


dY = −

{
[Γ(D′D)−1Γ′ − α−QY ]Y + Z[β − 2D(D′D)−1Γ]

}
dt

+ ZdW, t ∈ [0, T ],

Y (T ) = 1
H .

(4.7)

Put

α̃ = Γ(D′D)−1Γ′ − α−QY, β̃ = β − 2D(D′D)−1, W̃t = Wt −
∫ t

0

β̃(s)ds.

Then from the well-known Girsanov theorem, W̃ is a Brownian motion under a certain
probability measure P̃ . The above equation now becomes{

dY = −α̃Y dt+ ZdW̃ , t ∈ [0, T ],

Y (T ) = 1
H .

Hence,

Y (t) = Ẽ

(
1

H
e

∫ T
t
α̃sds|Ft

)
≥ 1

||H||∞ e−||α̃||∞(T−t) ≥ 1

||H||∞ e−||α̃||∞T > 0.

Thus we can set

(P,Λ) =

(
1

Y
,− Z

Y 2

)
.

Applying Itô’s formula, we deduce easily that (P,Λ) is a bounded solution of (4.5)
with P uniformly positive. Finally, the uniqueness follows from that of (4.7).

Remark 4.1. Under the assumption that D′D is invertible, it is necessary that
m ≤ k (m = rank(D′D) ≤ rank D ≤ k). When m < k, it means that, in the context
of the stochastic control that leads to the SRE (1.1), the number of the independent
controllable directions is less than that of the independent random sources. In the
special case of a stochastic market, m < k implies that the number of the stocks avail-
able for selection is less than that of the independent random sources that constitute
the market or, in other words, the market is incomplete. Hence, assuming m = k (and
D′D is invertible) really stipulates that we are in the realm of the complete market
in the context of the finance problem. On the other hand, when m < k, then (4.6)
suggests that one should handle the last term of its drift coefficient (in particular,
the matrix-valued process I −D(D′D)−1D′, which is only positive semidefinite with
possible zero eigenvalues).

Remark 4.2. In [11], results similar to Theorems 4.1 and 4.2 are derived using
approximation techniques which are quite involved. Here we provide completely dif-
ferent yet much simpler proofs. It should be emphasized, however, that our ultimate
objective is to prove the existence for some indefinite SREs, for which Theorems 4.1
and 4.2 will be utilized. See the next subsection for details.

4.3. Case when R is indefinite. The case with an indefinite R is more com-
plicated. Unfortunately we are able to only treat the case when m = k = 1. In this
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case, (4.2) further simplifies to


dP = −
{
αP + Λβ +Q− (ΓP+ΛD)2

R+D2P

}
dt+ ΛdW, t ∈ [0, T ],

P (T ) = H,

R+D2P > 0,

(4.8)

where

α = 2A+ C2, β = 2C, Γ = B + CD.

In this subsection we give two sets of sufficient conditions that guarantee the solvability
of the Riccati equation (4.8).

Theorem 4.3. Assume that Γ = 0, D �= 0, Q − αR
D2 ≥ 0, R

D2 + H > 0, and

( RD2 + H)−1 ∈ L∞(Ω,FT , P ;R). Moreover, assume that R
D2 is constant. Then the

Riccati equation (4.4) admits a unique bounded solution.
Proof. Let us consider the following BSDE:


dY = −

{
− αY + βZ − (Q− αR

D2 )Y
2
}
dt+ ZdW, t ∈ [0, T ],

Y (T ) = D2

R+HD2 .

As in the proof of Theorem 4.2, this equation has a unique bounded solution by
virtue of the assumptions. Moreover, we can prove in the same manner that there
exists a constant δ > 0 such that Y ≥ δ. Now, we set

(P,Λ) =

(
1

Y
− R

D2
,− Z

Y 2

)
.

Applying Itô’s formula and noting that R
D2 is constant, we deduce easily that (P,Λ)

is a solution of (4.4), which is bounded. The uniqueness comes from the inverse
procedure.

Remark 4.3. From the above result we can see that the SRE may admit a
solution even when both Q and R are negative. (In the context of the stochastic LQ
control, this amounts to saying that an LQ control may be solvable even when both
the running state and control costs are negative.) To see this, take an example where
all the assumptions of Theorem 4.3 are satisfied. Moreover, let α = 2A + C2 > 0.
Then we see that the critical condition Q− αR

D2 ≥ 0 may be satisfied even when both
Q and R are negative (but then H must be positive and large enough).

In the above result it is assumed that Γ ≡ B + CD = 0, which is rather strict.
The next theorem replaces this condition by others.

Theorem 4.4. Assume that there exists a constant ε > 0 such that

|D| > 0, H +
R

D2
≥ ε, Q+ α

(
ε− R

D2

)
− Γ2(ε− R

D2 )
2

D2ε
≥ 0.(4.9)

Moreover, assume that R
D2 is constant, and D−1 ∈ L∞

F (0, T ;R). Then there exists a
bounded solution for the Riccati equation (4.8).

Proof. Consider the following Riccati equation:


dY = −
{
αY + βZ +Q+ α(ε− R

D2 )− [ΓY+ΛD+Γ(ε− R
D2 )]2

D2ε+D2Y

}
dt

+ ZdW, t ∈ [0, T ],

Y (T ) = H + R
D2 − ε.
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This equation is of the same type as (4.3) with ∆ = Γ(ε − R
D2 ). The assumption of

Theorem 4.1 is satisfied due to (4.9). Thus by Theorem 4.1 the above equation admits
a bounded nonnegative solution (Y,Z) ∈ L∞

F (0, T ;R)× L2
F (0, T ;R).

We set

(P,Λ) =

(
Y + ε− R

D2
, Z

)
.

It is straightforward to verify that (P,Λ) is a bounded solution of the Riccati
equation (4.4). Moreover, since R

D2 is a constant, the solution P = Y + ε − R
D2 is

bounded.
Remark 4.4. Condition (4.9) gives the overall requirement for the coefficients

of the SRE in order for it to admit a solution. The positiveness/nonnegativeness of
individual coefficients is no longer required.

Example 4.1. Let us take an example to illustrate Theorem 4.4. Take H ≡ 1,
D ≡ 1, and R being negative with 1 + R ≥ ε. In this case, the conditions (4.9)
specialize to

Q+ (ε−R)

(
α− Γ2 +

RΓ2

ε

)
≥ 0.(4.10)

Now if α ≡ 2A+C2 ≤ Γ2 ≡ (B+C)2, then Q has to be positive in order for the above
inequality holds. However, if α > Γ2, then Q can also be negative while still satisfying

(4.10). Indeed, as long as α > Γ2

ε one can show that (ε−R)(α−Γ2+ RΓ2

ε ) > 0. Hence
there is some room for Q to be negative.

5. Existence: The case when n > 1. In this section, we will investigate the
case when the unknown P is a matrix. For technical reasons, we assume that k = 1
and m = n. Note that even in the standard case (i.e., Q ≥ 0, H ≥ 0, R > 0), the
solvability of the Riccati equation remains generally unsolved. In this section we shall
study two cases where R = 0 and R is indefinite, respectively.

5.1. Case when R = 0. In this subsection, we treat the case when R = 0. We
need to assume in addition that C = 0.

First we have the following technical lemma.
Lemma 5.1. We have the following assertions.
(i) If X is a square matrix, then X +X ′ + 2||X||I ≥ 0.
(ii) If X is a positive definite matrix, then X−1 − ||X||−1I ≥ 0.
Proof. (i) For any column vector x of appropriate size, we have by the Cauchy–

Schwarz inequality

−(x′Xx+ x′X ′x) ≤ |x′Xx|+ |x′X ′x| ≤ 2||x||2||X||,

or equivalently

x′(X +X ′ + 2||X||I)x ≥ 0 ∀x.

This proves the claim.
(ii) For any column vector x of appropriate size, again by the Cauchy–Schwarz

inequality

(X− 1
2x)′X(X− 1

2x) ≤ ||X||||X− 1
2x||2 = ||X||(x′X−1x),
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or equivalently

x′(X−1 − ||X||−1I)x ≥ 0 ∀x.
This proves the claim.

Theorem 5.2. Suppose that Q ≥ 0, H > 0, H−1 ∈ L∞
FT (Ω; S

n), D is nonsin-
gular, and D−1 ∈ L∞

F (0, T ;Rn×n). Then the Riccati equation (5.1) admits a unique
bounded, uniformly positive definite solution.

Proof. Let us first assume that D ≡ I. Then the Riccati equation becomes

(5.1)


dP = −
{
PA+A′P +Q− (PB + Λ)P−1(B′P + Λ)

}
dt+ ΛdW, t ∈ [0, T ],

P (T ) = H,

P > 0.

Consider the following BSDE:
 dY = −

{
−AY − Y A′ −BZ − ZB′ +BY B′ − Y QY

}
dt+ ZdW, t ∈ [0, T ],

Y (T ) = H−1.

This equation admits a unique bounded positive semidefinite solution according
to Lemma 2.2. Rewrite the equation as

 dY = −
{
Y Ã+ Ã′Y + C̃ ′Y C̃ + ZC̃ + C̃ ′Z

}
dt+ ZdW, t ∈ [0, T ],

Y (T ) = H−1,
(5.2)

where Ã = −A′ − 1
2QY and C̃ = −B′.

We need to prove that Y > 0. To this end, introduce

Ȳ = ||H||−1
∞ e−2(T−t)||Ã||∞I, Z̄ = 0,

where

||Ã||∞ = esssup(t,ω)||Ã(t, ω)||, ||H||∞ = esssupω||H(ω)||.

Then (Ȳ , Z̄) is a bounded solution of the following BSDE:
 dȲ = −

{
− 2||Ã||∞Ȳ + Z̄C̃ + C̃ ′Z̄

}
dt+ Z̄dW, t ∈ [0, T ],

Ȳ (T ) = ||H||−1
∞ I.

Now we put

Ŷ = Y − Ȳ , Ẑ = Z − Z̄.
Then (Ŷ , Ẑ) satisfies the following BSDE:


dŶ = −

{
Ŷ Ã+ Ã′Ŷ + ẐC̃ + C̃ ′Ẑ + C̃ ′Ȳ C̃

+ Ȳ (Ã+ Ã′ + 2||Ã||∞I)
}
dt+ ẐdW, t ∈ [0, T ],

Ŷ (T ) = H−1 − ||H||−1
∞ I.
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By Lemma 5.1, we have

Ã(t, ω) + Ã′(t, ω) + 2||Ã||∞I ≥ 0 ∀(t, ω)
and

H(ω)−1 − ||H||−1
∞ I ≥ 0 ∀ω.

It follows then from Lemma 2.2 that

Ŷ ≥ 0,

namely,

Y ≥ Ȳ > 0.

Now set

(P,Λ) = (Y −1,−Y −1ZY −1).

It is easy to check, via the Itô formula, that (P,Λ) is a bounded, uniformly positive
definite solution of (5.1). Again, the uniqueness follows from the inverse procedure.

Now, for a general nonsingular D, the Riccati equation can be rewritten as


dP = −
{
PA+A′P +Q− (PBD−1 + Λ)P−1((D−1)′B′P + Λ)

}
dt

+ ΛdW, t ∈ [0, T ],

P (T ) = H,

P > 0.

This is in the same form of (5.1). The proof is completed.

5.2. Case when B = 0, C = 0. In this subsection we study another special
case when B = 0, C = 0. We also need to assume that R is a constant matrix.
However, R is allowed to be indefinite.

Theorem 5.3. Assume that Q − RA − A′R ≥ 0, R + H > 0, (R + H)−1 ∈
L∞(Ω,FT , P ;Sn), D is nonsingular, and D−1 ∈ L∞

F (0, T ;Rn×n). Then the Riccati
equation (5.3) admits a unique bounded solution.

Proof. First let us take D = I. Then the Riccati equation under consideration is


dP = −
{
PA+A′P +Q− Λ(R+ P )−1Λ

}
dt+ ΛdW, t ∈ [0, T ],

P (T ) = H,

R+ P > 0.

(5.3)

Consider the following BSDE:

(5.4)
 dY = −

{
−AY − Y A′ − Y (Q−RA−A′R)Y

}
dt+ ZdW, t ∈ [0, T ],

Y (T ) = (R+H)−1.

By Lemma 2.2, this equation admits a unique bounded solution (Y,Z) ∈
L∞
F (0, T ;Sn)× L2

F (0, T ;Sn). As in the proof of the preceding theorem, there exists a
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constant c > 0, such that Y ≥ cI. Hence we may set (P,Λ) = (Y −1−R,−Y −1ZY −1).
It is easy to verify via the Itô formula that (P,Λ) is a bounded solution of (5.3). On
the other hand, the uniqueness comes from the inverse procedure.

Now for a general nonsingular D, the Riccati equation can be rewritten as

dP = −

{
PA+A′P +Q− Λ((D−1)′RD−1 + P )−1Λ

}
dt+ ΛdW, t ∈ [0, T ],

P (T ) = H,

(D−1)′RD−1 + P > 0.

This is in the same form of (5.3), which completes the proof.
Remark 5.1. In [12] the unique solvability of a definite SRE is proved under the

assumptions (among others) that B = C = 0 and R is uniformly positive definite.

6. Concluding remarks. In this paper we have investigated the stochastic
Riccati equation (1.1) with random coefficients where the matrix-valued stochastic
processes Q,R, and H are possibly indefinite. The existence of its solution is a pre-
requisite for solving the corresponding indefinite stochastic linear-quadratic control
problem, which in turn has important applications in many applied areas especially
in finance. Here we have identified several special cases where the existence is proved.
The general global existence remains an extremely challenging open problem.

Acknowledgment. We thank the two anonymous referees for their careful read-
ing of an earlier version of the paper and for their helpful comments.
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Abstract. An optimal control problem for a semilinear parabolic equation is investigated,
where pointwise constraints are given on the control and the state. The state constraints are of
mixed (bottleneck) type, where associated Lagrange multipliers can be assumed to be bounded
and measurable functions. Based on this property, a second-order sufficient optimality condition is
established that considers strongly active constraints.
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1. Introduction. In this paper we consider the optimal control problem to
minimize

(1.1)

F (y, u) =

∫
Ω

ω(x, y(T, x)) dx+

∫
Σ

σ(t, x, y(t, x), u(t, x)) dΓdt+

∫
Q

q(t, x, y(t, x)) dxdt

subject to the state equations

yt +Ay = 0 in Q = (0, T )× Ω,

∂ny = b(t, x, y, u) in Σ = (0, T )× Γ,(1.2)

y(0, x) = yo(x) in Ω

and subject to the mixed control-state constraints

0 ≤ u(t, x) ≤ c(t, x) + γ(t, x)y(t, x) for (t, x) ∈ Σ.(1.3)

The main task of our paper is to establish second-order sufficient optimality con-
ditions that are close to the associated necessary ones. For control-constrained prob-
lems, this issue was discussed quite completely in literature for semilinear elliptic
and parabolic equations. We mention Bonnans [3], Casas, Tröltzsch, and Unger [5],
Goldberg and Tröltzsch [8], and Heinkenschloss and Tröltzsch [9].

The main difficulty in our problem is the presence of the pointwise control-state
constraint u(t, x) ≤ c(t, x) + γ(t, x)y(t, x) in (1.3). If pointwise state constraints
are given, then the theory of sufficient second-order conditions is faced with specific
difficulties that are still far from being solved. In particular, these problems arise for
pointwise state constraints of the type y(t, x) ≤ c. Here, the difficulties are caused
by the low regularity of Lagrange multipliers associated with the pointwise state
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constraints. The multipliers are Borel measures. We refer to Casas, Tröltzsch, and
Unger [6] and Raymond and Tröltzsch [12].

In our problem (1.1)–(1.3), the situation is slightly simpler, since the constraint
(1.3) is a mixed control-state constraint of bottleneck type. In this case, the Lagrange
multipliers are more regular, and they can be assumed to be functions of L∞(Σ); see
Bergounioux and Tröltzsch [2] or Arada and Raymond [1].

Higher regularity of the multipliers is the main advantage enabling us to establish
second-order conditions. Moreover, the second-order conditions should require min-
imum assumptions, i.e., they should be as close as possible to associated necessary
conditions. Often, this task is accomplished by considering strongly active sets (see
[7] for control-constrained optimal control of ordinary differential equations). Here,
we extend this technique to our case of mixed constraints. Our analysis will show that
this is by far not an easy problem. It indicates again that pointwise state constraints
of more general type will give rise to even more difficult techniques. Our paper extends
the results of [15], where second-order conditions were derived for a weakly singular
integral state equation. This problem covered the one-dimensional parabolic case.

The paper is organized as follows: In section 2 we formulate first- and second-
order optimality conditions and state the main result. Section 3 contains several
auxiliary results. The proof that our second-order conditions are sufficient for local
optimality is presented in section 4.

In the paper we use the following notations: By b′(t, x, y, u) and b′′(t, x, y, u) we
denote the gradient and the Hessian matrix of b with respect to (y, u):

b′(t, x, y, u) =
(
by(t, x, y, u)
bu(t, x, y, u)

)
, b′′(t, x, y, u) =

(
byy(t, x, y, u) byu(t, x, y, u)
byy(t, x, y, u) buu(t, x, y, u)

)
.

Here, the notations by(t, x, y, u) = Dyb(t, x, y, u) and byy(t, x, y, u) = Dyyb(t, x, y, u)
are used. The norms |b′|, |b′′| are defined by adding the absolute values of all entries
of b′ and b′′, respectively. By ∂n we denote the outward normal derivative at Γ.

The following assumptions are required:
(A1) The function b : Σ × R

2 → R, b = b(t, x, y, u), satisfies the following
Carathéodory condition: b is of class C2 with respect to (y, u). Moreover, for all
(y, u) ∈ R

2, it is measurable with respect to (t, x).
For all M > 0, there are a constant CM > 0 and a continuous, monotone increas-

ing function η ∈ C(R+ ∪ {0}) with η(0) = 0 such that:

|b(t, x, 0, 0)|+ |b′(t, x, 0, 0)|+ |b′′(t, x, 0, 0)| ≤ CM ,

|b′′(t, x, y1, u1)− b′′(t, x, y2, u2)| ≤ η(|y1 − y2|+ |u1 − u2|)
for almost all (t, x) and all |y|, |u|, |y1|, |y2|, |u1|, |u2| ≤ M . The same conditions are
imposed for σ = σ(t, x, y, u).

In addition, we suppose on Σ× R
2 that

bu(t, x, y, u) ≥ 0, by(t, x, y, u) ≤ 0, |b(t, x, y1, u)− b(t, x, y2, u)| ≤ L|y1 − y2|
holds for all |y|, |u| ≤ M and y1, y2 ∈ R. Notice that b is supposed to be globally
Lipschitz with respect to y. The constant L does not depend on M .

(A2) The function ω : Ω × R → R, ω = ω(x, y), is of class C2 with respect
to y. Furthermore, ω is measurable with respect to x for all y ∈ R. We assume
ω(·, 0) ∈ L∞(Ω), ωy(·, 0) ∈ L∞(Ω), ωyy(·, 0) ∈ L∞(Ω), and

|ωyy(x, y1)− ωyy(x, y2)| ≤ η(|y1 − y2|)
for almost all x ∈ Ω and all |y1| ≤M , |y2| ≤M .
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The function q = q(t, x, y) is assumed to satisfy the assumptions on ω, where Q
is substituted for Ω and (t, x) is substituted for x.

(A3) We assume that c, γ ∈ C(Σ̄) and c(t, x) > 0, γ(t, x) ≥ 0 for all (t, x) ∈ Σ̄.
In addition, we require y0 ∈ C(Ω̄), y0(x) ≥ 0 for all x ∈ Ω.

(A4) The domain Ω ⊂ R
m has a boundary Γ of class C2. The elliptic operator A

is defined by

Ay(x) = −
m∑

i,j=1

Di(aij(x)Djy(x)),

where aij ∈ C1,ν satisfy, for some positive m0, the condition of ellipticity

m∑
i,j=1

aij(x)ξiξj ≥ m0|ξ|2.

Other estimates of b, ω, σ, q and their first derivatives can be derived from (A1), (A2)
by the mean value theorem. For convenience, in (A1) we assume a global Lipschitz
continuity for b with respect to y. This is not really a strong assumption. The
maximum principle of the parabolic equation ensures a priori bounds on the solution
of the parabolic equation. Therefore, the Lipschitz continuity with respect to y is
only needed on a bounded set that is predetermined by the given data.

2. First- and second-order optimality conditions. First, we introduce the
spaces V = H1(Ω) and W (0, T ) = {v ∈ L2(0, T ;V ) : vt ∈ L2(0, T ;V ∗)}. Since
W (0, T ) is not embedded in the space C(Q̄), which is needed to differentiate the
superposition operators associated with the nonlinear functions ω, σ, q, and b, we fix
α > m

2 + 1, s > m+ 1 and introduce the state space

Y = {y ∈W (0, T )|yt +Ay ∈ Lα(Q), ∂ny ∈ Ls(Σ), y(0) ∈ C(Ω̄)}
endowed with the norm

‖y‖Y = ‖y‖W (0,T ) + ‖yt +Ay‖Lα(Q) + ‖∂ny‖Ls(Σ) + ‖y(0)‖C(Ω̄).

Due to the choice of α and s, the embedding of Y into C(Q̄) is continuous [4], [13].
We denote by a = a[y, v] : V × V → R the bilinear form associated with A:

a[y, v] =

∫
Ω

m∑
i,j=1

aij(x)Djy(x)Div(x) dx.

A function y ∈ Y is said to be a (weak) solution of (1.2) if y satisfies the initial value
problem

d

dt
(y(t), v)L2(Ω) + a[y(t), v] = (b(t, ·, y(t), u(t)), v)L2(Γ),

y(0, ·) = y0(2.1)

for almost all t and all v ∈ V .
Lemma 2.1. For each u ∈ L∞(Σ), (1.2) admits a unique solution y ∈ Y .
For the proof we refer to [11] and [13]. In these papers, the authors use a weak

solution approach. It is also possible to get a similar result by semigroup techniques;
see, for instance, [14].
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By Lemma 2.1, a solution mapping G : L∞(Σ) → C(Q̄) is defined that assigns
to u ∈ L∞(Σ) the solution y of (1.2). The boundary values of y are of particular
importance for us. Thus we define the mapping S : L∞(Σ) → C(Σ̄) with S = τG
that assigns to u the boundary values of y. It is known from literature that G and S
are twice continuously Fréchet-differentiable. Nevertheless, for our further results it
is useful to briefly sketch the proof. Let (ȳ, ū) ∈ Y ×L∞(Σ) be a fixed reference pair.
Later, this couple will stand for a local minimum of (1.1)–(1.3). Below we use the
abbreviations b̄u = bu(t, x, ū(t, x), ȳ(t, x)), b̄y = by(t, x, ū(t, x), ȳ(t, x)) with ȳ = S(ū).
In the same way b̄yy, b̄uu, σ̄y, etc. are defined.

Lemma 2.2. The nonlinear mapping S : L∞(Σ) → C(Q̄) is of class C1. Its
Fréchet derivative S′(ū) at ū in direction u is given by S′(ū)u = w|Σ, where w is the
solution of the initial-boundary value problem

wt +Aw = 0 in Q,

∂nw − b̄y w = b̄u u in Σ,(2.2)

w(0, x) = 0 in Ω.

Proof. Let w be the solution of (2.2) with u = ũ− ū and set

z := ỹ − ȳ − w = S(ũ)− S(ū)− w.(2.3)

Next, we perform a Taylor expansion for b(t, x, ũ(t, x), ỹ(t, x)):

b(t, x, ũ(t, x), ỹ(t, x)) = b(t, x, ū(t, x), ȳ(t, x)) + b̄u(ũ(t, x)− ū(t, x))
+ b̄y(ỹ(t, x)− ȳ(t, x)) + r(t, x).(2.4)

The remainder term r = r(t, x) depends on the point ū and on the direction h. It is
known that

‖r(ū, h)‖L∞(Σ)

‖h‖L∞(Σ)
→ 0 as ‖h‖L∞(Σ) → 0.(2.5)

One can easily verify that z solves the initial-boundary value problem

zt +Az = 0 in Q,

∂nz − b̄y z = r in Σ,(2.6)

z(0, x) = 0 in Ω.

The estimate (2.5) of the remainder r implies a similar property for z,

‖z(ū, h)‖C(Q̄)

‖h‖L∞(Σ)
→ 0 as ‖h‖L∞(Σ) → 0,(2.7)

and the differentiability of S is readily seen from S(ũ) = S(ū) + w + z(ū, h).
It is possible to extend the operator S′(ū) to a linear continuous operator in

L(L2(Σ)). From now on, we consider S′(ū) in this way. The known property

‖r(ū, h)‖L2(Σ)

‖h‖L2(Σ)
→ 0 as ‖h‖L∞(Σ) → 0

(see Maurer [10]) implies a similar property for z|Σ:
‖z|Σ(ū, h)‖L2(Σ)

‖h‖L2(Σ)
→ 0 as ‖h‖L∞(Σ) → 0.
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Next, we introduce the L2-adjoint operator S′(ū)∗ ∈ L(L2(Σ)). This operator is
given by S′(ū)∗µ = ϕ|Σ, where ϕ is the solution of the well-posed parabolic backward
problem

−ϕt +A∗ϕ = 0 in Q,

∂nϕ− b̄y ϕ = b̄u µ in Σ,(2.8)

ϕ(T, x) = 0 in Ω,

where A∗ is the formal adjoint operator to A. In all that follows let (ȳ, ū) be a locally
optimal reference solution of (1.1)–(1.3). Let us set up the associated first-order
necessary optimality conditions in form of a Karush–Kuhn–Tucker-type theorem.

To this aim, we introduce the Lagrange functional L : Y ×L∞(Σ)×Y ×L∞(Σ)2 →
R,

L(y, u, p, µ1, µ2) = F (y, u)−
∫
Q

(yt +Ay)p dxdt−
∫

Σ

(∂ny − b)p dΓdt

−
∫

Σ

µ1u dΓdt+

∫
Σ

(u− c− γy)µ2 dΓdt,

where dΓ denotes the Lebesgue surface measure induced on Γ with respect to x.
Let us now comment on this choice for L. The heat equation (1.2) is considered

in Y , while the inequality constraints (1.3) are posed in L∞(Σ). Knowing the gen-
eral Karush–Kuhn–Tucker theory in Banach spaces, one expects associated Lagrange
multipliers p ∈ Y ∗ and µi ∈ (L∞(Σ))∗, together with a related quite complicated La-
grange functional. In contrast to this, special techniques for optimal control problems
of bottleneck type have shown that, under natural assumptions, the Lagrange multi-
pliers can be expressed by regular functions, i.e., p ∈W (0, T )∩C(Q̄) and µi ∈ L∞(Σ);
see Bergounioux and Tröltzsch [2] and Arada and Raymond [1]. This well-known ad-
vantage of bottleneck-type problems is our key idea to establish special second-order
sufficient optimality conditions, which are hardly to be expected for µi ∈ (L∞(Σ))∗.
The existence of such regular multipliers can be shown under a Slater-type condition
and the assumption γ(t, x) ≥ 0. Here, the nonnegativity of γ plays a crucial role.

Therefore we are justified to assume that an adjoint state p̄ ∈W (0, T )∩C(Q̄) and
Lagrange multipliers µ̄i ∈ L∞(Σ) exist such that (ȳ, ū, p̄, µ̄1, µ̄2) satisfies the following
first-order necessary optimality system (FON):

(FON)




DyL(ȳ, ū, p̄, µ̄1, µ̄2) = 0,

DuL(ȳ, ū, p̄, µ̄1, µ̄2) = 0,

and for almost all (t, x) ∈ Σ

µ̄1(t, x) ≥ 0,

µ̄2(t, x) ≥ 0,

ū(t, x)µ̄1(t, x) = 0,

(ū(t, x)− c(t, x)− γ(t, x)ȳ(t, x))µ̄2(t, x) = 0.

The last two conditions of (FON) are the well-known complementary slackness con-
ditions. They imply µ̄1(t, x) > 0 ⇒ ū(t, x) = 0 and µ̄2(t, x) > 0 ⇒ ū(t, x) =
c(t, x) + γ(t, x)ȳ(t, x). Let us express these optimality conditions also in terms of
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partial differential equations. As it is well known, the first equation of (FON) is
represented by the adjoint equation

−p̄t +A∗p̄ = qy(t, x, ȳ) in Q,

∂np̄− by(t, x, ȳ, ū)p̄ = σy(t, x, ȳ, ū)− γµ̄2 in Σ,(2.9)

p̄(T, x) = ωy(x, ȳ(T, x)) in Ω.

The second equation of (FON) is equivalent to

σu(t, x, ȳ, ū) + bu(t, x, ȳ, ū)p̄− µ̄1 + µ̄2 = 0.(2.10)

Next, we discuss a sufficient second-order optimality condition (SSC). For this
purpose, we define strongly active sets and the associated critical subspace. Assume
that (ȳ, ū, p̄, µ̄1, µ̄2) fulfills (FON).

Definition 2.3. Let δ1, δ2 > 0 be real numbers and µ̄1, µ̄2 ∈ L∞(Σ) be the
Lagrange multipliers introduced in (FON). The sets

A1(δ1) := {(t, x) ∈ Σ : µ̄1(t, x) ≥ δ1},(2.11)

A2(δ2) := {(t, x) ∈ Σ : µ̄2(t, x)− (S′(ū)∗γµ̄2)(t, x) ≥ δ2}(2.12)

are called strongly active sets.
All further arguments hold true for an arbitrary choice of δ1 and δ2. Later, these

numbers will be chosen such that a second-order sufficient optimality condition is
satisfied.

On A1(δ1) we have µ̄1 > 0; hence the complementary slackness conditions yield
ū(t, x) = 0. On A2(δ2), it holds µ̄2 > δ2 + S′(ū)∗γµ̄2 ≥ δ2 > 0, hence the com-
plementary slackness conditions give ū(t, x) = c(t, x) + γ(t, x)ȳ(t, x). Notice that
A1(δ1) ∩A2(δ2) = ∅, because ȳ ≥ 0 and

c(t, x) + γ(t, x)ȳ(t, x) ≥ c(t, x) > 0

holds true. Therefore we cannot have ū = 0 and ū = c+ γȳ at the same time.
Definition 2.4. We say that (y, u) ∈ C(Q̄) × L∞(Σ) belongs to the critical

subspace if

u = 0 on A1,(2.13)

u = γy|Σ on A2(2.14)

and

yt +Ay = 0 in Q,

∂ny − b̄y y = b̄u u in Σ,(2.15)

y(0, x) = 0 in Ω.

Notice that (2.15) implies y|Σ = S′(ū)u. In (2.12), the expression S′(ū)∗γµ̄2 can
be evaluated by solving the backward problem

−κt +A∗κ = 0 in Q,

∂nκ− b̄y κ = b̄u γ µ̄2 in Σ,(2.16)

κ(T, x) = 0 in Ω.
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The boundary values of κ deliver the desired expression, κ|Σ = S′(ū)∗γµ̄2. Knowing
κ, it is easy to determine the strongly active set A2.

Before we formulate the second-order sufficient optimality condition, we mention
for convenience the explicit expression of L′′

(u,y)(ȳ, ū, p̄, µ̄1, µ̄2)[hy, hu]
2:

L′′
(u,y)(ȳ, ū, p̄, µ̄1, µ̄2)[hy, hu]

2 =

∫
Ω

ω̄yyh
2
y dx+

∫
Q

q̄yyh
2
y dxdt

+

∫
Σ

(σ̄yyh
2
y + 2σ̄yuhyhu + σ̄uuh

2
u) dΓdt

+

∫
Σ

(b̄yyh
2
y + 2b̄yuhyhu + b̄uuh

2
u)p̄ dΓdt.(2.17)

Here, hy, hu denote arbitrary increments of y and u, respectively. Now we state the
main result of our paper, the second-order sufficient condition.

(SSC). There exist positive numbers δ, δ1, δ2 such that the coercivity condition

L′′
(u,y)(ȳ, ū, p̄, µ̄1, µ̄2)[hy, hu]

2 ≥ δ‖hu‖2L2(Σ)(2.18)

holds true for all (hy, hu) belonging to the critical subspace defined upon δ1, δ2.
Theorem 2.5 (second-order sufficiency). Assume that (ȳ, ū, p̄, µ̄1, µ̄2) fulfills the

first-order optimality system (FON). If the second-order condition (SSC) is satisfied,
then there exist δs > 0 and ε > 0 such that the quadratic growth condition

F (y, u)− F (ȳ, ū) ≥ δs‖u− ū‖2L2(Σ)(2.19)

holds for all admissible pairs (y, u) with ‖u − ū‖L∞(Σ) < ε. Therefore, ū is a locally
optimal control in the norm of L∞(Σ).

The proof is contained in section 4.

3. Auxiliary results.
Lemma 3.1. Let β ∈ L∞(Σ) and f ∈ L2(Σ) be given and let v be the solution of

the initial boundary value problem

vt +Av = 0 in Q,

∂nv + βv = f in Σ,

v(0, x) = 0 in Ω.

If f ≥ 0 holds a.e. on Σ, then also v ≥ 0 holds true a.e. on Σ.
For a proof of this comparison principle we refer to Raymond and Zidani [13].
Definition 3.2. A continuous linear operator A in L(L2(Σ)) is said to be non-

negative if u ≥ 0 a.e. on Σ implies Au ≥ 0 a.e. on Σ. In this case, we write
A ≥ 0.

Lemma 3.3 (comparison principle). Under the assumptions (A1)–(A4), the non-
negativity properties

S′(ū) ≥ 0,(3.1)

(I − γS′(ū))−1 ≥ 0(3.2)

hold true.
Proof. The operator S′(ū) : u �→ wΣ, is defined upon (2.2). In (A1) we have

assumed bu ≥ 0. Hence Lemma 3.1, applied with β = −b̄y, f = b̄uu, yields that u ≥ 0
implies w|Σ ≥ 0 and (3.1) is proved.
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To prove (3.2), we apply Lemma 3.1 to the system

vt +Av = 0 in Q,

∂nv − (b̄y + γb̄u)v = b̄uu in Σ,(3.3)

v(0, x) = 0 in Ω.

Invoking Lemma 3.1 again, the implication u ≥ 0⇒ v|Σ ≥ 0 holds. A comparison of
(3.3) with (2.2) shows that

S′(ū)(γv + u) = v

holds. Setting z = γv + u, we get z = γS′(ū)(γv + u) + u = γS′(ū)z + u, hence
z = (I − γS′(ū))−1u. Thanks to the implication u ≥ 0 ⇒ v|Σ ≥ 0, (A3), and
z = γv + u, we obtain u ≥ 0⇒ z ≥ 0. This proves (3.2).

Corollary 3.4. The property (3.1) extends to the adjoint operator S′(ū)∗,

S′(ū)∗ ≥ 0.(3.4)

In what follows, we repeatedly need controls u defined as follows: Let M1, M2

be disjoint measurable subsets of Σ such that M1 ∪M2 = Σ, and let f ∈ L∞(Σ) be
given. Then we would like to define u by

u(t, x) =

{
f(t, x) on M1,
f(t, x) + γ(t, x)(S′(ū)u)(t, x) on M2.

(3.5)

The next lemma shows that this setting is correct.
Lemma 3.5. For all disjoint measurable subsets M1, M2 of Σ with M1 ∪M2 = Σ

and all f ∈ L∞(Σ), there is exactly one function u ∈ L∞(Σ) that satisfies condition
(3.5). In addition, the implication

f ≥ 0 ⇒ u ≥ 0(3.6)

holds true. Moreover, the estimates

‖u‖L∞(Σ) ≤ c1‖f‖L∞(Σ),(3.7)

‖u‖L2(Σ) ≤ c2‖f‖L2(Σ)(3.8)

hold with certain constants c1, c2 that do not depend on M1, M2, and f .
Proof. Suppose that u ∈ L∞(Σ) satisfies (3.5). Put v := S′(ū)u. Then v satisfies

the heat equation with homogeneous initial data and the boundary condition

∂nv − b̄yv =

{
b̄uf on M1,
b̄u(f + γv) on M2;

(3.9)

that is,

∂nv − (b̄yv + χM2 b̄uγ)v = b̄uf on Σ.(3.10)

This solution v is unique. Therefore, if u satisfies (3.5), then v = S′(ū)u is unique;
hence u is unique, because of

u =

{
f on M1,
f + γv on M2.

(3.11)



146 A. RÖSCH AND F. TRÖLTZSCH

On the other hand, starting from M1, M2, and f , the solution v of the heat equation
with homogeneous initial data and boundary condition (3.10) is defined, and the
function u given by (3.11) satisfies (3.5), since, by definition of v, u = S′(ū)v.

Finally, by Lemma 3.1 applied to (3.10) with f := b̄uf , the relation f ≥ 0 implies
v ≥ 0, hence also u ≥ 0. The estimates (3.7) and (3.8) follow immediately from those
for v and (3.11).

To prove the main result, we later have to compare the reference pair (ȳ, ū)
with another admissible pair (y,u), where y = S(u). Then we have to estimate the
difference

y − ȳ = S(u)− S(ū) = S′(ū)(u− ū) + r1(ū, u− ū),
where r1 stands for the associated first-order remainder term. In the following, we
denote for short the remainder r1(ū, u − ū) and the derivative S′(ū) by r1 and S′,
respectively, if there is no risk of notational confusion.

Before continuing our analysis of second-order sufficiency, we briefly discuss the
main difficulties and our main ideas to resolve them. We start with the case of
pure control constraints, which is covered by our setting for γ(t, x) ≡ 0. Then the
constraints are simple box constraints,

0 ≤ u(t, x) ≤ c(t, x).

On A1, we have ū(t, x) ≡ 0, hence u − ū ≥ 0 on A1, while ū(t, x) = c(t, x) holds on
A2; thus u − ū ≤ 0 on A2. The associated terms in the Lagrange functional can be
estimated as∫
A1

µ̄1(u− ū) dΓdt−
∫
A2

µ̄2(u− ū) dΓdt ≥
∫
A1

δ1(u− ū) dΓdt+
∫
A2

δ2(u− ū) dΓdt
= δ1‖u− ū‖L1(A1) + δ2‖u− ū‖L1(A2).

In the proof of the sufficiency theorem the L1-norms on the right-hand side will
compensate for the lack of coercivity, since (2.18) does not help on A1 ∪A2.

Now we return to the given mixed control-state constraints

0 ≤ u(t, x) ≤ c(t, x) + γ(t, x) y(t, x).

To simplify our explanation, assume for a while that the control-state mapping is
linear. This holds for y0 = 0 functions b being linear with respect to y and u. Then
S′ = S; hence

0 ≤ u ≤ c+ γS′u(3.12)

holds for any admissible control u. On A1, we have again 0 = ū ≤ u, hence u− ū ≥ 0
on A1. However, in contrast to the case of pure control constraints, the relation u ≤ ū
cannot be expected on A2 now. If u > ū holds somewhere on Σ \A2, then S

′u > S′ū
can hold on A2. Then the right-hand side of (3.12) is greater than c+γS′ū and u > ū
can happen.

To overcome this difficulty, we represent u in the form u = u1 + u2, such that
u1 ≤ ū can be shown on A2 and u2 stands for the additional margin of freedom that
is caused by u > ū outside of A2. Hence we split u in two parts, u = u1 + u2 on Σ,
where

u1 = ū, u2 = u− ū on Σ \A2,
u2 = γ(S′u2 + r1), u1 = u− u2 on A2.

(3.13)
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The functions u1 and u2 are well defined. To see this, we apply Lemma 3.5, where
M1 = Σ \A2 and M2 = A2. On M1, u2 is given by u− ū. On M2, u2 = γr1 + γS′u2;
hence

u2 =

{
f on M1,
f + γS′u2 on M2,

where f = u − ū on M1, f = γr1 on M2. Then u2 is well defined by Lemma 3.5.
Note that S′u2 = S′(ū)(χM1

(u− ū) + χM2
u2). From (3.10) and the properties of the

remainder r1 we easily get

‖u2‖L∞(Σ) ≤ c3‖u− ū‖L∞(Σ).

Therefore, we find

‖u1 − ū‖L∞(A2) ≤ ‖u− ū‖L∞(A2) + ‖u2‖L∞(A2)

≤ c4‖u− ū‖L∞(Σ).(3.14)

Lemma 3.6. Assume that (ȳ, ū, p̄, µ̄1, µ̄2) fulfills the first-order optimality system
(FON) and take any u satisfying the mixed control-state constraints. Let u be split by
u = u1 + u2 according to formula (3.13). Then it holds that

ū− u1 ≥ 0 a.e. on Σ.(3.15)

Proof. Let A1 and A2 be the strongly active sets of ū defined by δ1 and δ2. On
A2, the inequality µ̄2 ≥ µ̄2 − γS′(ū)∗µ̄2 ≥ δ2 > 0 holds. Therefore, (FON) implies
ū = c+ γȳ there. In addition, we know on A2 that u− γy ≤ c = ū− γȳ; hence

u− γS(u) ≤ ū− γS(ū)
holds there. In view of this, we find on A2

u− γ(S(u)− S(ū)) ≤ ū,

u− γ(S′(ū)(u− ū) + r1) ≤ ū,

u1 − γS′u1 + (u2 − γ(S′u2 + r1)) ≤ ū− γS′ū,
u1 − γS′u1 ≤ ū− γS′ū,

(I − γS′)(u1 − ū) ≤ 0,(3.16)

where we have inserted the definition of u2. Outside of A2, it holds by definition
u1 = ū. We are now again in the situation that was described in Lemma 3.5. Indeed,
taking M1 := Σ \ A2, M2 = A2, f = 0 on M1, and f = (I − γS′)(ū− u1) on M2, we
have f ≥ 0. Applying (3.6), we obtain

ū− u1 ≥ 0 a.e. on Σ,

which is just inequality (3.15).
Lemma 3.7. Assume that (ȳ, ū, p̄, µ̄1, µ̄2) fulfill the first-order optimality system

(FON). Then the estimates ∫
Σ

(u− ū)µ̄1 dΓdt ≥ δ1
ε
‖u− ū‖2L2(A1)

,(3.17)

−
∫

Σ

(u− ū− γ(y − ȳ))µ̄2 dΓdt ≥ δ2
c4ε
‖u1 − ū‖2L2(A2)

(3.18)

are valid for all ε > 0 and all admissible pairs (u, y) satisfying ‖u− ū‖L∞(Σ) < ε.
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Proof. (i) Because of (FON), µ̄1 > 0 can only hold if ū = 0. If ū > 0, then µ̄1 = 0.
Moreover, u is admissible, hence u ≥ 0 and we have almost everywhere

(u− ū)µ̄1 ≥ 0.

Therefore we get by (2.11)∫
Σ

(u− ū)µ̄1 dΓdt ≥
∫
A1

(u− ū)µ̄1 dΓdt ≥ δ1‖u− ū‖L1(A1).

By our assumption, we have ‖u− ū‖L∞(Σ) < ε. In particular, this inequality includes
‖u− ū‖L∞(A1) < ε. Consequently,

∫
Σ

(u− ū)µ̄1 dΓdt ≥ δ1‖u− ū‖L1(A1)

‖u− ū‖L∞(A1)

ε
≥ δ1

ε
‖u− ū‖2L2(A1)

,

and (3.17) is proved.
(ii) Next, we discuss the integral in (3.18). Because of (FON), µ̄2 > 0 can only

hold for ū−c−γȳ = 0. In addition, (y, u) is admissible, hence in particular u ≤ c+γy.
Therefore, we obtain almost everywhere

−(u− ū− γ(y − ȳ))µ̄2 ≥ 0

and

−
∫

Σ

(u− ū− γ(y − ȳ))µ̄2 dΓdt ≥ −
∫
A2

(u− ū− γ(y − ȳ))µ̄2 dΓdt.

Let us discuss this integral more detailed. Expressing y − ȳ in terms of the controls,∫
A2

(u− ū− γ(y − ȳ))µ̄2 dΓdt =

∫
A2

(u− ū− γ(S′(ū)(u− ū) + r1))µ̄2 dΓdt(3.19)

is found. The definition of u1 and u2 yields on A2

u− γ(S′u+ r1) = u1 + u2 − γS′u1 − γS′u2 − γr1 = u1 − γS′u1.

Inserting the last equation in (3.19), we continue by∫
A2

(u− ū− γ(y − ȳ))µ̄2 dΓdt =

∫
A2

(u1 − ū− γ(S′(ū)(u1 − ū)))µ̄2 dΓdt

=

∫
Σ

(u1 − ū− γ(S′(ū)(u1 − ū)))χA2 µ̄2 dΓdt

=

∫
Σ

(u1 − ū)(I − (γS′)∗)(χA2 µ̄2) dΓdt

=

∫
A2

(u1 − ū)(I − (γS′)∗)(χA2
µ̄2) dΓdt.(3.20)

To deduce the last equation, we used ū − u1 = 0 outside of A2. Now we discuss the
expression (I − (γS′)∗)(χA2 µ̄2) in (3.20). On A2 we have

(I − (γS′)∗)(χA2
µ̄2) = χA2

µ̄2 − (γS′)∗(χA2
µ̄2) = µ̄2 − (γS′)∗(χA2

µ̄2).
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Using the nonnegativity of S′∗ following from (3.4), together with χA2
µ̄2 ≤ µ̄2, we

obtain

(γS′)∗(χA2 µ̄2) = (S′)∗(γχA2 µ̄2) ≤ (S′)∗(γµ̄2) = (γS′)∗µ̄2.

Combining these results, we continue by

(I − (γS′)∗)(χA2 µ̄2) = µ̄2 − (γS′)∗(χA2 µ̄2) ≥ (I − (γS′)∗)µ̄2 ≥ δ2,(3.21)

where the last inequality follows from the definition (2.12) of A2. Inserting (3.15) and
(3.21) in (3.20), we infer

−
∫
A2

(u− ū− γ(y − ȳ))µ̄2 dΓdt = −
∫
A2

(u1 − ū)(I − (γS′)∗)(χA2 µ̄2) dΓdt

≥ δ2‖ū− u1‖L1(A2).

Invoking again ‖u− ū‖L∞(Σ) < ε and (3.14), we obtain

−
∫
A2

(u− ū− γ(y − ȳ))µ̄2 dΓdt ≥ δ2‖u1 − ū‖L1(A2) ·
‖u− ū‖L∞(A2)

ε

≥ δ2
c4ε
‖u1 − ū‖2L2(A2)

,

implying inequality (3.18).
If A1 ∪A2 = Σ, then the critical subspace contains only the zero-function. Then

the assumptions of Theorem 2.5 are trivially fulfilled. In this case, (3.17) and (3.18)
express the so-called first-order sufficient optimality conditions.

4. Second-order sufficient optimality condition. This section includes the
proof of the sufficiency Theorem 2.5. We start from an admissible control u in a
sufficiently small L∞-neighborhood of ū and have to show that F (y, u) ≥ F (ȳ, ū). Let
us introduce the increments δu := u − ū and δy := S′(ū)δu. We split δu = u0 + u+,
where

u0 = 0, u+ = δu on A1,
u0 = δu, u+ = 0 on Σ \ (A1 ∪A2),
u0 = γS′(ū)u0, u+ = δu− u0 on A2.

Thanks to Lemma 3.5, the definition of u0 and hence u+ are correct. We take M1 =
Σ \A2, M2 = A2, f := 0 on A1 ∪A2, f := δu on Σ \ (A1 ∪A2). The part u0 belongs
to the critical subspace, while u+ is the part of δu that accounts for the effects of
first-order sufficiency. Furthermore, we define y0 := S′u0 and y+ := S′u+. By the
linearity of S′, we have δy = y0 + y+.

Below, we estimate the difference L(y, u, p̄, µ̄1, µ̄2) − L(ȳ, ū, p̄, µ̄1, µ̄2). Let us
write for short L(y, u) − L(ȳ, ū), since (p̄, µ̄1, µ̄2) remains fixed in all the following
considerations. We also do not explicitly indicate the point (ȳ, ū, p̄, µ̄1, µ̄2) where all
derivatives are taken, i.e., we write Luu instead of (DuL)(ȳ, ū, p̄, µ̄1, µ̄2)u.

Lemma 4.1. Under the assumptions of Theorem 2.5,

L(y, u)− L(ȳ, ū) ≥ δ

4
‖u0‖2L2(Σ) −

cs
2
‖u+‖2L2(Σ) + r2 + r̃2(4.1)

holds, where r2, r̃2 are second-order remainder terms with

|ri|
‖u− ū‖2L2(Σ)

→ 0 if ‖u− ū‖L∞(Σ) → 0.
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Proof. Using a Taylor expansion, in view of (FON) we get

L(y, u)− L(ȳ, ū) = Lu[u− ū] + Ly[y − ȳ] + 1

2
(Luu[u− ū]2

+ 2Luy[u− ū, y − ȳ] + Lyy[y − ȳ]2) + r2

=
1

2
(Luu[u− ū]2 + 2Luy[u− ū, y − ȳ] + Lyy[y − ȳ]2) + r2.(4.2)

The following property of the remainder is known:

|r2(ū, h)|
‖h‖2L2(Σ)

→ 0 as ‖h‖L∞(Σ) → 0.

For the proof we refer to [16]. According to the notation of Lemma 3.5, we get
y− ȳ = δy+ r1. Replacing y− ȳ by δy in (4.2), we cause a small error of second order

r̃2 :=
1

2
(Luu[u− ū]2 + 2Luy[u− ū, y − ȳ] + Lyy[y − ȳ]2)

− 1

2
(Luu[δu]

2 + 2Luy[δu, δy] + Lyy[δy]
2).

It is easy to show that

|r̃2|
‖u− ū‖2L2(Σ)

→ 0 as ‖u− ū‖L∞(Σ) → 0.

With these notations, we can express (4.2) in the form

L(y, u)− L(ȳ, ū) = 1

2
(Luu[δu]

2 + 2Luy[δu, δy] + Lyy[δy]
2) + r2 + r̃2.(4.3)

We continue by splitting the Lagrange functional,

Luu[δu]
2 + 2Luy[δu, δy] + Lyy[δy]

2 = Luu[u0]
2 + 2Luy[u0, y0] + Lyy[y0]

2

+ Luu[u+]
2 + 2Luy[u+, y+] + Lyy[y+]

2

+ 2Luu[u0, u+] + 2Luy[u0, y+]

+ 2Luy[u+, y0] + 2Lyy[y0, y+].

As u0 belongs to the critical subspace, the second-order condition (SSC) yields

L′′[u0, y0]
2 = Luu[u0]

2 + 2Luy[u0, y0] + Lyy[y0]
2 ≥ δ‖u0‖2L2(Σ).

The other terms are easily estimated by ‖y0‖2L2(Σ) ≤ ‖S′‖2‖u0‖2L2(Σ), ‖y+‖2L2(Σ) ≤
‖S′‖2‖u+‖2L2(Σ), and by means of Young’s inequality,

|Luu[u+]
2 + 2Luy[u+, y+] + Lyy[y+]

2

+ 2Luu[u0, u+] + 2Luy[u0, y+]

+ 2Luy[u+, y0] + 2Lyy[y0, y+]| ≤ δ

2
‖u0‖2L2(Σ) + cs‖u+‖2L2(Σ).

In this setting, cs is a certain (large) constant. Combining the last two results, we
arrive at

Luu[δu]
2 + 2Luy[δu, δy] + Lyy[δy]

2 ≥ δ

2
‖u0‖2L2(Σ) − cs‖u+‖2L2(Σ).
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Returning to (4.3), we end up with

L(y, u)− L(ȳ, ū) ≥ δ

4
‖u0‖2L2(Σ) −

cs
2
‖u+‖2L2(Σ) + r2 + r̃2,

which is exactly the assertion.
In the next lemma, we estimate the term ‖u+‖2L2(Σ) in (4.1).
Lemma 4.2. Under the assumptions of Theorem 2.5,(

cs
2

+
δ

4

)
‖u+‖2L2(Σ) ≤ c5‖u1 − ū‖2L2(A2)

+ c6‖r1‖2L2(Σ) + c7‖u− ū‖2L2(A1)
(4.4)

holds with certain positive constants c5, c6, and c7.
Proof. First, we get on A1

‖u+‖L2(A1) = ‖δu‖L2(A1) = ‖u− ū‖L2(A1).(4.5)

On the whole set Σ we have

u+ + u0 = δu = u− ū.
We apply the operator I − γS′ to this equation and consider the image only on the
set A2. Using u0 = γS′u0 on A2, we find

u+ − γS′u+ = u− γS′u− (ū− γS′ū) on A2.

Now, u is again replaced by u1 + u2 (see (3.13)) to obtain on A2

u+ − γS′u+ = u1 − γS′u1 + u2 − γS′u2 − (ū− γS′ū).

On A2, by definition, the equation u2 − γS′u2 = r1 is satisfied. Therefore, here we
are able to continue by

u+ − γS′u+ = u1 − ū− (γS′(ū)(u1 − ū)) + r1 on A2.

Due to our definitions, u+ = δu = u − ū holds on A1. In addition, u+ vanishes on
Σ \ (A1 ∪A2). Therefore, we find

u+ =




u1 − ū+ γS′(ū)(u+ − u1 + ū) + r1 on A2,
u− ū on A1,
0 on Σ \ (A1 ∪A2).

Again we have a construction that was investigated in Lemma 3.5. Setting M2 =
A2, M1 = Σ \A2, and applying (3.11), we get the inequality

‖u+‖L2(Σ) ≤ c2‖f‖L2(Σ),

where f is defined by

f =




r1 + (u1 − ū)− γS′(ū)(u1 − ū) on A2,
u− ū on A1,
0 on Σ \ (A1 ∪A2).

Therefore, we obtain

‖u+‖L2(Σ) ≤ c2(‖u− ū‖L2(A1) + c8‖u1 − ū‖L2(Σ) + ‖r1‖L2(A2)),



152 A. RÖSCH AND F. TRÖLTZSCH

where the positive constant c8 is related to ‖S′‖. Using ‖u1−ū‖L2(Σ) = ‖u1−ū‖L2(A2),

‖u+‖L2(Σ) ≤ c9‖u1 − ū‖L2(A2) + c2‖r1‖L2(A2) + c2‖u− ū‖L2(A1)

is found. Young’s inequality yields

‖u+‖2L2(Σ) ≤ 3c9‖u1 − ū‖2L2(A2)
+ 3c2‖r1‖2L2(Σ) + 3c2‖u− ū‖2L2(A1)

.

A multiplication by ( cs2 + δ
4 ),(

cs
2

+
δ

4

)
‖u+‖2L2(Σ) ≤ c5‖u1 − ū‖2L2(A2)

+ c6‖r1‖2L2(Σ) + c7‖u− ū‖2L2(A1)
,

concludes the proof of the lemma.
Now we are able to prove our main result, Theorem 2.5.
Proof of Theorem 2.5. Inserting (4.4) in (4.1),

L(y, u)− L(ȳ, ū) ≥ δ

4
(‖u0‖2L2(Σ) + ‖u+‖2L2(Σ)) + r2 + r̃2

− c7‖u− ū‖2L2(A1)
− c5‖u1 − ū‖2L2(A2)

− c6‖r1‖2L2(Σ)

is obtained. Next, we return to the objective F ,

L(y, u)− L(ȳ, ū) = F (y, u)− F (ȳ, ū)
−
∫
Q

(yt +Ay)p̄ dxdt−
∫

Σ

(∂ny − b)p̄ dΓdt

+

∫
Q

(ȳt +Aȳ)p̄ dxdt+

∫
Σ

(∂nȳ − b̄)p̄ dΓdt

−
∫

Σ

µ̄1u dΓdt+

∫ T

0

µ̄1ū dΓdt

+

∫
Σ

(u− c− γy)µ̄2 dΓdt

−
∫

Σ

(ū− c− γȳ)µ̄2 dΓdt

= F (y, u)− F (ȳ, ū)
−
∫

Σ

µ̄1(u− ū) dΓdt

+

∫
Σ

(u− ū− γ(y − ȳ)µ̄2 dΓdt.

Using Lemma 3.7, we find

F (y, u)− F (ȳ, ū) ≥ δ

4
(‖u0‖2L2(Σ) + ‖u+‖2L2(Σ)) + r2 + r̃2

+

(
δ1
ε
− c7

)
‖u− ū‖2L2(A1)

+

(
δ2
c4ε
− c5

)
‖u1 − ū‖2L2(A2)

− c6‖r1‖2L2(Σ).(4.6)
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Next, ‖δu‖L2(Σ) = ‖u0 + u+‖2L2(Σ) ≤ 2‖u0‖2L2(Σ) + 2‖u+‖2L2(Σ) is applied to continue
by

F (y, u)− F (ȳ, ū) ≥ δ

8
‖δu‖2L2(Σ) + r2 + r̃2

+

(
δ1
ε
− c7

)
‖u− ū‖2L2(A1)

+

(
δ2
c4ε
− c5

)
‖u1 − ū‖2L2(A2)

− c6‖r1‖2L2(Σ).(4.7)

Now take ε sufficiently small such that

δ1
ε
− c7 ≥ 0 and

δ2
c4ε
− c5 ≥ 0.

Then we can omit the associated terms in (4.6),

F (y, u)− F (ȳ, ū) ≥ δ

8
‖δu‖2L2(Σ) + r2 + r̃2 − c6‖r1‖2L2(Σ).(4.8)

Due to the discussions during the proof, all terms of the right-hand side (except the
first one) are small with respect to ‖u− ū‖2L2(Σ). Therefore

F (y, u)− F (ȳ, ū) ≥ δ

16
‖u− ū‖2L2(Σ)(4.9)

holds if ‖u− ū‖L∞(Σ) < ε and ε is sufficiently small. The quadratic growth condition
is proved. We can choose δs = δ/16.
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Abstract. We introduce a new method for the design of observers for nonlinear systems using
backstepping. The method is applicable to a class of nonlinear systems slighter larger than those
treated by Gauthier, Hammouri, and Othman [IEEE Trans. Automat. Control, 27 (1992), pp. 875–
880]. They presented an observer design method that is globally convergent using high gain. In
contrast to theirs, our observer is not high gain, but it is only locally convergent. If the initial
estimation error is not too large, then the estimation error goes to zero exponentially. A design
algorithm is presented.
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1. Introduction. The problem of estimating the state of a dynamical system
from partial and possibly noisy measurements has a long history. In its nonlinear state
space form, one assumes that the dynamics satisfies a known nonlinear differential
equation with unknown initial condition and the measurement is a known nonlinear
function of the state

ẋ = f(x),

x(0) = x0,(1.1)

y = h(x).

The linear form of the problem is

ẋ = Ax,

x(0) = x0,(1.2)

y = Cx.

One is given an estimate x̂0 of x0 and the observations y(s), 0 ≤ s ≤ t, up to time t.
The problem is to generate an estimate x̂(t) of x(t) in real time, as the process evolves.
The estimate should converge to the true state as t → ∞. Ideally the estimation
process should be robust to noise both in the dynamics and in the observations, to
the initial state error, and also to modeling errors in the functions f, h. Furthermore,
the error should converge to zero quickly.

One way of approaching this problem is to assume that the dynamics, the initial
condition, and the observations are corrupted by noises with known distributions and
then to find the conditional density of the state given the past observations. If the
dynamics and observations are linear functions of the state and if the noises and
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the initial condition are independent and Gaussian, then the conditional density is
Gaussian and explicitly computable. Wiener [28] solved this problem for stationary
Gaussian processes using the method of spectral factorization. Kalman [12], [13]
extended this to nonstationary Gaussian processes and reduced the problem to solving
an off-line Riccati equation and an on-line linear differential equation driven by the
observations.

When the dynamics and/or observations are nonlinear the unnormalized condi-
tional density satisfies the Zakai equation, a parabolic PDE driven by the observations
[4]. It is a very difficult task to accurately compute its solution in real time for all
but the smallest state dimensions.

The extended Kalman filter [10] is a widely used alternative method for estimating
the state of a nonlinear system. It is obtained by linearizing the nonlinear dynamics
and the observation along the trajectory of the estimate. It requires that the on-line
solution of a Riccati differential equation and a linear differential equation be driven
by the observations. The extended Kalman filter is globally defined but it is only a
local method. Under certain conditions, the estimate converges to the true state if
the initial estimation error is not too large [1], [23].

There are several nonstochastic approaches to state estimation. For linear systems
(1.2), Luenberger [19] developed the concept of an observer. This is another linear
dynamical system that is driven by the observations in such a way that the error
dynamics is asymptotically stable.

Several nonstochastic methods have been proposed for nonlinear estimation. Some
of these are surveyed by Misawa and Hedrick [21]. Other methods include lineariza-
tion [16], [2], [17], H∞ methods [15], bilinear systems [29], and high gain observers
[3], [5], [6], [7], [8], [9], [24], [25], [26], [27].

This paper describes a simple and efficient method for the design of observers for a
broad class of nonlinear systems based on backstepping. The backstepping technique
has been used extensively to design stabilizing state feedback control laws [18], [20].
The assumptions on the system are that it be smooth and observable in an appropriate
sense. The method is applicable to systems whose error dynamics are not necessarily
linearizable by a change of coordinates and input/output injection [16], [2], [17]. It is
applicable to a slightly larger class of systems than the high gain observer of Gauthier,
Hammouri, and Othman [8]. The latter result can be applied to systems that can be
globally described in observable form while the backstepping approach requires only
a local observable form. Moreover, backstepping is not a high gain design procedure
and hence only local convergence is guaranteed. An explicit formula for the observer
gain is derived. The gains are functions of the state of the observer. The gains can
be derived off-line through an algorithm presented below. The observer is defined on
an arbitrarily large compact subset of the state space but is only locally convergent.
We shall prove that the estimate converges exponentially to the true state if the state
starts in a compact positively invariant set and the initial estimation error is not too
large.

The paper is organized as follows. In section 2 the backstepping approach to
observer design is illustrated for a scalar output system without inputs in observable
form. In section 3 this is generalized to systems in observable form with vector output
and no inputs. In section 4, this technique is generalized to systems that locally can
be described in observable form. Systems with inputs are discussed in section 5. In
section 6, the relative perfomance of the high gain observer and the backstepping
observer are discussed. We close with examples in section 7.
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2. The backstepping observer. Consider a smooth nonlinear system in ob-
servable form:

y = x1,

ẋ1 = x2,

ẋ2 = x3,

...(2.1)

ẋn−1 = xn,

ẋn = fn(x).

The state x is n dimensional and the output y is one dimensional. There is no input.
Later we shall relax these assumptions. By smooth we mean Cr for r sufficiently
large.

The backstepping observer will be in the following form:

˙̂x1 = x̂2 + ψ1(x̂)(x1 − x̂1),
˙̂x2 = x̂3 + ψ2(x̂)(x1 − x̂1),

...(2.2)
˙̂xn−1 = x̂n + ψn−1(x̂)(x1 − x̂1),

˙̂xn = fn(x̂) + ψn(x̂)(x1 − x̂1).

The error e = x− x̂ dynamics is given by

ė1 = e2 − ψ1(x̂)e1,

ė2 = e3 − ψ2(x̂)e1,

...(2.3)

ėn−1 = en − ψn−1(x̂)e1,

ėn = fn(x)− fn(x̂)− ψn(x̂)e1.

The problem of observer design is to find gains ψi(x̂), 1 ≤ i ≤ n, so that e(t)→ 0 as
t→∞.

Notice that the error dynamics (2.3) is dependent on both e and x̂. The combined
system, consisting of the system and its observer, can be described in x, x̂ coordinates
(2.1), (2.2), in e, x̂ coordinates (2.2), (2.3), or in x, e coordinates (2.1), (2.3).

Suppose that K is a compact subset of x space, which is positively invariant under
(2.1), i.e., if a trajectory starts in K, then it remains in K for all future times. The set
K × {e = 0} is a positively invariant set of the combined system (2.1), (2.3). Using
a backstepping approach [18], we will construct a local Lyapunov function for the
combined system to prove local exponential convergence to this positively invariant
set. The observer gains ψi will be chosen in the course of this construction.

We employ the following notation: an error term O(e)k is a function of x̂, e such
that on any compact subset L of x̂ space there exists a constant N > 0, δ > 0 such
that

|O(e)k| ≤ N |e|k(2.4)

for all x̂ ∈ L and all |e| < δ. We abbreviate O(e)1 as O(e).
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We now proceed with the construction of the backstepping observer on a compact,
positively invariant set K and show its local convergence.

Define z1 = e1 and V1 = 1
2z

2
1 ; then

V̇1 = z1ż1 = −c1z
2
1 + z1z2 + O(e)3,

where c1 > 0 and z2 is the linear function of e that satisfies z2 = c1z1 + ż1 + O(e)2.
If n = 1, we choose

ψ1(x̂) = c1 +
df1

dx1
(x̂1)

so that the auxiliary variable z2 = 0 and

V̇1 = z1ż1 = −c1z
2
1 + O(e)3.(2.5)

If n ≥ 2, then z1, z2 and e1, e2 are linearly related by[
z1

z2

]
=

[
1 0

b2,1 − ψ1 1

] [
e1

e2

]
,(2.6)

where

b2,1 = c1.(2.7)

Define V2 = V1 + 1
2z

2
2 ; then

V̇2 = −c1z
2
1 − c2z

2
2 + z2z3 + O(e)3,

where c2 > 0 and z3 is the linear function of e that satisfies z3 = z1+c2z2+ ż2+O(e)2.
Notice that z2, z3 depend on the as yet unspecified observer gains ψ1(x̂), ψ2(x̂).

If n = 2, then we would like to choose the gains so that the auxiliary variable z3

is 0, for then

V̇2 = −c1z
2
1 − c2z

2
2 + O(e)3.(2.8)

Now

z3 = z1 + c2z2 + ż2 + O(e)2

= (b3,1 + f2;1 − ψ2)e1 + (b3,2 + f2,2 − ψ1)e2,

where

fn;i =
∂fn
∂xi

(x̂),

b3,1 = 1 + c2(b2,1 − ψ1) + (b2,1 − ψ1)
′ − (b2,1 − ψ1)ψ1,

b3,2 = c1 + c2.(2.9)

We denote differentiation along the observer dynamics when e1 = 0 by ′. For an
n dimensional observer (2.2), the operation ′ is defined on functions φ(x̂) by

φ′(x̂) =

n−1∑
j=1

∂φ

∂x̂j
(x̂)x̂j+1 +

∂φ

∂x̂n
(x̂)fn(x̂).
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Notice that ′ does not involve the gains ψi and

φ′ = φ̇ + O(e).

If n = 2, we successively define

ψ1(x̂) = b3,2(x̂) + f2;2(x̂),

ψ2(x̂) = b3,1(x̂) + f2;1(x̂);

then (2.8) holds. Notice that the gains are functions of x̂ alone.
If n ≥ 3, we define z1, z2 as before (2.6) and z3 as a linear function of e so that

z3 = z1 + c2z2 + ż2 + O(e)2.

By a calculation similar to the above, we see that

z3 = (b3,1 − ψ2)e1 + (b3,2 − ψ1)e2 + e3,(2.10)

where b3,1, b3,2 are given by (2.9). Define V3 = V2 + 1
2z

2
3 ; then

V̇3 = −c1z
2
1 − c2z

2
2 − c3z

2
3 + z3z4 + O(e)3,

where c3 > 0 and z4 is the linear function of e that satisfies z4 = z2+c3z3+ ż3+O(e)2.
If n = 3, we would like to choose the observer gains so that the auxiliary variable

z4 is 0. After a straightforward calculation, one finds that

z4 = (b4,1 + f3;1 − ψ3)e1 + (b4,2 + f3;2 − ψ2)e2

+ (b4,3 + f3;3 − ψ1)e3,(2.11)

where b4,j = b4,j(x̂) are functions only of x̂ and b4,j depends only on c, ψk for 1 ≤
k < 3− j and br,s for 1 < r < 4, 1 ≤ r − s ≤ 4− j:

b4,1 = b2,1 − ψ1 + c3(b3,1 − ψ2) + (b3,1 − ψ2)
′ − (b3,1 − ψ2)ψ1 − (b3,2 − ψ1)ψ2,

b4,2 = 1 + c3(b3,2 − ψ1) + (b3,2 − ψ1)
′ + b3,1,(2.12)

b4,3 = c3 + b3,2.

Hence we can successively solve (2.12) for the desired observer gains,

ψ1 = b4,3 + f3;3,

ψ2 = b4,2 + f3;2,

ψ3 = b4,1 + f3;1.

Turning to the n dimensional system in observable form, the variables z1, . . . , zn+1

are defined as follows:

z1 = e1,

z2 = c1z1 + ż1 + O(e)2,

z3 = z1 + c2z2 + ż2 + O(e)2,

...(2.13)

zi = zi−2 + ci−1zi−1 + żi−1 + O(e)2,

...

zn+1 = zn−1 + cnzn + żn + O(e)2,
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where ci > 0 and the error terms are chosen so that z is a linear function of e. A
straightforward calculation yields




z1
z2
.
.
.
zn
zn+1


 =




1 0 · · · 0
b2,1 − ψ1 1 · · · 0

.

.

.
.
.
.

. . .
.
.
.

bn,1 − ψn−1 bn,2 − ψn−2 · · · 1
bn+1,1 + fn;1 − ψn bn+1,2 + fn;2 − ψn−1 · · · bn+1,n + fn;n − ψ1






e1
e2
.
.
.
en


 ,

(2.14)

where bi,j = bi,j(x̂) are functions of x̂ given by (2.7), (2.9) and for 4 ≤ i ≤ n + 1 and
2 ≤ j ≤ i− 3,

bi,1 = bi−2,1 − ψi−3 + ci−1(bi−1,1 − ψi−2) + (bi−1,1 − ψi−2)
′

−
i−2∑
j=1

(bi−1,j − ψi−j−1)ψj ,

bi,j = bi−2,j − ψi−j−2 + ci−1(bi−1,j − ψi−j−1) + (bi−1,j − ψi−j−1)
′(2.15)

+ bi−1,j−1,

bi,i−2 = 1 + ci−1(bi−1,i−2 − ψ1) + (bi−1,i−2 − ψ1)
′ + bi−1,i−3,

bi,i−1 = ci−1 + bi−1,i−2.

In the backstepping observer we choose the observer gains to zero the last row of the
matrix in (2.14),

ψ1 = bn+1,n + fn;n,(2.16)

...

ψn−1 = bn+1,2 + fn;2,

ψn = bn+1,1 + fn;1,

so that zn+1 = 0.
By induction one sees that bi,j depends only on the quantities

c1, . . . , ci−1,
ψ1, . . . , ψi−j−1,
br,s, 1 < r < i, 1 ≤ r − s < i− j,

(2.17)

and so bi,j can be computed down the diagonals of (2.14). We start with the diagonal
just below the main one and successively compute b2,1, b3,2, . . . , bn+1,n, which yields

bi,i−1 = c1 + · · ·+ ci−1.

Then we define ψ1 by (2.16). Going down the diagonal two below the main we compute
b3,1, b4,2, . . . , bn+1,n−1 and then ψ2, etc.
Theorem 2.1. Suppose that K is a compact, positively invariant set for the

system (2.1). Consider the observer (2.2) with backstepping gains (2.16) and error
dynamics (2.3). There exist constants M > 0, ε > 0, γ > 0 such that if x(0) ∈ K
and |e(0)| < ε, then

|e(t)| < M |e(0)| exp(−γt).
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Proof. Define

V =
1

2

n∑
i=1

z2
i ;(2.18)

then from (2.13)

V̇ = −
n∑
i=1

ciz
2
i + znzn+1 + O(e)3

and

V̇ = −
n∑
i=1

ciz
2
i + O(e)3.(2.19)

Now let Ur be the r > 0 neighborhood of K; then its closure Ūr is a compact
subset. Hence there exist constants N > 0, ε > 0 such that the error term in (2.19)
satisfies

|O(e)3| ≤ N |e|3(2.20)

for all x̂ ∈ Ūr, |e| < ε. Redefine ε to be the smaller of r and ε.
From (2.14) we know that there exist constants M1 > 0,M2 > 0 such that for all

x̂ ∈ Ūr and all e, z,

M1|e| ≤ |z| ≤M2|e|.(2.21)

Since ci > 0 there exists a constant γ > 0 such that

4γ|z|2 ≤
n∑
i=1

ciz
2
i .(2.22)

Hence there is an ε > 0 sufficiently small so that the error term in (2.19) satisfies

|O(e)3| ≤ 1

2

n∑
i=1

ciz
2
i(2.23)

for all x̂ ∈ Ūr and all |e| < ε. For these x̂, e

V̇ ≤ −1

2

n∑
i=1

ciz
2
i(2.24)

≤ −2γV.(2.25)

Consider the set D = {(x, e) : x ∈ K,V (z(e)) < M1ε/2}; this is a neighborhood
of K×{0} in x, e space. From (2.21) we see that on D, we have |e| < ε, so V̇ < −2γV ,
so D is positively invariant, and by Gronwall’s inequality

V (t) ≤ exp(−2γt)V (0).(2.26)

From (2.21) we obtain

|e(t)| ≤ M2

M1
exp(−γt)|e(0)|

Remark 1. There are other possible choices of the Lyapunov function (2.18)—this
one was chosen to simplify the calculations. The constants ci appearing in (2.14) can
be chosen as functions of y, x̂ as long as they are positive and bounded away from
zero.
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3. Vector output systems in observable form. The above result generalizes
immediately to vector output systems with all observability indices the same. These
are systems of the form

yl = x1,l,

ẋ1,l = x2,l,

ẋ2,l = x3,l,(3.1)

...

ẋk,l = fk,l(x1, . . . , xk),

where l = 1, . . . , p. The output y = (y1, . . . , yp) is p dimensional and so is each xi =
(xi,1, . . . , xi,p). The state dimension is then n = pk dimensional. The construction of
the observer proceeds exactly as before except that the previously scalar quantities
x̂i, ei, zi, ψi are now p dimensional, z2

i is replaced by |zi|2, zizj is replaced by zi · zj ,
and ψi, bi,j , fn,j are p× p dimensional.

More generally we consider systems of the form

yl = x1,l,

ẋ1,l = x2,l,

ẋ2,l = x3,l,(3.2)

...

ẋkl,l = fkl,l(x1, . . . , xkl),

where y is p dimensional, x is n =
∑

kl dimensional, and without loss of generality
k1 ≥ k2 ≥ · · · ≥ kp. The indices k1, . . . , kp are the observability indices of the system
[17]. The dual indices are m1, . . . ,mk1 , where mi is the number of kl’s that are greater
than or equal to i. The subvectors xi are defined as xi = (xi,1, . . . , xi,mi).

The observer is of the form

˙̂x1,l = x̂2,l + ψ1,l(x̂1, . . . , x̂kl)(x1 − x̂1),

˙̂x2,l = x̂3,l + ψ2,l(x̂1, . . . , x̂kl)(x1 − x̂1),

...(3.3)
˙̂xkl,l = fkl,l(x̂1, . . . , x̂kl) + ψkl,l(x̂1, . . . , x̂kl)(x1 − x̂1),

where ψr,l(x̂1, . . . , x̂kl) is 1× p dimensional.

The error dynamics is given by

ė1,l = e2,l − ψ1,l(x̂1, . . . , x̂kl)e1,

ė2,l = e3,l − ψ2,l(x̂1, . . . , x̂kl)e1,

...(3.4)

ėkl,l = fkl,l(x1, . . . , xkl)− fkl,l(x̂1, . . . , x̂kl)− ψkl,l(x̂1, . . . , x̂kl)e1.

The method is a modification of the previous approach but the notation is cum-
bersome. The subvector xj is mj dimensional and so are the subvectors x̂j and ej .
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The subvector zj is mj−1 dimensional and is defined by a modification of (2.13),

z1,l = e1,l, 1 ≤ l ≤ p,
z2,l = c1,lz1,l + ż1,l + O(e)2, 1 ≤ l ≤ m1,
z3,l = z1,l + c2,lz2,l + ż2,l + O(e)2, 1 ≤ l ≤ m2,

...
zr+1,l = zr−1,l + cr,lzr,l + żr,l + O(e)2, 1 ≤ l ≤ mr,

...
zk1+1,l = zk1−1,l + ck1,lzk1,l + żk1,l + O(e)2, 1 ≤ l ≤ mk1 .

(3.5)

The auxiliary variables are the extra components of z, namely zk1+1,1, . . . , zkp+1,p,
and the observer gains are determined by setting them to zero. If

V =
1

2

p∑
l=1

kl∑
r=1

z2
r,l,

then

V̇ = −
p∑
l=1

kl∑
r=1

cr,lz
2
r,l + O(e)3

and the argument proceeds as before.

We illustrate with an example. Consider a three dimensional system

y1 = x1,1,

y2 = x1,2,

ẋ1,1 = x2,1,(3.6)

ẋ1,2 = f1,2(x1,1, x1,2),

ẋ2,1 = f2,1(x1,1, x1,2, x2,1).

The indices are k1 = 2, k2 = 1 and the dual indices are m1 = 2,m2 = 1. The observer
is of the form

˙̂x1,1 = x̂2,1 + ψ1,1,1(x̂1,1, x̂1,2, x̂2,1)(x1,1 − x̂1,1) + ψ1,1,2(x̂1,1, x̂1,2, x̂2,1)(x1,2 − x̂1,2),

˙̂x1,2 = f1,2(x̂1,1, x̂1,2) + ψ1,2,1(x̂1,1, x̂1,2)(x1,1 − x̂1,1) + ψ1,2,2(x̂1,1, x̂1,2)(x1,2 − x̂1,2),

˙̂x2,1 = f2,1(x̂1,1, x̂1,2, x̂2,1) + ψ2,1,1(x̂1,1, x̂1,2, x̂2,1)(x1,1 − x̂1,1)

+ ψ2,1,2(x̂1,1, x̂1,2, x̂2,1)(x1,2 − x̂1,2),(3.7)

and the error dynamics is

ė1,1 = e2,1 − ψ1,1,1(x̂1,1, x̂1,2, x̂2,1)e1,1 − ψ1,1,2(x̂1,1, x̂1,2, x̂2,1)e1,2,

ė1,2 = f1,2(x1,1, x1,2)− f1,2(x̂1,1, x̂1,2)− ψ1,2,1(x̂1,1, x̂1,2)e1,1 − ψ1,2,2(x̂1,1, x̂1,2)e1,2,

ė2,1 = f2,1(x1,1, x1,2, x2,1)− f2,1(x̂1,1, x̂1,2, x̂2,1)

− ψ2,1,1(x̂1,1, x̂1,2, x̂2,1)e1,1 − ψ2,1,2(x̂1,1, x̂1,2, x̂2,1)e1,2.(3.8)
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From (3.5) we obtain

z1,1 = e1,1,

z1,2 = e1,2,

z2,1 = (c1,1 − ψ1,1,1)e1,1 − ψ1,1,2e1,2 + e2,1,

z2,2 =

(
∂f1,2

∂x̂1,1
− ψ1,2,1

)
e1,1 +

(
c1,2 +

∂f1,2

∂x̂1,2
− ψ1,2,2

)
e1,2,

z3,1 =

(
1 + c1,1c2,1 − (c1,1 + c2,1)ψ1,1,1 − ψ′

1,1,1 + ψ2
1,1,1(3.9)

− ψ1,1,2

(
∂f1,2

∂x̂1,1
− ψ1,2,1

)
+

∂f2,1

∂x̂1,1
− ψ2,1,1

)
e1,1

+

(
− (c1,1+c2,1)ψ1,1,2 − ψ′

1,1,2 + ψ1,1,1ψ1,1,2

− ψ1,1,2

(
∂f1,2

∂x̂1,2
− ψ1,2,2

)
+

∂f2,1

∂x̂1,2
− ψ2,1,2

)
e1,2

+

(
c1,1 + c2,1 +

∂f2,1

∂x̂2,1
− ψ1,1,1

)
e2,1.

Setting the auxiliary variables z2,2 = z3,1 = 0, we obtain a solution

ψ1,2,1 =
∂f1,2

∂x̂1,1
,

ψ1,2,2 = c1,2 +
∂f1,2

∂x̂1,2
,

ψ2,1,1 = 1 + c1,1c2,1 − (c1,1 + c2,1)ψ1,1,1 − ψ′
1,1,1 + ψ2

1,1,1

−ψ1,1,2

(
∂f1,2

∂x̂1,1
− ψ1,2,1

)
+

∂f2,1

∂x̂1,1
,(3.10)

ψ2,1,2 = −(c1,1+c2,1)ψ1,1,2 − ψ′
1,1,2 + ψ1,1,1ψ1,1,2 +

∂f2,1

∂x̂1,2
,

ψ1,1,1 = c1,1 + c2,1 +
∂f2,1

∂x̂2,1
,

ψ1,1,2 = 0.

There are other solutions with ψ1,1,2 �= 0.

A computationally simpler approach [22] is to add extra states so as to make all
the observability indices the same. We illustrate with the three dimensional system
(3.6) above. We imbed it in the four dimensional system

y1 = x1,1,

y2 = x1,2,

ẋ1,1 = x2,1,(3.11)

ẋ1,2 = x2,2 + f1,2(x1,1, x1,2),

ẋ2,1 = f2,1(x1,1, x1,2, x2,1),

ẋ2,2 = 0.
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In the new coordinates

x̄1,1 = x1,1,

x̄1,2 = x1,2,

x̄2,1 = x2,1,

x̄2,2 = x2,2 + f1,2(x1,1, x1,2),(3.12)

the system is in observable form

y1 = x̄1,1,

y2 = x̄1,2,

˙̄x1,1 = x̄2,1,

˙̄x1,2 = x̄2,2,

˙̄x2,1 = f2,1(x̄1,1, x̄1,2, x̄2,1),

˙̄x2,2 =
∂f1,2

∂x̄1,1
(x̄1,1, x̄1,2)x̄2,1 +

∂f1,2

∂x̄1,2
(x̄1,1, x̄1,2)f1,2(x̄1,1, x̄1,2).(3.13)

This process can be repeated to make all the observability indices identical. An ob-
server can be constructed for the higher dimensional system and since it is convergent
it will yield convergent estimates for the original system.

4. Systems locally in observable form. In this section we construct an ob-
server for a nonlinear system with scalar output of the form

ξ̇ = f(ξ),

y = h(ξ),(4.1)

where ξ ∈ R
n, y ∈ R.

Following [6] and [8], we say a system is uniformly observable if the mapping

ξ 
→




h(ξ)
Lfh(ξ)

...
Ln−1
f h(ξ)


(4.2)

is a global diffeomorphism, where Ljfh(ξ) is the j-fold Lie derivative of h by f ,

Lfh(ξ) =
∂h

∂ξ
(ξ)f(ξ),

Ljfh(ξ) =
∂Lj−1

f h

∂ξ
(ξ)f(ξ).(4.3)

A system can be transformed globally into observable form iff it is uniformly observ-
able. The high gain observer of Gauthier, Hammouri, and Othman [8] requires that
the system be uniformly observable while our observer requires only that the system
be locally uniformly observable.

A system is locally uniformly observable at ξ0 if the mapping (4.2) is a local
diffeomorphism on a neighborhood of ξ0. A system is locally uniformly observable on
a set K if it is locally uniformly observable at every ξ0 ∈ K.
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If a system is locally uniformly observable at ξ0, then we can define new local
coordinates around ξ0:

x(ξ) =




h(ξ)
Lfh(ξ)

...
Ln−1
f h(ξ)


 .(4.4)

In these coordinates the system is in observable form (2.1) with

fn(x) = Lnfh(ξ(x)).(4.5)

Lemma 4.1. Suppose that the system (4.1) is locally uniformly observable on a
compact subset K of ξ space; then there exist an ε > 0 and constants M1 > 0,M2 > 0
such that for all ξ, ζ ∈ K, |ξ − ζ| < ε

M1|ξ − ζ| ≤ |x(ξ)− x(ζ)| ≤M2|ξ − ζ|.(4.6)

Proof. The map (4.2) is a local diffeomorphism so at any ζ ∈ K there exist
δ(ζ) > 0,M1(ζ) > 0,M2(ζ) > 0 such that

M1(ζ)|ξ1 − ξ2| ≤ |x(ξ1)− x(ξ2)| ≤M2(ζ)|ξ1 − ξ2|(4.7)

for all |ξi − ζ| < δ(ζ). Let B(ζ) denote the open ball around ζ of radius δ(ζ)/2.
These balls form an open cover of the compact set K so there exists a finite subcover
B(ζ1), . . . , B(ζk). Define

ε =
1

2
min{δ(ζ1), . . . , δ(ζk)},

M1 = min{M1(ζ1), . . . ,M1(ζk)},
M2 = max{M2(ζ1), . . . ,M2(ζk)}.

If |ξ1 − ξ2| < ε, then there exists a j such that |ξi − ζj | < δ(ζj) for i = 1, 2, so the
conclusion follows from (4.7).

The observer for (4.1) will be of the form

˙̂
ξ = f(ξ̂) + φ(ξ̂) (y − ŷ) ,

ŷ = h(ξ̂).(4.8)

Theorem 4.2. Suppose the system (4.1) is locally uniformly observable on a
compact positively invariant set K. There exists an observer (4.8) and constants M >

0, ε > 0, γ > 0 such that if ξ(0) ∈ K and |ξ(0)− ξ̂(0)| < ε, then

|ξ(t)− ξ̂(t)| < M |ξ(0)− ξ̂(0)| exp(−γt).

Proof. Notice that the mapping (4.4) is globally defined on the compact positively
invariant set K. It may fail to define global coordinates on K but it is locally one to
one and so defines valid local coordinates. In these local coordinates the system is in
observable form (2.1) and so we can proceed as in section 2. In the local x coordinates
the observer (4.8) takes the form (2.2) and the local error dynamics is given by (2.3).
It is important to note that the x variables are globally defined as are x̂, e, although
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they may be valid coordinates only locally. This allows us to construct the observer
in the x variables exactly as before and its local convergence is guaranteed by the
above lemma. The observer in the ξ coordinates is given by (4.8), where

φ(ξ̂) =

[
∂x

∂ξ
(ξ̂)

]−1

ψ(x(ξ̂)).(4.9)

Note that this does not require inverting x = x(ξ̂), but it does require inverting the

Jacobian matrix ∂x
∂ξ (ξ̂) at each ξ̂.

5. Systems with inputs. In this section we consider systems with inputs

ξ̇ = f(ξ, u),

y = h(ξ).(5.1)

The state trajectory of a system in observable form (2.1) is completely determined
by the output trajectory. The generalization of observable form to a system with
inputs is one of the form

y = x1,

ẋ1 = x2 + g1(x1, u),

ẋ2 = x3 + g2(x1, x2, u),

...

ẋn−1 = xn + gn−1(x1, . . . , xn−1, u),

ẋn = fn(x) + gn(x, u).(5.2)

Such a system is said to be uniformly observable for any input [9]. Regardless of
what input u = u(t) is chosen, the system is observable in the sense that the output
and input trajectories uniquely determine the state trajectory,

x1 = y,

x2 = ẋ1 − g1(x1, u),

x3 = ẋ2 − g2(x1, x2, u),

...

xn = ẋn−1 − gn−1(x1, . . . , xn−1, u).

We assume that the state estimate from the observer will be used in a feedback
law u = κ(x̂) to control the system. For a system that is uniformly observable for any
input (5.2), the observer will be in the following form:

˙̂x1 = x̂2 + g1(x̂1, κ(x̂)) + ψ1(x̂)(x1 − x̂1),
˙̂x2 = x̂3 + g2(x̂1, x̂2, κ(x̂)) + ψ2(x̂)(x1 − x̂1),

...(5.3)
˙̂xn−1 = x̂n + gn−1(x̂1, . . . , x̂n−1, κ(x̂)) + ψn−1(x̂)(x1 − x̂1),

˙̂xn = fn(x̂) + gn(x̂, κ(x̂)) + ψn(x̂)(x1 − x̂1).
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The error e = x− x̂ dynamics is given by

ė1 = e2 + g1(x1, κ(x̂))− g1(x̂1, κ(x̂))− ψ1(x̂)e1,

ė2 = e3 + g2(x1, x2, κ(x̂))− g2(x̂1, x̂2, κ(x̂))− ψ2(x̂)e1,

...(5.4)

ėn−1 = en + gn−1(x1, . . . , xn−1, κ(x̂))− gn−1(x̂1, . . . , x̂n−1, κ(x̂))− ψn−1(x̂)e1,

ėn = fn(x)− fn(x̂) + gn(x, κ(x̂))− gn(x̂, κ(x̂))− ψn(x̂)e1.

The observer is constructed as before; define variables z1, . . . , zn+1 by (2.13),
where the error terms are chosen so that z is a linear function of e, (2.14). The
coefficients bi,j(x̂) are given by the generalization of (2.7), (2.9), and (2.15),

b2,1 = c1 + g1,1,

b3,1 = 1 + c2(b2,1 − ψ1) + (b2,1 − ψ1)
′ + (b2,1 − ψ1)(g1,1 − ψ1) + g2,1,(5.5)

b3,2 = c2 + b2,1 + g2,2,

and for 4 ≤ i ≤ n + 1 and 2 ≤ j ≤ i− 3

bi,1 = bi−2,1 − ψi−3 + ci−1(bi−1,1 − ψi−2) + (bi−1,1 − ψi−2)
′

−
i−2∑
j=1

(bi−1,j − ψi−j−1)(ψj − gj;1) + gi−1;1,

bi,j = bi−2,j − ψi−j−2 + ci−1(bi−1,j − ψi−j−1) + (bi−1,j − ψi−j−1)
′

+ bi−1,j−1 +

i−2∑
k=j

(bi−1,k − ψi−k−1)gk;j + gi−1;j ,

bi,i−2 = 1 + ci−1(bi−1,i−2 − ψ1) + (bi−1,i−2 − ψ1)
′ + bi−1,i−3

+ (bi−1,i−2 − ψ1)gi−2;i−2 + gi−1;i−2,

bi,i−1 = ci−1 + bi−1,i−2 + gi−1;i−1,(5.6)

where

gi;j(x̂) =
∂gi
∂xj

(x̂, κ(x̂))(5.7)

and the operation ′ is defined on functions φ(x̂) by

φ′(x̂) =

n−1∑
j=1

∂φ

∂x̂j
(x̂) (x̂j+1 + gj(x̂, κ(x̂))) +

∂φ

∂x̂n
(fn(x̂) + gn(x̂, κ(x̂))) .(5.8)

Notice that as before that ′ does not involve the gains ψi and

φ′ = φ̇ + O(e).

Define

V =
1

2

n∑
i=1

z2
i ;(5.9)
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then from (2.13)

V̇ = −
n∑
i=1

ciz
2
i + znzn+1 + O(e)3.(5.10)

We choose the observer gains

ψ1 = bn+1,n + fn;n,

...

ψn−1 = bn+1,2 + fn;2,

ψn = bn+1,1 + fn;1(5.11)

so that zn+1 = 0 and

V̇ = −
n∑
i=1

ciz
2
i + O(e)3.(5.12)

A system (5.1) is said to locally uniformly observable for any input if around every
ξ0 the transformation (4.2) locally carries it to the form (5.2). For such systems the
above algorithm will yield an observer on any compact positively invariant set.

If the system is not locally uniformly observable for any input, then one can
still attempt to design the observer by the above algorithm by defining variables
z1, . . . , zn+1 by (2.13), where the error terms are chosen so that z is a linear function
of e, (2.14). The triangular structure of (2.14) will be lost so there is no guarantee
that the transformation from e to z is invertible. If it is, then the algorithm yields a
locally convergent observer.

Suppose U(x) is a Lyapunov function for the system (5.1) under full state feedback
u = κ(x),

U̇(x) =
∂U

∂x
(x)f(x, κ(x)) ≤ 0,

and suppose that the Lipschitz conditions∣∣∣∣∂U∂x (x) (f(x, u)− f(x, κ(x)))

∣∣∣∣ ≤M |u− κ(x)| ,
|κ(x)− κ(x̂)| ≤M |x− x̂|

hold for some constant M . If we are able to design an observer using the backstepping
technique, then we can choose c1 = · · · = cn = N so that U(x) + V

1
2 (e, x̂) is a

Lyapunov function for the combined system. For |e| sufficiently small by (2.21) and
(2.23),

d

dt

(
U + V

1
2

)
=

∂U

∂x
(x)f(x, κ(x̂)) +

1

2
V − 1

2 V̇

=
∂U

∂x
(x)f(x, κ(x)) + (M2 − 2−

1
2 NM1)|e| ≤ 0

if N is sufficiently large, where M1 satisfies (2.21). Hence for small initial estimation
errors, the output feedback certainty equivalence control inherits the stability of the
state feedback control.
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6. The high gain observer. In this section, we compare the high gain observer
of [8] with high gain, the same observer using low gain, and the backstepping observer.
Consider a smooth, scalar output nonlinear system in observable form:

y = x1,

ẋ1 = x2,

ẋ2 = x3,

...(6.1)

ẋn−1 = xn,

ẋn = fn(x).

The observer proposed in [8] is of the form

˙̂x1 = x̂2 + L1(y − x̂1),
˙̂x2 = x̂3 + L2(y − x̂1),

...(6.2)
˙̂xn−1 = x̂n + Ln−1(y − x̂1),

˙̂xn = fn(x̂) + Ln(y − x̂1)

with

Li =

(
n
i

)
θi,

where θ is a parameter that must be chosen “sufficiently large” to insure global
convergence—just how large is never explicitly stated. A mathematical proof of the
convergence of the high gain observer with sufficiently high gain has been given in [8]
for systems without noise. But because of the high gain even relatively small noise
can degrade the performance of the high gain observer.

Suppose the variables and functions are of order one and hence one might choose
θ to be an order of magnitude bigger, say θ = 10, so as to be “sufficiently large.” If the
system is three dimensional, then the largest gain is 1000! If the other variables are of
order one, then the right side of the observer dynamics (6.2) is completely dominated
by its gain times innovation term. The innovation is y− x̂1. If there is any observation
noise, then this is magnified by the gains in the error dynamics. For example, suppose
there is observation noise of order ε = 0.01 so the signal to noise ratio is 100—not a
bad situation. However, the noise in the gain times innovation term of the last state
is of order 10 while the state is of order 1. When x̂1 ≈ x1, the signal to noise ratio in
the observer dynamics is 0.1—hardly conducive to accurate estimation. Even if there
is no observation noise, driving noises can have similar but less dramatic effects.

Many successful applications of the high gain observer have been reported in the
literature [8], [6], [7], [9]. In most of these applications, a high gain is not actually
used. The method of Gauthier, Hammouri, and Othman [8] is used to design an
observer but the gain parameter, θ, is chosen to be relatively small. No attempt is
made to determine how large θ must be to guarantee global convergence. It appears
that the high gain observer with low gain is actually an excellent local observer and
this is why it has been successful in applications. It would nice to have a theoretical
explanation for why this is so.
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Table 6.1
Mean square errors of different observers.

State High gain Low gain Backstepping
error θ = 8 θ = 2 ci = 1

e1 1.32e-05 3.31e-06 6.27e-07
e2 6.49e-04 1.22e-05 8.93e-06
e3 4.18e-03 3.16e-05 1.15e-04

We give a simple example exhibiting this problem. Consider a three dimensional
system

y = Cx + v,(6.3)

ẋ = Ax + g(x),(6.4)

where

A =


 0 1 0

0 0 1
−6 −11 −6


 ,

C =
[

1 0 0
]
,

g(x) =


 0

0
7 sin(x2

1 + x2
2 + x2

3)


 .

There is one equilibrium at x = 0 which is asymptotically stable as the eigenvalues
of A are {−1,−2,−3}. The nonlinear term g is bounded. The observation noise v is
assumed to be small, band limited, Gaussian noise.

The observer with noise is

˙̂x = Ax̂ + g(x̂) + L(x1 − x̂1 + v),

where the observer gain is

L =


 L1

L2

L3


 =


 3θ

3θ2

θ3


 .

To estimate how large the gain parameter θ should be, we started the system at
x(0) = (0, 0, 0) and the observer at x̂(0) = (0, 0, 1). The noiseless observer did not
converge to the true value when θ = 7 but did converge when θ = 8, so we chose the
latter value. We simulated three observers with small observation noise starting from
the true state x̂(0) = x(0) = (0, 0, 0). We used white Gaussian noise of covariance
1e−04, sampled and held for 0.1 second. The first was the observer [8] with a high gain
θ = 8, the second was the observer [8] with a relatively low gain θ = 2 and the third
was the backstepping observer that is presented above with all the design parameters
ci = 1. As can be seen from Table 6.1, the high gain observer performs poorly as
compared with the low gain and backstepping observers, which are comparable in
performance. Table 6.2 contains the errors of high and low gain observers relative to
the backstepping observer.

It should be noted that in the absence of noise there is no assurance that θ = 8
is high enough so that the high gain observer converges globally or even locally. On
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Table 6.2
Relative errors of different observers.

State High gain Low gain Backstepping
error θ = 8 θ = 2 ci = 1

e1 21.0 5.3 1
e2 72.7 1.4 1
e3 36.2 0.3 1
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Fig. 1. The trajectories of Duffing’s equation.

the other hand we have proven that the backstepping observer converges locally for
any ci > 0.

One might ask how the example of [8] avoids this high gain difficulty in its the
noisy simulations. The answer is very simple: by taking small noise and θ = 1, n = 2,
it is not really high gain.

7. Examples. The design algorithm described in section 2 has been imple-
mented in MAPLE. This is applied to some examples.

7.1. Duffing’s equation. Duffing’s equation [11], [14] is

y = ξ1 +
1

2
ξ2,

ξ̇1 = ξ2,(7.1)

ξ̇2 = ξ1 − ξ3
1 .

It is a conservative system with the energy function

E(ξ) =
1

2
ξ2
2 −

1

2
ξ2
1 +

1

4
ξ4
1 .

It has three equilibrium points, ξ0 = (0, 0), ξI = (1, 0), and ξII = (−1, 0). There
are three typical trajectories (see Figure 1): one is around ξI (type I), one is around
ξII (type II), and the third one encloses all three equilibria (type III). We define
the compact positively invariant region K to be the area enclosed by a trajectory of
type III. The system is locally uniformly observable on R

2. The observation function,
h(ξ) = ξ1 + 1

2ξ2, was chosen so that the system is not in observable form. The system
can be transformed globally into observable form but cannot be transformed into the



LOCALLY CONVERGENT NONLINEAR OBSERVERS 173

0 0.5 1 1.5
−1

−0.5

0

0.5

1

x1

x2

a

0 5 10
−1

−0.5

0

0.5

1

t

er
ro

r

b

Fig. 2. Estimation of trajectory of type I for Duffing’s equation.
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Fig. 3. Estimation of trajectory of type II for Duffing’s equation.

observer form by output injection and change of coordinates [17]. When c1 = c2 = 1,
the observer gain is

φ1(ξ̂) = −−2− 14 ξ̂2
1 − 14 ξ̂4

1 − 8 ξ̂1ξ̂2 − 8 ξ̂3
1 ξ̂2 − 4 ξ̂2

2 + 12 ξ̂2
2 ξ̂

2
1 − 2 ξ̂6

1

3
(
1 + ξ̂2

1

)3 ,

φ2(ξ̂) =
8 + 8 ξ̂2

1 + 8 ξ̂4
1 − 4 ξ̂1ξ̂2 + 8 ξ̂3

1 ξ̂2 + 8 ξ̂6
1 + 12 ξ̂5

1 ξ̂2 − 8 ξ̂2
2 + 24 ξ̂2

2 ξ̂
2
1

3
(
1 + ξ̂2

1

)3 .

Three simulations of the system and the backstepping observer are shown in
Figures 2, 3, and 4 for trajectory types I, II, and III. Notice that all the simulations
use the same observer with the same gain and the same initial estimate but different
initial states. The state trajectories are of different types around different equilibrium
points.

The solid and dotted curves in Figures 2a, 3a, and 4a are the graphs of the
trajectories of the system and the observer. The curves in Figures 2b, 3b, and 4b
show the errors e1 = ξ1 − ξ̂1 and e2 = ξ2 − ξ̂2.

7.2. Homoclinic bifurcation. The backstepping approach can be used to de-
sign observers for systems with parameters. Such systems can undergo bifurcations.
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Fig. 4. Estimation of trajectory of type III for Duffing’s equation.
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Fig. 5. The homoclinic bifurcation.

Consider the following system from [11]:

y = ξ1,

ξ̇1 = 2ξ2,(7.2)

ξ̇2 = 2ξ1 − 3ξ2
1 − ξ2(ξ

3
1 − ξ2

1 + ξ2
2 − µ).

The system depends on a parameter c. For all values of the parameter, there is a
saddle at (0, 0) with one stable and one unstable direction and an unstable source
at (2/3, 0). For −4/27 < µ < 0, there is an asymptotically stable periodic orbit
around the unstable source. At µ = 0, the periodic orbit becomes a homoclinic orbit
consisting of branches of the stable and unstable manifolds of the saddle. For µ > 0,
there are no periodic orbits nearby (see Figure 5). For µ < 0 we can find a compact
positively invariant set K containing the attracting limit cycle, and for µ = 0 we can
take as K the compact set consisting of the homoclinic orbit and it interior. Because
of the parameter µ, (7.2) represents a family of systems. However, the computational
algorithm for the observer gain is implemented symbolically and µ can be treated as
a parameter in the observer. Notice the construction of the observer does not depend
on K.
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Fig. 6. Estimation around the periodic solution with µ = −0.1.
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Fig. 7. Initial state and estimate inside the homoclinic loop with µ = 0.

If we set c1 = c2 = 1, the observer gains are

φ1(ξ̂) = 2− ξ̂3
1 + ξ̂2

1 − 3 ξ̂2
2 + µ,

φ2(ξ̂) = 6 ξ̂2ξ̂1 − 6 ξ̂1 + ξ̂2
1 − ξ̂3

1 − 3 ξ̂2
2 + µ

+
3 ξ̂4

2

2
+

ξ̂6
1

2
− ξ̂5

1 +
ξ̂4
1

2
− ξ̂3

1µ + ξ̂2
1µ +

µ2

2
− 9 ξ̂2ξ̂

2
1 + 3.

The performance of the observer for µ = −0.1 and µ = 0 are shown in Figures
6, 7, and 8. In Figures 6a, 7a, and 8a the trajectories of (7.2) (solid curves) and
the trajectories of the observer (dotted curves) are shown. The estimation error is
plotted in Figures 6b, 7b, and 8b. Notice that, in Figure 8, the state starts inside the
homoclinic orbit, the estimate starts outside where the system is unstable, and the
observer still converges.

8. Conclusion. We have presented a method for designing observers for non-
linear systems based on the backstepping. The method is broadly applicable and the
observer error exponentially converges to zero provided the initial error is not too
large. It is applicable to a slightly broader class of systems than the high gain ob-
server of Gauthier, Hammouri, and Othman [8] but differs in that the gain is not high
and the convergence is only local. The method is easily implemented in a symbolic
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Fig. 8. Initial state inside the homoclinic loop and initial estimate outside the homoclinic loop
with µ = 0.

computational package such as MAPLE.
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Abstract. Part II continues the development of policy synthesis techniques for multiclass queue-
ing networks based upon a linear fluid model. The following are shown:

(i) A relaxation of the fluid model based on workload leads to an optimization problem of
lower dimension. An analogous workload-relaxation is introduced for the stochastic model. These
relaxed control problems admit pointwise optimal solutions in many instances.

(ii) A translation to the original fluid model is almost optimal, with vanishing relative error
as the network load ρ approaches one. It is pointwise optimal after a short transient period, provided
a pointwise optimal solution exists for the relaxed control problem.

(iii) A translation of the optimal policy for the fluid model provides a policy for the stochastic
network model that is almost optimal in heavy traffic, over all solutions to the relaxed stochastic
model, again with vanishing relative error. The regret is of order | log(1− ρ)|.
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1. Introduction. Variability in a queueing system may have significant impact
on performance. Kingman’s bound implies that in heavy traffic, when the load ρ is
close to unity, even small variations in service times or interarrival times can lead
to long delays [3]. This is one reason for the much-publicized difficulties in the air-
traffic, highway, and power industries, where real-life networks in heavy traffic are
experienced each day by pilots, passengers, and home-owners (see, e.g., [45, 5]).

Variability often plays a smaller role in relative performance in network models,
when comparing two candidate policies for network regulation (although this depends
upon the specific network topology and the performance metric under consideration).
For this reason, variability often plays a minor role in many aspects of network design
and analysis. Stability of a network under a particular policy is determined by first
order statistics (mean arrival and service rates and routing probabilities), except in
pathological examples [8, 10, 9, 34, 36]. Part I primarily concerns policy synthesis in
queueing networks. It is shown that robustly stabilizing policies can be constructed
by appropriately translating a policy for the associated linear fluid model, which is
defined only by first order statistics (see [36] for a bibliography).

This paper continues the development of part I. We focus primarily on policy
synthesis and network optimization because of the intrinsic importance of these issues,
and because it is likely that a deeper understanding will lead to improved methods
for addressing many other issues in design, such as performance approximation and
network planning. Among the issues not addressed in [36, 35] are the following:

(i) The role of variability in design. It is known that an understanding of
variability is important in the determination of safety stocks to prevent unwanted
idleness. Is this the only use of high order statistical information in policy synthesis?
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(ii) Complexity management. For example, is it possible to construct optimal
policies for the fluid model when the network is large?

(iii) Performance validation. Will a translation lead to an optimal allocation for
the physical network?
Some answers to these questions are provided here.

A series of recent papers in the stochastic network literature show that a combi-
nation of “resource pooling” and “state space collapse” occur in heavy traffic, where
ρ ∼ 1 [38, 39, 43, 29, 25, 4]. See also the recent monographs [6, 30]. State space col-
lapse can transform a network with hundreds of buffers into a far simpler model that
retains most of the essential information required for the design of efficient policies.
All of these prior results are based on a reflected Brownian motion (RBM) model to
approximate the network of interest. This approach is not pursued here for several
reasons: Technicalities arising in a proof of weak convergence to an RBM model are
avoided, and as pointed out in part I, it is not necessary to assume that the net-
work is balanced (i.e., loads at all stations are comparable). This allows significantly
greater flexibility in modelling. In this paper we also find that the “Brownian motion
scaling” may wash away too many details. By avoiding any scaling, relative bounds
on performance are obtained that are far stronger than reported previously in any
examples.

As in part I, the primary model considered here is the linear fluid model (2.5). One
of the main contributions of the present paper is to introduce a workload-relaxation
of the fluid model that may be viewed as a generalization of state space collapse, as
formulated in the aforementioned references. The significant model reduction obtained
in a workload-relaxation provides a framework for addressing many aspects of (i)–(iii).

We show in particular that very strong solidarity exists between respective optimal
control solutions. Let c denote a norm on the state space of buffer-levels X := R

�
+—in

the results below we eventually specialize to piecewise linear functions on X. Suppose
that Q is any queue length process evolving on X defined by some admissible policy.
Kingman’s bound will then give a steady-state bound of the form

E[c(Q(t))] ≥ O
( 1

1− ρ

)
.

Suppose that Q◦ is the process on X obtained through tracking the optimal fluid
model trajectories, as described below. Under general geometric conditions (includ-
ing uniqueness of solutions to the fluid-model optimal-control problem), we show in
Theorem 4.3 that Q◦ is approximately optimal, with logarithmic regret : as ρ ↑ 1,

1

T

∫ T

0

c(Q◦(t;x)) dt ≤ 1

T

∫ T

0

c(Q(t;x)) dt + O(log
((

1− ρ)−1
))

, 0 ≤ T ≤ 1

(1− ρ)3
,

where Q is any other solution. We also find that no formulation of sample-path
optimality is feasible in heavy traffic under complementary geometric conditions.
Consequently, extensions of the results reported here require comparison of a mean-
performance metric, rather than sample path bounds (see [7] for recent results in this
direction).

The remainder of the paper is organized as follows. Section 2 provides a descrip-
tion of a stochastic network model and the linear fluid model. A reduced order model
based on “workload-relaxation” is developed in section 3, and optimal policies for the
relaxation are constructed.
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Section 4 concerns models in heavy traffic, where ρ ∼ 1. A policy is constructed
based on a translation of the optimal solution to the relaxed fluid-model optimal-
control problem. It is shown that this translation is almost optimal for the original
fluid model, with bounded error as the system load approaches unity. When a reflected
Brownian motion limit exists in heavy traffic, then this “state space collapse” coincides
with that observed in the aforementioned references. Similar results hold for a general
stochastic model: it is shown that this policy is approximately optimal for a stochastic
model, with logarithmic regret, over all solutions to a relaxation of the associated
stochastic optimal-control problem.

Section 5 contains conclusions and poses various possible extensions.

2. Models and control. As in [36], this paper is based on a stochastic, bursty
model, and a linear fluid model that may be interpreted as a scaled version of its
bursty counterpart.

2.1. The stochastic model. The network model described here is a version of
the stochastic processing network developed in [23, 24]. We denote by Q the stochastic
process evolving on X = R

�
+ whose components indicate buffer levels for the stochastic

network model. For example, the network shown in Figure 1 is a simple manufacturing
model in which � = 16, and four of these buffers are virtual, corresponding to backlog
or excess inventory.

For a given initial condition Q(0;x) = x ∈ X the dynamics of Q are expressed

Q(t;x) = x− S(Z(t;x)) + R(Z(t;x)) + A(t), t ≥ 0.(2.1)

The vector-valued stochastic process Z is the allocation (or control) evolving on R
�u
+

for some integer �u. The ith component Zi(t;x) gives the cumulative time that the
activity i has run up to time t, 1 ≤ i ≤ �u. Activities may include a combination
of sequencing of various jobs at a particular station and routing those jobs to other
stations once service is completed. Several examples are given in [36].
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 1

S
ta
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2d

1d

λ2

λ1

Fig. 1. A network with many buffers, controlled routing, uncontrolled routing, multiple de-
mands, and virtual buffers.
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The allocation rates are subject to linear constraints

Z(t;x)− Z(s;x) ≥ θ , C[Z(t;x)− Z(s;x)] ≤ [t− s]1 , t ≥ s ≥ 0,(2.2)

where the constituency matrix C is an �m × �u matrix with binary entries; θ is a
vector of zeros; and 1 is a vector of ones. The ith resource Ri is defined to be the set
of activities j such that Cij = 1. The constraint (2.2) expresses the condition that
resources are shared, and they are limited.

The process A may denote a combination of exogenous arrivals to the network
and exogenous demands for materials from the network. The function S( · ) repre-
sents possibly random service times, and the function R( · ) represents the effects of
a combination of possibly uncontrolled, possibly random routing and random service
times.

Specific statistical assumptions on {A,R,S} are given in section 4.2 where the
stochastic model is considered in detail. Many of the variables {Ai( · ), Ri( · ), Si( · )}
will be null in general, and they are typically highly correlated.

The average-cost optimization problem is concerned with minimizing the long-run
average cost,

Γ(x) = lim sup
T→∞

E
[ 1

T

∫ T

0

c(Q(t;x)) dt
]
,(2.3)

subject to the constraints given above, where c : R
� → R+ is a convex function that

vanishes only at the origin. In section 4.2 we consider generalizations in which c( · ) is
also a function of Z. In this case the cost function may be chosen to reflect the desire
to maximize utilization of some resources, while minimizing utilization of others.

It is clear that an exact optimal solution to (2.3) will not be found except in very
special cases.

2.2. The linear fluid model. Assumption S, to be imposed in section 4.2,
implies that the law of large numbers holds: For some � × �u matrix B, a vector
α ∈ R

�
+, and any z ∈ R

�u
+ ,

Bz = lim
T→∞

1

T

∫ T

0

[−S(zt) + R(zt)] dt, α = lim
T→∞

1

T

∫ T

0

A(t) dt .(2.4)

This provided motivation in [36] for the fluid analogue of (2.1) given by

q(t;x) = x + Bz(t;x) + αt, t ≥ 0.

The vector ζ(t;x) = d
dtz (t;x) denotes allocation rates, and q(t;x) is a vector of buffer

levels. This is also expressed as the controlled, linear ordinary differential equation

d

dt
q(t;x) = Bζ(t;x) + α , t ≥ 0 , q(0;x) = x ,(2.5)

where throughout the paper the symbol “ d
dt” denotes a right derivative.

It is convenient to envision (2.5) as a differential inclusion:
(i) The state q is constrained to evolve in the polyhedron X = R

�
+.

(ii) The allocation rates ζ evolve in a polyhedron U ⊆ R
�u
+ , defined by

U := {ζ ∈ R
�u : ζ ≥ θ, Cζ ≤ 1}.
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(iii) The velocity d
dtq is constrained to lie in the polyhedron

V := {v = Bζ + α : ζ ∈ U}.

The assumptions below imply that the network can be controlled so that, starting
empty, it will remain empty. This means that V contains the origin, or equivalently,
there exists at least one solution ζss ∈ U to the equilibrium equation

Bζss = −α.

Section 2.3 is concerned with the existence of equilibria and simple formulations of
optimality for ζss.

Two dynamic optimization problems are singled out because of their mathemat-
ical and economic interest:

Time-optimal control. For any initial condition q(0) = x, find an allocation z
that minimizes

T (x) = min{t : q(t;x) = θ}.

The minimal draining time is denoted T ∗(x), with the convention that the
minimum over an empty set is interpreted as infinity.

Total-cost optimal control. For any initial condition q(0) = x, find an allocation
z that minimizes

J(x) =

∫ T

0

c(q(t;x)) dt .(2.6)

We consider primarily the infinite-horizon case in which T = ∞, and in this
case we let J∗ denote the “optimal cost” (i.e., the infimum over all policies).

The fluid model is called stabilizable if T ∗(x) < ∞ for all x ∈ X. If the model is
stabilizable, then there exists a time-optimal allocation that is linear. For any x ∈ X,
if z is any time-optimal allocation, then we write

ζ◦ =
z(T ∗(x);x)

T ∗(x)
∈ U.(2.7)

The allocation z◦(t;x) = tζ◦, 0 ≤ t ≤ T ∗(x), is evidently feasible and time-optimal.
This linear policy and stochastic translations are considered in [11], and generaliza-
tions are treated in [17, 14].

The infinite-horizon cost criterion is more closely aligned with the average-cost
optimization problem. Computing J∗ and an optimal allocation z∗ can be formu-
lated as an infinite-dimensional linear program when the cost c is piecewise linear
[37]. Algorithms are available that solve this control problem for models of moderate
complexity [32, 42].

In the remainder of the paper we take c to be piecewise linear, of the form

c(x) = max
1≤i≤�c

〈ci, x〉, x ∈ R
�,(2.8)

where 〈 · , · 〉 denotes the usual inner product on R
�. We can approximate any norm

on R
� through an appropriate choice of {ci} ⊂ R

�. A lower bound on performance,
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at a specific time t, given a specific initial condition x ∈ X, is found by solving the
linear program

min γ

subject to γ ≥ 〈ci, y〉, 1 ≤ i ≤ �c,
y = x + Bz + αt,

Cz ≤ t1,
y, z ≥ θ .

(2.9)

We denote the value of this linear program by c∗(t;x). A feasible state trajectory
q∗ starting from x is called pointwise optimal if c(q∗(t;x)) = c∗(t;x) for every t.
A pointwise optimal trajectory is always time-optimal, and it is also greedy : The
derivative d

dtc(q(t;x)) is minimized over all allocation rates at each time t.
It is rare to find a model for which a pointwise optimal solution exists from each

initial condition. However, in section 3 general conditions are formulated which ensure
that c(q∗(t;x)) = c∗(t;x) for all t following a short transient period.

A first step towards optimization is stabilizability: When are T ∗ and J∗ finite-
valued? What is the network load?

2.3. Capacity and time-optimal control. If the fluid model is stabilizable,
then the origin is an equilibrium for the model, which means that θ ∈ V. We let
Uss denote the set of all allocation rates that achieve this: Uss = {ζ : Bζ + α = θ}.
In the classical scheduling problem there is a unique activity associated with each
buffer. This implies that the matrix B is square, and stabilizability ensures that B is
full-rank. It then follows that Uss contains a unique vector of steady-state allocation
rates given by ζss :=−B−1α. We then define the vector load by

ρ = (ρ1, . . . , ρ�)
T = −CB−1α = Cζss,(2.10)

and the system load is the maximum, ρ = maxi ρi.
In other models the matrix B may not be square. The set of equilibrium rates

Uss may be large, and some may impose a greater “load” on the system than others.
The following is taken from [23], following [29, 22]. The network load ρ is defined as
the solution to the linear program

min ρ

subject to Bζ + α = θ,
Cζ ≤ ρ1,
ζ ≥ θ.

(2.11)

The idea is that we consider all allocation rates ζss that provide an equilibrium and
choose among these the one that has minimal overall impact on the system in the
sense that maxi[Cζss]i is smallest.

Closely related is the linear program defining the minimal draining time

min T
subject to x + Bz + αT = θ,

Cz ≤ T1,
z ≥ θ ,

(2.12)

where x ∈ R
� is given. The value of this linear program is equal to T ∗(x).
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We let W ∗(x) denote the minimum time to drain the fluid model for an arrival-
free model where α = θ. The definition of load is thus motivated by considering
the fluid model (2.5) without arrivals: on comparing (2.12) and (2.11) it is seen that
ρ = W ∗(α). Thus, if α units of material arrives at the network in one second, the
system load is the amount of time required to clear this material, given that no other
material arrives.

Alternative representations for the minimal emptying times are found through a
representation of the velocity set V. Let V0 denote the velocity set for the arrival-free
model:

V0 := {v − α : v ∈ V} = {Bζ : ζ ∈ U} .(2.13)

Theorem 2.1. The sets V0, V are described by the intersection of half-spaces:
There exists a set of vectors {ξi : 1 ≤ i ≤ �v} ⊂ R

�v , for some minimal integer �v ≥ 1,
and binary values {bi : 1 ≤ i ≤ �v} ⊂ {0, 1} such that the following hold:

V0 = {v : 〈ξi, v〉 ≥ −bi, 1 ≤ i ≤ �v},(2.14)

V = {v : 〈ξi, v〉 ≥ −(bi − ρi), 1 ≤ i ≤ �v} ,(2.15)

where in (2.15) we set ρi = 〈ξi, α〉 for 1 ≤ i ≤ �v.
Proof. The representation V0 in (2.14) follows from the fact that it is a polyhedral

subset of R
� containing the origin. The representation for V then follows from the

formula V = {v + α : v ∈ V0} and the definition of {ρi}.
The vector ξi is called a workload vector if bi �= 0. We denote by �r the number

of distinct workload vectors.
For a given α ∈ R

�
+ we assume that the vectors {ξi} are ordered so that ρ1 ≥ · · · ≥

ρ�v . Provided the linear program defining ρ is feasible, we see from Theorem 2.2(ii)
that, under this ordering, the set of workload vectors is given by {ξi : 1 ≤ i ≤ �r} and
that the system load defined in (2.11) is equal to ρ1.

Theorem 2.2. The following hold for the model (2.5), for any given α ∈ R
�
+,

x ∈ X:
(i) If 〈ξi, x〉 > 0 for some i > �r, then W ∗(x) = ∞. Otherwise, the minimal

emptying time for the arrival-free model is finite and given by

W ∗(x) = max
1≤i≤�r

〈ξi, x〉 .

(ii) Suppose that the constraint set in the linear program (2.11) is nonempty.
Then, ρi ≤ 0 for i > �r, and the system load can be expressed as

ρ = W ∗(α) = max
1≤i≤�r

ρi .

(iii) If 〈ξi, x〉 > 0 and ρi ≥ 0 for some i > �r, then T ∗(x) = ∞. Otherwise,
provided ρ < 1, the minimal emptying time T ∗ is finite and given by

T ∗(x) = max
1≤i≤�v

〈ξi, x〉
bi − ρi

.

(iv) The model is stabilizable if ρ < 1, and ρi < 0 for i > �r. The second
condition is automatic if the arrival-free model is stabilizable.
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Proof. Part (i) follows from Theorem 2.1: for x �= θ, provided W ∗(x) <∞,

W ∗(x) = min(T > 0 : −T−1x ∈ V0)

= min(T > 0 : 〈ξi,−T−1x〉 ≥ bi, 1 ≤ i ≤ �v)

= min(T > 0 : 〈ξi, x〉 ≤ biT, 1 ≤ i ≤ �v).

Recall that bi = 0 for i > �r. If for some such i we have 〈ξi, x〉 > 0, then we see
that the constraint set in the minimization is infeasible, and we conclude that W ∗(x)
cannot be finite. Conversely, if 〈ξi, x〉 ≤ 0 for i > �r, then the equation above gives
the desired representation for W ∗. This establishes (i), and (iii) follows similarly using
the definition ρi := 〈ξi, α〉.

The proof of (ii) follows from (i) and the representation ρ = W ∗(α), and result
(iv) follows directly from (iii).

The workload vectors may be interpreted as Lagrange multipliers since they define
sensitivity of the optimal draining time with respect to the initial condition x. The
following results provide further interpretations. For a given x ∈ R

�, consider the
dual of the linear program (2.12)

max 〈ξ, x〉
subject to BTξ + CTη ≥ θ,

−αTξ + 1T
η ≤ 1,
η ≥ θ.

(2.16)

On considering the extreme points of (2.16), we may express the value of this linear
program as a piecewise linear function on the domain {x ∈ R

� : T ∗(x) <∞}. Apply-
ing Theorem 2.2, we see that these correspond to the vectors {ξi : 1 ≤ i ≤ �r} used
in the representation of the sets V and V0.

In view of this solidarity we denote by {(ξi, ηi) : 1 ≤ i ≤ �r} the nonzero extreme
points of the constraint set in (2.16) when α = θ. For each i we have ξi ∈ R

�, ηi ∈ R
�m
+ .

An interpretation of the vectors {ηi} is provided in the following proposition.
Proposition 2.3. Consider the linear program (2.16) with α = θ. If (ξ, η) is an

extreme point in the constraint set satisfying ξ �= θ, then η ∈ R
�m
+ satisfies 〈1, η〉 = 1.

Consequently, for any 1 ≤ i ≤ �r we may interpret the vector ηi as a probability
distribution on the resources {1, . . . , �m}.

Proof. Suppose that (ξ, η) is any feasible pair with 0 ≤ 〈1, η〉 < 1, and ξ �= θ.
Then (γξ, γη) is also feasible for any 0 < γ < 〈1, η〉−1, which implies that (ξ, η)
cannot be an extreme point.

The workload process is defined on a fluid scale by

w(t;x) = Ξq(t;x), t ≥ 0, x ∈ X,(2.17)

where Ξ denotes the �r × � matrix whose ith row is given by ξi
T
.

Proposition 2.4. The following lower bounds hold:

(i) 〈ξi, Bζ〉 ≥ −bi, ζ ∈ U, 1 ≤ i ≤ �v;

(ii)
d

dt
wi(t;x) ≥ −(1− ρi), t ≥ 0, 1 ≤ i ≤ �r.

Proof. For (i), note that v0 := Bζ is a generic element of V0, so the result follows
from the representation of V0 in Theorem 2.1. As for (ii), observe that

d

dt
wi = 〈ξi, v〉 ,
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where v := Bζ + α is a generic element of V. This and Theorem 2.1 again imply the
result since bi = 1 for 1 ≤ i ≤ �r.

We define the ith set of pooled-resources by

R◦
i := {j ≤ �m : ηij > 0} , 1 ≤ i ≤ �r .

Resource j is called a bottleneck if j ∈ R◦
i for some i ≤ �r, and ρi = ρ. The following

result provides motivation for this terminology.
Proposition 2.5. For any 1 ≤ i ≤ �r, and any ζ ∈ U, the following are

equivalent:
(i) 〈ξi, Bζ〉 = −1,
(ii) (Cζ)j = 1 for all j ∈ R◦

i , and ζ satisfies the complementary slackness
condition

ζj > 0 =⇒ [BTξi + CTηi]j = 0 .

Proof. Suppose that (i) holds. Then we may multiply ζT times the constraint
BTξ + CTη ≥ θ in (2.16) to obtain the bound

−1 + 〈ηi, Cζ〉 = 〈ξi, Bζ〉+ 〈ηi, Cζ〉 = 〈ζ, [BTξi + CTηi]〉 ≥ 0 ,

and it follows that 〈ηi, Cζ〉 ≥ 1. Since the reverse inequality also holds when ζ ∈ U,
we must have equality:

−1 + 〈ηi, Cζ〉 = 〈ζ, [BTξi + CTηi]〉 = 0 .(2.18)

In fact, since ηi is a probability distribution on {1, . . . , �u} and Cζ ≤ 1, the equality
(2.18) implies that (Cζ)j = 1 for all j ∈ R◦

i . The equation (2.18) also implies the

complementary slackness condition in (ii) since [BTξi + CTηi] ≥ θ, and ζ ∈ R
�m
+ .

Conversely, if (ii) holds, then the complementary slackness condition implies the
identity, 〈ξi, Bζ〉 + 〈ηi, Cζ〉 = 〈ζ, [BTξi + CTηi]〉 = 0. This combined with the as-
sumption in (ii) that (Cζ)j = 1 whenever j ∈ R◦

i (equivalently 〈ηi, Cζ〉 = 1) gives (i)
immediately.

The workload vectors allow us to define “hot spots” in the network and give some
intuition about the structure of good policies. Suppose that at time t the state takes
the value q(t;x) = y. The ith pooled-resource is a dynamic bottleneck at time t if

T ∗(y) = 〈ξi, y〉/(1− ρi).

An ordinary resource j is called a dynamic bottleneck at time t if j ∈ R◦
i for some

1 ≤ i ≤ �r, and pooled-resource i is a dynamic bottleneck. We say that the ith
pooled-resource is working at capacity at time t if 〈ξi, Bζ(t)〉 = −1.

The following is then immediate from Proposition 2.4, Proposition 2.5, and The-
orem 2.2.

Theorem 2.6. Suppose that q is any solution to the fluid-model equations (2.5)
starting at x ∈ X.

(i) If q is time-optimal (so that q(t;x) = θ for t ≥ T ∗(x)), then each dynamic-
bottleneck pooled-resource is working at capacity for each t < T ∗(x).

(ii) If each dynamic-bottleneck pooled-resource works at capacity for t < T ∗(x),
then the state trajectory q is time-optimal.
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3. The relaxed control problem. We introduce here a relaxation of the optimal-
control problem (2.6). The main idea is that, for the purposes of control, only a few
of the workload vectors impose serious constraints. A much simpler optimal control
problem is obtained by relaxing those constraints corresponding to relatively small
load.

3.1. Almost-equivalent workload formulation. For arbitrary 1 ≤ n ≤ �r,
the nth relaxation of (2.5) is defined as follows. As before, the state space X is taken
as R

�
+, but the velocity set is given by

V̂ =
{
v : 〈ξi, v〉 ≥ −(1− ρi), 1 ≤ i ≤ n

}
.

An application of Theorem 2.1 establishes the inclusion V ⊂ V̂. It is assumed through-
out that {ξi : 1 ≤ i ≤ n} are linearly independent vectors.

We denote by q̂ any feasible state trajectory:

q̂(0;x) = x, q̂(t;x) ∈ X, and
q(t;x)− q(s;x)

t− s
∈ V̂, 0 ≤ s < t.(3.1)

The nth relaxation may also be described in a form analogous to (2.5):

d

dt
q̂(t;x) = Bζ̂(t;x) + α , t ≥ 0 , q̂(0;x) = x .(3.2)

The allocation rates in (3.2) are subject to the constraints

ζ̂(t;x) ∈ Û := {ζ ∈ R
�u : Ĉζ ≤ 1} ,

where Ĉ :=−Ξ̂B, and Ξ̂ denotes the n× � matrix

Ξ̂ = [ξ1 | · · · | ξn]T.(3.3)

The equivalence of the representations (3.1) and (3.2) follows from Propositions 2.4

and 2.5. The matrix Ĉ may be viewed as a constituency matrix for the fluid model
(3.2).

If n � �r, then the behavior of this system may be entirely unnatural since
so many constraints have been removed. We show in section 4 that this error can
be bounded when considering optimal-control solutions for the fluid model. Related
results are obtained for the stochastic model in section 4.2. Such solidarity requires
that n ≥ 1 be chosen sufficiently large, but in many examples this is significantly
smaller than �r.

Our goal remains the same: We wish to minimize, over all feasible state trajecto-
ries, the infinite-horizon cost

Ĵ(x) =

∫ ∞

0

c(q̂(t;x)) dt, x ∈ X.(3.4)

Procedures for translation of an optimal allocation ẑ∗ to both the original fluid model
and to the stochastic model (2.1) are treated in sections 4.1 and 4.2, respectively.

In analogy with (2.17), the workload process for this model is given by

ŵ(t;x) = Ξ̂q̂(t;x), t ≥ 0.
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For all 1 ≤ i ≤ n we retain the simple constraint

d

dt
ŵi(t;x) ≥ −(1− ρi) , t ≥ 0 .(3.5)

These constraints are decoupled under our assumption that the workload vectors are
linearly independent. However, the workload process is also constrained to the set

Ŵ := {Ξ̂x : x ∈ X} .(3.6)

The set Ŵ ⊆ R
n is a convex cone since X = R

�
+. In general, Ŵ �⊆ R

n
+ since elements

of a workload vector w ∈ Ŵ may have negative entries.
Two states x, y ∈ X are called exchangeable if Ξ̂(x − y) = θ. Letting T̂ ∗(x, y)

denote the optimal time to travel from x to y,

T̂ ∗(x, y) =
(

max
1≤i≤n

〈ξi, x− y〉
1− ρi

)+

,

we see that T̂ ∗(x, y) = T̂ ∗(y, x) = 0 when x and y are exchangeable.
If one is interested in optimal control, then of course one will never stay in a state

x if there exists an exchangeable state y with lower cost. Hence an optimal trajectory
q̂∗ can always be chosen so that it takes values in

X̂ =
{
x ∈ X : c(x) ≤ c(y) whenever Ξ̂x = Ξ̂y

}
.

This is an example of state space collapse as described in the introduction.
This reasoning leads to the following definitions:

(i) The effective cost c̄ : Ŵ → R+ is defined for any w ∈ Ŵ as the value of the
linear program

min γ

subject to γ ≥ 〈ci, x〉, 1 ≤ i ≤ �c,

Ξ̂x = w,
x ∈ X ,

(3.7)

where {ci} are the components of the cost function given in (2.8). The effective cost
is piecewise linear:

c̄(w) = max
i
〈c̄i, w〉, w ∈ Ŵ ,(3.8)

where {c̄i} ∈ R
n are the extreme points obtained in the dual of (3.7).

(ii) For any w ∈ Ŵ, the effective state X ∗(w) is defined to be the vector x ∈ X̂
that minimizes the linear program (3.7):

X ∗(w) = arg min
x∈X

(
c(x) : Ξ̂x = w

)
.(3.9)

(iii) For any x ∈ X, the optimal exchangeable state P∗(x) ∈ X̂ is defined via

P∗(x) = X ∗(Ξ̂x).(3.10)
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The function X ∗ may not be uniquely defined, but it is chosen to be a continuous
map from Ŵ to X̂. This is always possible by restricting to basic feasible solutions in
(3.7) to obtain a piecewise linear function of x.

Let Ŵ+ ⊂ R
n denote the closed, positive cone

Ŵ+ = {w ∈ Ŵ : c̄(w) ≤ c̄(w′) whenever w′ ≥ w,w′ ∈ Ŵ}.(3.11)

The function c̄ : Ŵ→ R+ is called monotone if Ŵ+ = Ŵ and Ŵ ⊆ R
n
+.

Let q̂∗( · ;x) denote an optimal trajectory for the relaxed control problem with
initial condition x, and let ŵ∗( · ;x) denote the corresponding workload process. By
optimality we have the equivalence

c(q̂∗(t;x)) = c̄(ŵ∗(t;x)), t ≥ 0.

Proposition 3.1. Suppose that the nth relaxation is stabilizable. Then, the
optimal trajectory q̂∗ can be chosen so that for any initial condition x ∈ X,

(i) c(q̂∗(t;x)) is decreasing, convex, and piecewise linear,
(ii) both q̂∗ and ŵ∗ are piecewise linear and continuous on (0,∞).

Proof. The proof of (i) is identical to the result for the original network model
(see [36, Proposition 5]).

To see (ii), consider first the workload process. By convexity, c̄(ŵ∗(t;x)) can be
discontinuous only at t = 0. Moreover, we may assume that ŵ∗ is linear on each of
the open intervals (Ti, Ti+1), 1 ≤ i ≤ m − 1, where {Ti} denotes the times at which
d
dtc(q̂

∗(t;x)) is discontinuous, with T0 = 0, Tm =∞.
We now show that, without any loss of generality, the trajectory ŵ∗ can be taken

to be continuous on (0,∞). Consider the second time-interval [T1, T2]. We consider
the linear path on this interval given by

ŵ◦(t) = ŵ∗(T1−;x) +
t− T1

T2 − T1

[
ŵ∗(T2−;x)− ŵ∗(T1−;x)

]
, T1 < t < T2.

The identity c̄(ŵ◦(t)) = c̄(ŵ∗(t;x)) holds on this interval since c̄(ŵ∗(T1−;x)) =
c̄(ŵ∗(T1+;x)).

The trajectory ŵ◦ is feasible, and we can thus redefine ŵ∗ on (0, T2) so that it
is continuous. This procedure can be continued on each interval to form an optimal
solution that is continuous on (0,∞).

To show that q̂∗ can also be taken as continuous, choose q̂∗(t;x) = X ∗(ŵ∗(t;x)),
t > 0.

3.2. One-dimensional workload. The workload process for the relaxed con-
trol problem frequently admits an identifiable optimal solution, and in many instances
this solution is pointwise optimal.

In the one-dimensional case the matrix Ξ̂ is a row vector, Ξ̂ = ξ1T. Provided
ρ = ρ1 < 1, the minimal draining time is given by

T̂ ∗(x) =
max(0, 〈ξ1, x〉)

1− ρ1
, x ∈ X.

The following results follow from linearity of T̂ ∗ and radial homogeneity of the cost
function.
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Proposition 3.2. The following hold for the one-dimensional relaxation for any
piecewise linear cost function:

(i) The velocity set V̂ is the half space

V̂ = {v : 〈ξ1, v〉 ≥ −(1− ρ)}.
(ii) The effective cost c̄ and the lifting map X ∗ are linear functions of w, for

w ≥ 0. Hence, letting x∗ = X ∗(1), the following hold for any w ≥ 0 and any x ∈ X
satisfying 〈ξ1, x〉 ≥ 0:

c̄(w) = wc(x∗), X ∗(w) = wx∗, P∗(x) = 〈ξ1, x〉x∗ .

(iii) For any x ∈ X satisfying 〈ξ1, x〉 ≥ 0, an optimal state trajectory is given by

q̂∗(t;x) = P∗(x)
( T̂ ∗(x)− t

T̂ ∗(x)

)
, 0 < t ≤ T̂ ∗(x).

(iv) If the initial condition x ∈ X satisfies 〈ξ1, x〉 ≤ 0, then an optimal solution
is given by q̂∗(t;x) = θ for t > 0.

Proposition 3.3 shows that the solution in (iii) is pointwise optimal.
Proposition 3.3. Consider the relaxed control problem with n = 1. For any

monotone, convex cost function c : X → R+ and any initial condition, there exists a
pointwise optimal allocation.

Proof. Let x ∈ X be given. If 〈ξ1, x〉 ≤ 0, then q̂∗(t;x) = θ for all t > 0. This is a
pointwise optimal solution.

The proof is by comparison when 〈ξ1, x〉 > 0. Let x∗(t) be the solution to the
nonlinear program

min c(y)

subject to y = x + v̂t,
〈ξ1, v̂〉 ≥ −(1− ρ),

y ≥ θ.

Its value, ĉ∗ = c(x∗(t)), is a lower bound on c(q̂(t;x)) for any feasible state trajectory

q̂ since we are optimizing over all states attainable at time t. Moreover, because V̂
is a half-space, the state trajectory q̂∗(t;x) = x∗(t), t > 0, is feasible for the relaxed
fluid model.

When c is linear, the effective cost has the following specific form:

c̄(w) =
(ci∗

ξ1
i∗

)
w =

(
min

ci
ξ1
i

: ξ1
i > 0

)
w, w ≥ 0 ,

and x∗ = (ξ1
i∗)

−1ei
∗
. In this case, Proposition 3.2(ii) may be viewed as a generalization

of the cµ-rule [6, 30].
The routing model shown in Figure 2 was used in [29] to illustrate a form of state

space collapse for a stochastic model. We assume that the router with service rate µ3

is fast, so that, in particular, µ3 > µ1 + µ2.
The fluid model is given by

B =


−µ1 0 µ3 0

0 −µ2 0 µ3

0 0 −µ3 −µ3


 , α =


 0

0
α3


 , C =


1 0 0 0

0 1 0 0
0 0 1 1


 .(3.12)
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µ

3

1
µ
2

router

α

µ3

ξ

2
v

1
v

V̂

V

Fig. 2. On the left is shown a simple routing model. At right is the velocity set V, and its
one-dimensional relaxation, projected onto {v ∈ R

3 : v3 = 0}.

We have four workload vectors,

ξ1 = (µ1 + µ2)
−1(1, 1, 1)T, η1 = (µ1 + µ2)

−1(µ1, µ2, 0)T,
ξ2 = (m1, 0, 0)T, η2 = e1,
ξ3 = (0,m2, 0)T, η3 = e2,
ξ4 = (0, 0,m3)

T, η4 = e3,

where mi = 1/µi. The vector ξ1 defines the workload at the two downstream stations,
pooled together to form a single resource.

The respective loads are given by ρ1 = α3/(µ1 + µ2), ρ2 = ρ3 = 0, ρ4 = α3/µ3.
The system load is ρ = max(ρ1, ρ4) = ρ1 since we have assumed that µ3 > µ1 + µ2.
Using the formula given in Theorem 2.2 we can compute the minimum emptying time
from an initial condition x ∈ X = R

3
+:

T ∗(x) = max
( 1

1− ρ1

x1 + x2 + x3

µ1 + µ2
,
x1

µ1
,
x2

µ2
,

1

1− ρ4

x3

µ3

)
.

Given the expression for ξ1 we find that the velocity set for the first workload-
relaxation is given by

V̂ = {v : v1 + v2 + v3 ≥ −(µ1 + µ2 − α3)} .
This set is compared to the entire velocity set V in Figure 2. Although both are
defined to be a subset of R

3, we can set q3 = v3 ≡ 0 to obtain the two-dimensional
projection shown. We have Ŵ = R+ in the first workload-relaxation, and if the cost
is linear, c(x) = cTx, x ∈ X, then the effective cost is given by

c(w) = ci∗(µ1 + µ2)w , w ∈ Ŵ ,

where ci∗ = min(c1, c2, c3).

3.3. Dimension two. Under certain conditions on the cost we can again be
assured of a pointwise optimal solution even when V̂ is not a half-space. We illustrate
this in the two-dimensional case where

Ξ̂ = [ξ1 | ξ2]T,

V̂ = {v : 〈ξi, v〉 ≥ −(1− ρi), i = 1, 2}.
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The following result holds for any piecewise linear cost function. Recall the defi-
nition of the monotone set given in (3.11).

Theorem 3.4. Suppose that Ŵ ⊆ R
2
+.

(i) When the initial condition satisfies ŵ(0) ∈ Ŵ+, then there exists a pointwise
optimal solution.

(ii) If the vector (1− ρ1, 1− ρ2)
T lies in Ŵ+, then there is a pointwise optimal

solution from any initial condition.
Proof. The proof follows from the rectangular geometry of the set of all states

reachable from ŵ(0) = w: If w1 can be reached from w at time t using some allocation,

then any w2 ∈ Ŵ can also be reached, provided w2
i ≥ w1

i for each i. Under the

conditions imposed in (i), using the greedy policy we have ŵ∗(t;x) ∈ Ŵ+ for all t > 0,

and ŵ∗(t;x) is pointwise minimal within Ŵ+ in the sense that

ŵ∗
i (t;x) ≤ ŵi(t;x), t ≥ 0, i = 1, 2,

for any other feasible trajectory ŵ evolving in Ŵ+, starting at w = Ξ̂x. The result
(ii) then follows from (i) since ŵ∗

i (t;x) ∈ Ŵ+ for all t > 0 under the assumptions of
(ii).

Figure 3 shows the structure of the cost function, the set Ŵ+, and optimal state
trajectories for a model that satisfies the assumptions of Theorem 3.4(ii).

Pathwise optimality cannot be expected in general. If the workload dimension
is greater than one, and if the cost function c favors starvation of some dynamic
bottleneck from some initial condition, then the greedy policy is not time-optimal
and hence it cannot be pointwise optimal. Figure 4 illustrates one example with
(1− ρ1, 1− ρ2) �∈ Ŵ+ and ŵ(0) �∈ Ŵ+. The initial condition satisfies

d

dw2
c (ŵ(0)) < 0.

From this initial condition it is advantageous in the short term to allow ŵ(0+) ∈ ∂Ŵ+

since c̄ is not monotone. This is the greedy, or myopic, policy, which is not time-
optimal in this example. The paths shown minimize the infinite-horizon cost given in

w

c(w) ≥1

w

(1− ρ2)

(1− ρ1)

Ŵ
+

w (t; x)*̂ ̂

 2

 1

w

w

 2

 1

w (0;x)*̂ ̂

Fig. 3. The figure at left shows a level set of the cost function c̄ and the positive cone Ŵ+ on
which the cost it is monotone. The plot at right shows three optimal state trajectories from varying
initial conditions. The darkest region in each figure shows workload vectors w that are not feasible.
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(1− ρ2)

(1− ρ1)

Ŵ
+

w (t; x)*̂ ̂

w (t; y)*̂ ̂

w
 2

w 1

w (0; y)*̂ ̂

w (0;x)*̂ ̂

Fig. 4. Shown are two optimal state trajectories from two different initial conditions. This
example is exactly as before, except that ρ2 is somewhat larger. A trade-off must be made in this
case: An overly greedy decision at time 0+ will significantly extend the time to empty the network.

(3.4), or equivalently Ĵ =
∫ ∞
0

c̄(ŵ(t;x)) dt. An optimal allocation makes a trade-off
between reducing the cost at time 0+ and preserving a fast draining time for the
model, whenever ŵ(0) �∈ Ŵ+.

The three-buffer model shown in Figure 5 is described by the linear fluid model
with parameters

B =


−µ1 0 0

µ1 −µ2 0
0 µ2 −µ3


 , α =


α1

0
0


 , C =

[
1 0 1
0 1 0

]
.(3.13)

The load parameters and workload vectors are given by

ξ1 = (m1 + m3,m3,m3)
T, ρ1 = α1(m1 + m3),

ξ2 = (m2,m2, 0)T, ρ2 = α1m2,

where we have used ρ = Ξ̂α, with Ξ̂ given in (3.3) with n = 2, and mi = µ−1
i .

Figure 6 shows the optimal solutions for the first and second workload-relaxations.
In this numerical example we have taken ρ1 = ρ2 = 9/10 and c = (1, 1, 1)T. The two
plots are very different since the loads at stations one and two are equal.

In Figure 7 the optimal trajectory minimizing (2.6) is compared to the pointwise
optimal solution for the two-dimensional relaxation. The triangular region shows the
(apparent) error introduced by relaxing the original network optimization problem.
We introduce a procedure in Theorem 4.1 below to translate the solution of the relaxed

Station  1

Station  2

µ1 µ2

µ3

1α

Fig. 5. A two station scheduling problem
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T
∗

1c(q̂ ∗ (t))

2c(q̂ ∗ (t))

c(q(0))

(q(0))

Fig. 6. Optimal cost-curves for the first and second workload-relaxations.

problem to the original network model. This yields precisely the optimal policy in
this example.

Figure 1 shows a pull model in which four of the buffers are virtual. This example
is analyzed in [14] under the assumption that the arrivals are controlled. An optimal
policy will simultaneously determine sequencing and routing rules at each station and
release rules for material to the network. Specific service rate values may be found
in Chapter 3 of [14]. The cost c is linear, with a weighting of 10 for deficit and unity
weighting at the two other virtual buffers and all real buffers.

Although the model is complex, the effective cost for the second workload-relax-
ation is very simple: as shown in Figure 8, it is defined by five linear functions {c̄i, i =

1, . . . , 5}. Figure 8 shows that the set Ŵ+ contains the ray {w ∈ R
2
+ : c̄1w = c̄2w}

but not much else, since both c̄1 and c̄2 have negative components. It follows that
pointwise optimal trajectories exist for each initial condition only for a very small
set of arrival-rate vectors α. (In this example, arrivals are interpreted as demand of
material from the network.)

3.4. Higher workload dimension. The two-dimensional case is special be-
cause one can always find, for each initial w and each time t, a workload vector
ŵ∗(t) ∈ Ŵ+ that is pointwise minimal and reachable from w at time t. This geometry
breaks down in three or more dimensions.

Consider first some positive results.
Theorem 3.5. Suppose that Ŵ ⊆ R

n
+ for the nth workload-relaxation. The

following are then equivalent:
(i) A pointwise minimal solution ŵ∗ exists for any initial condition x ∈ X and

any arrival-rate vector α.

buffer 3 level

Cost ignored in

relaxation

buffer 2 level

buffer 1 level

t

c(q∗(t)) = q1 + q2

2

+ q3

c(q̂∗ (t))

Fig. 7. The dashed line shows the cost c(q̂∗(t;x)) for the optimized two-dimensional workload-
relaxation. The actual optimal policy incurs a higher cost, but this error is bounded in ρ.
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1

c(w) < 1

c(w) < 1

c 

3c

2c

w 2

w 2

w 1

5c

4c

w 1

= R
2W

W
+̂

Fig. 8. On the left is shown a sublevel set of the effective cost for one set of parameters in a

two-dimensional relaxation of the network shown in Figure 1. The figure at right shows the set Ŵ+

together with a close-up of the sublevel set of c̄, restricted to R
2
+. The workload space Ŵ is equal to

all of R
2 in this example.

(ii) For each w ∈ R
n, the set

Ŵw = {ŵ : ŵ ∈ Ŵ, ŵi ≥ wi, i = 1, . . . , n},(3.14)

contains a pointwise minimal element.
If either of these equivalent conditions hold, then a pointwise minimal trajectory

may be expressed,

ŵ∗(t;x) = [Ξ̂x− (1− ρ)t]+,(3.15)

where [w]+, w ∈ R
n, is the projection of w onto the set Ŵw in the standard �2 norm.

Proof. We first show that the pointwise minimal trajectory is given by (3.15) if

(i) holds. Observe that for any t, x the inequality ŵ∗(t;x) ≥ Ξ̂x− (1−ρ)t holds, and

ŵ∗(t;x) ∈ Ŵ. Since ŵ∗ is minimal, it serves as the projection as claimed.
This implication also shows that (i) ⇒ (ii).

Conversely, if (ii) holds, then the trajectory given by ŵ◦(t;x) = [Ξ̂x− (1−ρ)t]+,
t ≥ 0, is obviously pointwise minimal, and it is a piecewise linear function of t for
each initial condition x. We show below that the semigroup property holds:

ŵ◦(t + s;x) = [ŵ◦(t;x)− (1− ρ)s]+, t, s ≥ 0, x ∈ X.(3.16)

This implies that d
dt ŵ

◦(t;x) ≥ −(1−ρ) for all t, so that this trajectory is feasible for
the relaxed fluid model, and hence (i) holds with ŵ∗ = ŵ◦.

To establish (3.16), fix s, t > 0, let T1 = s + t, and consider for comparison the
trajectory

ŵ(T ;x) = Ξ̂x +
T

T1
[ŵ◦(t + s;x)− Ξ̂x], 0 ≤ T ≤ T1.

This is feasible, and by minimality of ŵ◦(t;x) we have ŵ(t;x) ≥ ŵ◦(t;x). The follow-
ing bounds then follow:

ŵ◦(t + s;x) = ŵ(T1;x) = [ŵ(t;x) + (ŵ(t + s;x)− ŵ(t;x))]+
≥ [ŵ(t;x)− (1− ρ)s]+
≥ [ŵ◦(t;x)− (1− ρ)s]+.
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To obtain an inequality in the reverse direction, note that ŵ◦(t;x) ≥ Ξ̂x− (1− ρ)t,
which implies that

ŵ◦(t + s;x) := [Ξ̂x− (1− ρ)(t + s)]+ ≤ [ŵ◦(t;x)− (1− ρ)s]+ .

We therefore obtain (3.16).
Under these conditions there is some hope in finding a pointwise optimal solution

to the relaxed optimal control problem.
Corollary 3.6. Suppose that

(i) the effective cost c̄ is monotone and
(ii) a pointwise minimal solution ŵ∗ exists for the nth workload-relaxation, for

any initial condition x ∈ X.
Then for any x ∈ X there is a pointwise optimal solution for the nth workload-
relaxation.

Assumption (ii) fails in general. Consider the three-station network shown in
Figure 9 (see [29, sections 6 and 7] for related examples of RBM networks). The
arrival rates α1, α6 are equal, and all service rates are equal to unity. For any x, the
vector ŵ = Ξ̂x ∈ R

3 can be written

ŵ1 = x1 + x2 + x4 + x6 , ŵ2 = x1 + x3 + x4 + x6 , ŵ3 = x6 + x1 + x3 + x5.

For example, ŵ3 := Ξ̂e3 = [0, 1, 1]T, and ŵ4 := Ξ̂e4 = [1, 1, 0]T. The two states
{e3, e4} are not exchangeable for a three-dimensional relaxation since the workload
vectors ŵ3, ŵ4 are different.

For simplicity consider the arrival-free model where α1 = α6 = 0 so that ρ = 0.
The initial condition x = e3 + e4 has corresponding workload ŵ(0) = Ξ̂x = (1, 2, 1)T.
From this initial condition it is possible to reach either e3 or e4 in exactly one second.
Any minimal workload vector ŵ∗ must then satisfy ŵ∗(t;x) ≤ ŵ3 and ŵ∗(t;x) ≤ ŵ4

at t = 1, which implies that ŵ∗(1;x) ≤ (0, 1, 0)T.

The only vector in Ŵ satisfying this inequality is w = (0, 0, 0)T. However, this
state is not reachable in one second since the minimal draining time is W ∗(x) =
T ∗(x) = max(ŵ1(0), ŵ2(0), ŵ3(0)) = 2.

We now investigate the structure of pointwise optimal solutions under the condi-
tions of Corollary 3.6.

The ith pooled-resource is said to be satiated at state x provided there exists
v ∈ V̂ satisfying 〈ξi, v〉 = −(1 − ρi), and vi ≥ 0 whenever xi = 0. A resource is said
to be satiated if it is a component of a satiated pooled-resource.

Consider any x ∈ X, and suppose y ∈ X with 〈ξk, x〉 > 〈ξk, y〉 for some 1 ≤ k ≤ n.
Then the optimal time to travel from x to y is nonzero:

T̂ ∗(x, y) = max
1≤j≤n

〈ξj , x− y〉
1− ρj

> 0 .

Station 1 Station 2 Station 3

µ1 µ3 µ5

µ2 µ4 µ6

6α

1α

Fig. 9. A three-station network.
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With v = (y−x)/T̂ ∗(x, y) ∈ V̂, the trajectory below is both feasible and time-optimal:

q̂(t;x) = x + vt, 0 ≤ t ≤ T̂ ∗(x, y) .

Moreover, simple dynamic programming arguments ensure that

d

dt
T̂ ∗(q̂(t;x), y) = −1, 0 < t < T̂ ∗(x, y).

Hence, whenever i is a maximizer, so that

T̂ ∗(x, y) =
〈ξi, x− y〉

1− ρi
,

we must have 〈ξi, v〉 = −(1− ρi). This implies that pooled-resource i is satiated by x
and proves the following.

Proposition 3.7. Suppose that ρ < 1. Then T̂ ∗(x, y) < ∞0, x, y ∈ X, and if

T̂ ∗(x, y) > 0, then

T̂ ∗(x, y) = max

{ 〈ξj , x− y〉
1− ρj

: 1 ≤ j ≤ n

}

= max

{ 〈ξj , x− y〉
1− ρj

: j is satiated by x

}
.

Satiated resources play a role analogous to dynamic bottlenecks in the construc-
tion of a time-optimal trajectory. The following result is the analogue of Theorem 2.6.
It is an easy corollary to Proposition 3.7.

Theorem 3.8. Suppose that ρ < 1, and that the nth relaxation satisfies Ŵ ⊆
R
n
+. Let q̂ be any solution to the nth workload-relaxation, starting at x ∈ X, and let

ŵ(t;x) = Ξ̂q̂(t;x), t ≥ 0. We then have the following:
(i) If ŵ is pointwise minimal, then each satiated pooled-resource is working at

capacity for each 0 < t <∞. That is, if pooled-resource i is satiated at time t, then

d

dt
ŵi(t) = −(1− ρi).

(ii) If each satiated pooled-resource works at capacity for all t, then the resulting
workload trajectory ŵ is pointwise minimal.

3.5. Variability and continuity. We close this section with some continuity
properties for pointwise minimal solutions. Our interest lies in the fluid model with
exogenous disturbance, defined by

q̂(t;x) = Bẑ(t;x) + αt + d0(t) , t ≥ 0 , q̂(0;x) = x .(3.17)

We assume as in (3.2) that the allocation is subject to the linear constraints

Ĉ[ẑ(t;x)− ẑ(s;x)] ≤ [t− s]1, 0 ≤ s ≤ t ,(3.18)

where Ĉ = −Ξ̂B is defined below (3.2), and we assume throughout that the distur-
bance d0 is of bounded variation.
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Letting ŵ(t;x) := Ξ̂q̂(t;x), d(t) = Ξ̂d0(t), we obtain the corresponding workload
model

ŵ(t;x) = Ξ̂x− (1− ρ)t + ι(t) + d(t), t ≥ 0,(3.19)

where ι(t) := t1− Ĉẑ(t;x), t ≥ 0. The idleness process ι is nonnegative with nonde-

creasing components, and ŵ evolves in Ŵ.
Rather than define ŵ through (3.17), for the purposes of optimization we may

restrict attention to the simpler model (3.19). Given the current workload-value
ŵ = ŵ∗(t;x) we take ẑ∗(t;x) to be any optimizer of the linear program

min γ

subject to γ ≥ 〈ci, y〉, 1 ≤ i ≤ �c,
y = x + Bz + αt + d0(t),

Ξ̂y = ŵ,
y ∈ X.

(3.20)

It follows from the definitions that the optimizer ẑ∗ satisfies the constraints given in
(3.18).

If d ≡ θ, then (3.19) is the linear workload model considered earlier. In this case,
it follows from Theorem 3.5 and Assumption M below that (3.19) admits a pointwise
minimal solution for any value of ρ. This is generalized to arbitrary disturbances in
Theorem 3.10.

Assumption M.
(i) The workload vectors for the nth relaxation are linearly independent and

satisfy

ξi ∈ R
�
+ for 1 ≤ i ≤ n.

(ii) For each w ∈ R
n the set Ŵw defined in (3.14) contains a pointwise minimal

element denoted [w]+.
Although the semigroup property (3.16) does not hold in general for a model with

disturbances, we always have the lower bound.
Lemma 3.9. Under Assumption M, if ŵ is a feasible state trajectory for the nth

relaxation, then

ŵ(t;x) ≥ [ŵ(s;x)− (1− ρ)(t− s) + d(t)− d(s)]+, t ≥ s ≥ 0, x ∈ X.

Proof. The lower bound ŵ(t;x) ≥ (ŵ(s;x)−(1−ρ)(t−s)+d(t)−d(s)) holds since
the idleness process is nondecreasing. Hence the result follows from the definition of
the projection, combined with Assumption M, which asserts that the projection can
be taken to be pointwise minimal.

Theorem 3.10 establishes existence of minimal solutions and some strong robust-
ness properties. This existence question is closely related to the generalized Skorokhod
problem [21, 26, 2, 15, 16, 18]. These results will facilitate the treatment of stochastic
models in section 4.

Theorem 3.10. Under Assumption M, for any given disturbance d of bounded
variation, the model (3.19) admits a solution ŵ∗ that is pointwise minimal. For two
disturbances (d1,d2) the respective minimal solutions (ŵ∗1, ŵ∗2) satisfy the following:

(i) Provided d1
0(t) ≤ d2

0(t), t ≥ 0,

ŵ∗2(t;x) ≤ ŵ∗1(t;x) + d2(t)− d1(t), t ≥ 0, x ∈ X.
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(ii) Suppose that d1
0(t) = d2

0(t) − ε0(t), t ≥ 0, with ε0( · ) a nonnegative and
nondecreasing function from R+ to R

�
+. Then,

ŵ∗1(t;x) ≤ ŵ∗2(t;x), t ≥ 0, x ∈ X.

(iii) For arbitrary disturbances d1
0, d

2
0,

ŵ∗1(t;x) ≤ ŵ∗2(t;x) + |d2 − d1|t∞ − [d2(t)− d1(t)], t ≥ 0, x ∈ X,

where (|f |t∞)i := sup0≤s≤t |fi(s)| for any function f : R+ → R
n.

Proof. We first establish the three properties, given that minimal solutions exist.
To prove (i), observe that if the optimal allocation ẑ∗1 for the first system is

applied to the second, then we have for all t ≥ 0

q̂∗1(t;x) = x + Bẑ∗1(t) + αt + d1
0(t),

and q̂2(t;x) = x + Bẑ∗1(t) + αt + d2
0(t) ≥ q̂∗1(t;x) ≥ θ.

(3.21)

Hence ẑ∗1 is feasible for the second disturbance, and consequently ŵ∗2(t;x) ≤ ŵ2(t;x),

with ŵ2(t;x) := Ξ̂q̂2(t;x), by the assumed existence of a minimal process ŵ∗2. More-
over, (3.21) implies that ŵ2(t;x) = ŵ∗1(t;x) + d2(t)− d1(t), t ≥ 0, which gives (i).

The proof of (ii) is similar: Define ε(t) :=Ξ̂ε0(t), t ≥ 0. Under Assumption M and
the conditions imposed in (ii), this is nonnegative and nondecreasing. Let ι̂∗i(t) =

1t − Ĉẑ∗i(t), i = 1, 2, denote the optimal idleness, and set ι̂1(t) = ι̂∗2 + ε(t), t ≥ 0.
We have d

dt ι̂
1(t) ≥ θ, and we also have under this policy, applied to the first model,

ŵ1(t;x) = ŵ∗2(t;x). This combined with minimality of ŵ∗1 proves (ii).
To prove (iii) let d3

0 denote the disturbance d3
0(t) = d1

0(t)+ |d2
0−d1

0|t∞, and let ŵ∗3

denote the associated minimal solution. We have d3
0(t) ≥ d2

0(t), and ε0(t) := d3
0(t) −

d1
0(t) is nonnegative and nondecreasing. Consequently, for any t ≥ 0, x ∈ X, we have

ŵ∗3(t;x) ≤ ŵ2∗(t;x) + |d2 − d1|t∞ + [d1(t)− d2(t)] from (i),

ŵ∗1(t;x) ≤ ŵ3∗(t;x) from (ii).

Combining these bounds gives (iii).
We now establish existence. Consider first the special case in which all of the

disturbances are continuous and piecewise linear. In this case we may construct a
pointwise minimal trajectory ŵ∗ inductively by adapting the construction used in
Theorem 3.5. Set ŵ∗(0;x) = Ξ̂x, and

ŵ∗(Tk + t;x) = [ŵ∗(Tk;x)− (1− ρ)t + mkt]+, 0 < t < Tk+1 − Tk, k ≥ 0,

where {Ti} are the times at which the slope of d changes, and mk denotes the slope
of d on the interval [Tk, Tk+1]. An application of Theorem 3.5 shows that this is the
desired minimal solution on [Tk, Tk+1] with initial condition ŵ = ŵ∗(Tk;x), and by
induction it follows that ŵ∗ is pointwise minimal.

For an arbitrary disturbance d of bounded variation we can construct a sequence
of piecewise linear functions {dk} such that dk(t) ↓ d(t), k →∞. We let {ŵ∗k} denote
the respective optimal solutions and set ŵ∗(t;x) = lim infk→∞ ŵ∗k(t;x) for all t, x.

Using property (i) for the {ŵ∗k} we deduce that ŵ∗ is the desired pointwise minimal
solution.

We see that it is frequently possible to compute a pointwise optimal trajectory
q̂∗ for the relaxed control problem, with or without disturbances. What does this
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then tell us about the original model of interest? The sharpest results are obtained
by examining a model in heavy traffic, with ρ ∼ 1.

4. Networks in heavy traffic. We consider here a sequence of networks, in-
dexed by an integer r ≥ 1, for which ρr ↑ 1 as r → ∞. It is in this heavily loaded
regime that the time-scale separation developed in the previous section is most evident
in the (unrelaxed) network model.

We assume that B and C are independent of r. Two arrival-rate vectors α1, α∞

are given, and for arbitrary r ≥ 1 we set

αr := α∞ − 1
r (α

∞ − α1).(4.1)

We impose the following assumptions throughout this section.
Assumption H.
(i) The model with arrival-rate vector α1 is stabilizable. In particular,

ρ1 := W ∗(α1) < 1 .

(ii) The arrival-rate vector α∞ satisfies α1 ≤ α∞ and

ρ∞ := W ∗(α∞) = 1.

We let Ib = {i : 〈ξi, α∞〉 = 1} denote the index set of bottleneck stations for
the model with arrival rate α∞. By reordering, we can assume, without loss
of generality, that Ib = {1, . . . , �b} for some integer �b ≥ 1.

The choice of a perturbation in the arrival stream is for the sake of convenience
since we can then take a fixed set of workload vectors. If we assume that Vr is a
general, convergent sequence of polyhedra, then the theory below remains essentially
unchanged.

Throughout this section we consider the nth workload-relaxation with n = �b.

4.1. Fluid models. The rth network is defined on a fluid scale by

d

dt
q(t;x) = Bζ(t;x) + αrt, t ≥ 0.(4.2)

We let Vr denote the corresponding velocity space so that d
dtq(t;x) ∈ Vr for all t, x, r.

The following bound on ρr shows that this model is stabilizable for finite r ≥ 1.
The inequality is obtained using convexity of W ∗:

ρr = W ∗ (αr) = W ∗ (
(1− 1

r )α
∞ + 1

rα
1
)

≤ (1− 1
r )ρ

∞ + 1
rρ

1 = 1− 1
r (1− ρ1) < 1.

(4.3)

For finite r we have ρri = 1− r−1〈ξi, α∞ − α1〉, i ∈ Ib.
Theorem 4.1 shows that little is lost when considering the �bth relaxation. Let

J∗, Ĵ∗ denote the value functions for the infinite-horizon optimal control problems
defined in (2.3), (3.4), respectively. We always have

Ĵ∗(x) ≤ J∗(x), x ∈ X.

We obtain a bound in the reverse direction in this section. The analysis is simplest
when optimal trajectories are uniquely defined.
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Assumption U.
(i) The linear program (3.9) that defines the effective state X ∗(w) has a unique

solution for each w ∈ Ŵ.
(ii) For all r ≥ 1 sufficiently large and each T > 0, x ∈ X, the �bth workload-

relaxation admits a solution q̂r∗ that minimizes the total cost (2.6), and this
solution is unique.

Consider for example the one-dimensional relaxation of the simple routing model
shown in Figure 2. Assume that the cost is linear, so that c(x) = 〈c, x〉, with c ∈ R

3
+.

If c3 ≥ c2 > c1, then the above conditions hold. The greedy priority policy that
prefers routing to buffer 1, whenever buffer 2 is nonempty, is the unique (pointwise)
optimal solution.

Note that Assumption U(i) implies (ii) under Assumption M since in this case
q̂∗(t;x) = X ∗(ŵ∗(t;x)), and the pointwise minimal solution ŵ∗ is always uniquely
defined when it exists.

Applying (3.5) and the form of the rate vector given in (4.1), we find that the
constraints on the workload relaxation may be expressed as

d

dt
ŵi(t;x) ≥ − 1

r δi, 1 ≤ i ≤ �b, r ≥ 1, t > 0 ,

where δi = 〈ξi, α∞ − α1〉. Letting ŵ1∗, Ĵ1∗ denote the optimal trajectory and value
function when r = 1, it follows that for any r ≥ 1 the optimal solution is given by

ŵ∗
i (t;x) = ŵ1∗

i (t/r;x), 1 ≤ i ≤ �b, t > 0 ,

Ĵ∗(x) = rĴ1∗(x), x ∈ X .
(4.4)

We define a policy for the unrelaxed model as follows. Applying Proposition 3.1
we are assured of the existence of a piecewise linear, optimal solution to the relaxed
control problem, which we denote [q̂∗(t;x), ζ̂∗(t;x)]. The allocation rate ζ(t;x) for the

unrelaxed model is defined to be a function of [q̂∗(t;x), ζ̂∗(t;x), q(t;x)] for any initial
condition x and any t ≥ 0. Let Ic(x) = {i : c(x) = 〈ci, x〉}, and given the current
states y = q(t;x), y∗ = q̂∗(t;x), let ζ(t;x) be the optimizing value of the variable ζ in
the linear program

min γ

subject to γ ≥ 〈ci, Bζ〉, i ∈ Ic(y),
Cζ ≤ 1,
ζ ≥ θ,

(Bζ + αr)i ≥ 0 if yi = 0,

〈ξi, (Bζ + αr)〉 ≤ 〈ξi, (Bζ̂∗ + αr)〉, whenever i ≤ �b,
and 〈ξi, y〉 = 〈ξi, y∗〉.

(4.5)

The last constraint ensures that wi(t;x) ≤ ŵ∗
i (t;x) for all i ≤ �b and all t.

Assume that q(t;x) is the resulting state trajectory using this policy for all t, and
set

er(t;x) = q(t;x)− q̂∗(t;x), t > 0, T r◦(x) = min{t : er(t;x) = θ}.

The following result provides uniform bounds on T r◦ and shows that this first hitting
time is in fact a coupling time. It is possible to relax the uniqueness assumption in
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Theorem 4.1, but one must redefine T r◦(x) as the first hitting time to some optimal
q̂∗(t;x). A proof is provided in Appendix A.

Theorem 4.1. Under Assumptions H and U, the following hold for the state
trajectory q for any initial condition x ∈ X:

(i) w(t;x) ≤ ŵ∗(t;x), t ≥ 0, where the inequality is interpreted componentwise.
(ii) The time T r◦ is uniformly bounded in r: For some b0 <∞,

T r◦(x) ≤ b0‖er(0+;x)‖ , x ∈ X, r ≥ 1.

(iii) q(t;x) = q̂∗(t;x) for all t ≥ T r◦(x).
(iv) There is a constant b1 such that

J(x) :=

∫ ∞

0

c(q(t;x)) ≤ (1 + b1/r)Ĵ
∗(x)

≤ (1 + b1/r)J
∗(x) , x ∈ X, r ≥ 1.

(v) Suppose that q̂∗ is a pointwise optimal solution. Then

c(q(t;x)) = c∗(t;x), t ≥ T r◦(x),

where c∗ is given in (2.9).

4.2. Stochastic models. Although the workload-relaxation is in general a sig-
nificant distortion of the original model, we have seen in Theorem 4.1 that this is
negligible when the model is in heavy traffic. The workload constraints overwhelm
all other constraints on the velocity vector field. In this section we establish similar
solidarity for the stochastic model.

To obtain any such solidarity we must control modelling error, and we must
understand when if ever a user can benefit from statistical information. Consider a
G/G/2 queue, where the two servers are constrained so that only one can work at
any given time-instance. The fluid model is given by the one-dimensional model

d

dt
q(t;x) = −µ1ζ1(t;x)− µ2ζ2(t;x) + α,(4.6)

with the linear control constraint ζ1 + ζ2 ≤ 1. This can be viewed as an idealized
two-armed bandit, where α is the rate at which a gambler is paying the casino, and
µiζi is his rate of return on using the ith arm. The casino’s reward at time t is a linear
function of q(t). If µ1 = µ2 > α, then obviously any nonidling policy is optimal, from
the gambler’s point of view, for any monotone cost function.

For the stochastic model, however, the particular allocation chosen can have great
impact since variability of service rates determines the steady-state queue length. For
a priority policy in which server i is used exclusively, we obtain in steady-state an
approximation of the form, for ρ ∼ 1,

E[Q(t)] = 1
2

γ2

1− ρ
+ O(1).

The infinite-horizon optimal policy is precisely the priority policy that chooses the
server with the smallest variability parameter γ2.

This example is special because the optimal fluid policy is not unique. Typically,
the optimal control problem for the fluid model may be solved uniquely since linear
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programs generically have unique solutions. If this is the case, then we have fewer
opportunities to successfully gamble.

In Theorem 4.3 we impose uniqueness through Assumption U, and an assumption
that B is full-rank with � ≥ �u, so that Z is essentially determined by Q. The latter
assumption may be relaxed considerably by expanding the state space.

Take, for example, the routing model in which B is the 3×4 matrix given in (3.12).
Consider the associated four-dimensional network model Qa on X :=R

4
+, in which the

fourth component is the total-idleness at buffer 1, given by Qa
4(t;x) = t − Z1(t;x),

t ≥ 0. The associated matrix Ba is invertible, as seen by the explicit form

Ba =



−µ1 0 µ3 0
0 −µ2 0 µ3

0 0 −µ3 −µ3

−1 0 0 0


 , αa =




0
0
α3

1


 .

If the cost function on Qa is assumed linear, with c1 < c2 < c3 and c4 > 0, then
Assumption U holds for the four-dimensional model.

For any network model one may augment the state space to include total-idleness,
as well as total-allocation values. The cost may be similarly augmented to reflect
the desire to maximize utilization of some resources, while minimizing utilization of
others. The augmented model will satisfy assumptions (i)–(iii) of Theorem 4.3 for a
very general class of network models and cost criteria.

How do we choose the allocation Z to maintain solidarity with an ideal fluid
solution [q̂∗, ẑ∗]? There are three issues that must be addressed:

(i) Suppose that for a given state x, a state x∗ ∈ X is chosen as a target, with

Ξ̂x∗ ∈ Ŵ+. For the fluid model, even if the buffers are empty, an associated resource
may be required to work at full capacity. This is not feasible for the discrete model:
if a resource finds no work available, then it cannot work. This may be disastrous if
the resource is a dynamic bottleneck since any idle time will rule out time-optimality.

(ii) To ensure feasibility we can impose small safety stocks, a well-motivated
and standard technique in policy synthesis for manufacturing models [13, 20, 36]. We
must ensure that these safety-stock levels can be maintained through a modification
of the fluid-allocation without introducing idleness.

(iii) To ensure success we require bounds on the variability of the stochastic
processes (A,R,S) used in the stochastic model.

To simplify the statements of our assumptions we henceforth assume that the
stochastic model (2.1) has the following specific form: For each 1 ≤ i ≤ � and t ≥ 0,

Qr
i (t;x) = x−

�u∑
j=1

Sij(Zj(t)) +

�u∑
j=1

Rij(Zj(t)) + Ai(t(1− r−1δαi )) ,

where δαi := (α∞
i − α1

i )/α
∞
i for each i, and the arrival-rate vectors α1, α∞ satisfy

Assumption H. We assume that the stochastic model is consistent with the fluid
model, in the sense that (2.4) holds with α = α∞. In particular, if α∞

i = 0, then the
process Ai is null. Assumption S formalizes our remaining probabilistic assumptions.
Under this condition we can devise a policy that tracks any fluid idealization and
simultaneously ensures that critical resources do not risk starvation.

Assumption S. For all 1 ≤ i ≤ � and 1 ≤ k ≤ �u, each of the stochastic processes
{Ai,Rik,Sik, t ≥ 0} is either null or is an undelayed renewal process whose increment
process possesses a moment generating function that is bounded in a neighborhood
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of the origin. The stochastic processes {A,R,S} are adapted to a given filtration
{Ht : t ≥ 0}.

We continue to assume that the allocation process Z satisfies the constraints
(2.2), and we assume that any allocation Z is progressively measurable in the sense
that

σ(Qr(s), Zr(s) : s ≤ t) ⊂ Ht, t ≥ 0 .

A relaxed model [Q̂, Ẑ] is defined in analogy with (3.2), in which the allocation
constraint is relaxed to

Ĉ[Ẑ(t;x)− Ẑ(s;x)] ≤ [t− s]1 , Ĉ :=−Ξ̂TB .(4.7)

This is of course subject to the additional constraint that Q̂(t;x) evolves in X := R
�
+.

We assume that Ẑ is of bounded variation, but unlike Z, it is not subject to any
statistical constraints.

For any feasible pair [Q̂, Ẑ] we define the pseudodisturbance d0 through the equa-
tion

Q̂(t;x) = x + BẐ(t;x) + αrt + d0(t) , t ≥ 0 ,(4.8)

and we let d(t) = Ξ̂d0(t), t ≥ 0. The associated workload process may be expressed

in terms of d as follows: first define the idleness process by Î(t;x) := t1 − ĈẐ(t;x),
t ≥ 0. This is vector-valued, and (4.7) implies that its components are nonnegative
and nondecreasing. We then write

Ŵ (t;x) := Ξ̂Q̂(t;x) = −(1− ρr)t + Î(t;x) + d(t) .

We consider below the optimal solution [q̂∗, ẑ∗] to the �bth fluid-model relaxation
(3.17) with respect to the (random) pseudodisturbance d0. This of course depends

upon Ẑ. These processes are used for comparison to obtain performance bounds.
For example, under the conditions of Theorem 3.10 we obviously have the absolute
lower bound, Ŵ (t;x) ≥ ŵ∗(t;x) := Ξ̂q̂∗(t;x), t ≥ 0. Perhaps surprisingly, the policies
considered below almost achieve this lower bound, uniformly for the time-horizons
considered.

4.3. Sensitivity and optimality. In the development that follows we construct
a trajectory [Qr◦,Zr◦] by attempting to mimic the flow of the optimal fluid trajectory.
We begin with a list of desirable properties that [Qr◦,Zr◦] should satisfy. In The-
orem 4.3 we show that these general properties imply a strong form of approximate
optimality.

Following this we provide a constructive procedure for policy synthesis to attain
these properties. This requires some assumptions on the model that we illustrate first
in one dimension in section 4.4 and then for general models in section 4.5.

The following result is central to all of the remaining analysis in this section
and is essentially our only motivation for Assumption S. A proof may be found in
Appendix B.

If (X,Y ) = {(Xr, Yr) : r ≥ 1} is a sequence of random variables, we write
X ≤ O(Y ) if Xr ≤ b•Yr for some fixed deterministic constant b•, t ≥ 0, and we write
X ≤ o(Y ) if limr→∞ Xr/Yr = 0 a.s. The constant b• is assumed fixed throughout.

Proposition 4.2. Let X be a real-valued i.i.d. process with common mean m =
E[Xi] > 0 and moment generating function bounded in a neighborhood of the origin.
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There exists I0 > ∞, δ0 > 0, B0 < ∞ such that for all 0 < δ ≤ δ0, we have the
following:

(i) For any N ≥ 1, writing ST :=
∑T
i=1 Xi,

P
{

inf
T≥1

(ST − (m− δ)T ) ≤ −N
}
≤ B0 exp(−I0δ2N).

(ii) Let Y be the undelayed renewal process with increment process X. There
exists B1 <∞ such that for k0 ≥ 2,

lim
r→∞ sup

0≤s≤t≤rk0

(
Y (t)− Y (s)− (t− s)(m−1 + δ)

log(r)

)
≤ B1k0δ

−2 a.s.

Throughout this section we let [Q̂, Ẑ] denote any feasible trajectory for the relaxed
stochastic model. It is defined on the same sample space through identical generating
processes (A,R,S). Our goal is to construct a policy for (2.1) that uniformly out-
performs any such feasible trajectory on a time-window of the form [T r•, Tr•], where

T r• = b0[‖x− P∗(x)‖+ log(r)] , Tr• = r3,(4.9)

with b0 <∞ sufficiently large.
The following two uniform bounds will be established for the policies constructed

below, and for the optimal policy. Property P1 appears to be desirable for any network
and any cost function on X. However, Property P2 is desirable only when the effective
cost is monotone.

Recall that ŵ∗ denotes the minimal solution to the workload relaxation (3.17),
where the disturbance d0 is defined in (4.8).

Property P1 (relative optimization). For any x ∈ X, r ≥ 1,

‖Q̂(t;x)− P∗(Q̂(t;x))‖ ≤ O(log(r)) + o(1) , T r• ≤ t ≤ Tr• , a.s.

Property P2 (relative minimal workload). For any x ∈ X, r ≥ 1,

Ŵ (t;x)− ŵ∗(t;x) ≤ O(log(r)) + o(1) , T r• ≤ t ≤ Tr• , a.s.

Theorem 4.3. Suppose that � ≥ �u in (2.1) and the following additional assump-
tions hold:

(i) Assumption M holds with n = �b, and the effective cost c̄ for the �bth
workload-relaxation is monotone.

(ii) Assumptions H, S, and U hold, and the matrix B has rank �u.
(iii) The pair [Qr◦,Zr◦] satisfies conditons P1 and P2.

Then, as r →∞,

sup
[Q̂r,Ẑr]

(
sup

0≤T≤Tr•

(
1

T

∫ T

0

[c(Qr◦(t;x))− c(Q̂r(t;x))] dt

))
≤ O(log(r)) + o(1).

Proof. Given the allocation Zr◦, and any other allocation Ẑ
r

satisfying (4.7), we
can construct respective pseudodisturbances dr◦0 , dr0 via (4.8).

The proof of Theorem 4.3 is based upon a comparison of the respective optimal

solutions to the �bth fluid-model relaxation (3.17), denoted [q̂r◦
∗
, ẑr◦

∗
] and [q̂r

∗
ẑr

∗
].
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This comparison is made possible via the following “coupling property”: For any
x ∈ X, and all small δ > 0,

‖dr◦0 (t)− dr0(t)‖ ≤ δ‖Zr◦(t)− Ẑr(t)‖+ O(δ−2 log(r)) + o(1), 0 ≤ t ≤ Tr•, a.s.

(4.10)

This bound follows directly from Proposition 4.2 and Assumption S.
Rather than a general allocation, for each r we consider a “near-optimal” solution

[Q̂
r
, Ẑ

r
] defined as follows. We fix 0 < T• ≤ Tr•, and we assume that for any other

solution [Q̂, Ẑ],

1

T•

∫ T•

0

c(Q̂r(t;x)) dt ≤ 1

T•

∫ T•

0

c(Q̂(t;x)) dt + O(log(r)).

Recall that in this notation O(log(r)) ≤ b• log(r) with b• fixed throughout, so that

the above bound is uniform in {Q̂}. It is shown in Proposition B.2 in Appendix B

that a solution can be chosen so that [Q̂
r
, Ẑ

r
] satisfies conditions P1 and P2.

Combining conditions P1 and P2 for [Q̂
r◦
, Ẑ

r◦
] and [Q̂

r
, Ẑ

r
] gives

‖Qr◦(t;x)− q̂r◦
∗
(t;x)‖ ≤ O(log(r)) + o(1),

‖Q̂r(t;x)− q̂r
∗
(t;x)‖ ≤ O(log(r)) + o(1) a.s.

(4.11)

Theorem 3.10 and Assumption U give

‖q̂r◦∗
(t;x)− q̂r

∗
(t;x)‖ ≤ O(‖dr◦0 − dr0‖t∞) .(4.12)

Combining (4.11), (4.12) with (4.10) and the rank condition on B then gives

‖Zr◦(t;x)− Ẑr(t;x)‖ ≤ O(‖Qr◦(t;x)− Q̂r(t;x)‖) + O(‖dr◦0 (t)− dr0(t)‖)
≤ O(‖dr◦0 − dr0‖t∞) + O(log(r)) + o(1)

≤ 1
2‖Zr◦ − Ẑ

r‖t∞ + O(log(r)) + o(1)

≤ 1
2‖Zr◦ − Ẑ

r‖T•∞ + O(log(r)) + o(1)

uniformly for 0 ≤ t ≤ T•. It follows that ‖Zr◦ − Ẑ
r‖T•∞ = O(log(r)), and this easily

implies the result.
The proof of Theorem 4.3 hinges on uniqueness of [q̂∗, ẑ∗] for a given disturbance

d. Without uniqueness one can attempt to search over optimal fluid allocations whose
associated translation Zr◦ has minimal cost, as in the “two-armed bandit” (4.6). The
monotonicity assumption is also critical and, as we have seen, often fails in complex
network models when the workload dimension is taken larger than one. We return to
this issue in section 4.5.

How then can we design a policy that satisfies conditions P1 and P2? We present
here an approach based on a “discrete-review” structure, following [27, 33, 1]. Let
Tr > 0, x̄r ∈ X denote, respectively, a planning horizon and safety-stock levels for the
rth network. We take the explicit form

Tr = K0 log(r), x̄ri = K1 log(r)x̄i, r ≥ 1, 1 ≤ i ≤ �,(4.13)

where Kj , j = 0, 1, and x̄i, i = 0, . . . , �, are strictly positive constants. The ratio
∆0 := K1/K0 determines the likelihood of starvation.
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In practice, taking a fixed safety-stock level is neither desirable nor practical—a
fixed value x̄r is chosen for convenience. A more desirable choice may be a “moving
target,” such as

x̄r = K1 log(‖x‖+ 1)x̄ ,

where x is the current state of the network. It is also not necessary to assume strict
positivity of every element of x̄: it is only necessary to assume that every pooled-
resource, for i ≤ �r, can work at capacity at time t if q(t;x) ≥ x̄. The results below
can be extended to cover such generalizations.

We choose the allocation rates exactly as in the fluid-translation (4.5), except
that we introduce safety-stock constraints that may be viewed as a shift of the origin.
Let w̄r = Ξ̂x̄r, r ≥ 1, and denote by [w]r+ the projection of w, in the standard �2

norm, onto the set Ŵr
w := {ŵ + w̄r : ŵ ∈ Ŵ, ŵ + w̄r ≥ w}. This is equal to the

pointwise minimal element of this set under Assumption M.
Fix δ0 > 0, and consider the following linear program:

min γ

subject to γ ≥ 〈ci, y〉, 1 ≤ i ≤ �c,
y = x + Bz + αrTr,
yi ≥ (xi + δ0x̄

r
i ) ∧ x̄ri , 1 ≤ i ≤ �,

Ξ̂y ≤ [Ξ̂x− (1− ρ)Tr]
r
+,

Cz ≤ Tr1,
z ≥ θ.

(4.14)

We assumed in Assumption M that the workload vectors satisfy {ξi : 1 ≤ i ≤ �r} ⊂
R
�
+. Under this condition, an application of Lemma A.1 implies that δ0 > 0 may be

chosen sufficiently small so that this linear program is feasible for any r ≥ 1.
Given a solution z∗ to (4.14) we then set ζr◦ := z∗/Tr, and Zr◦(t;x) = tζr◦,

0 ≤ t ≤ Tr. In practice, additional constraints on Z will force an approximation,
but this will be negligible for large r. This can then be repeated for each interval
[kTr, (k + 1)Tr] for k ≥ 0 to obtain (Qr◦(t), Zr◦(t)) for t ≥ 0. On any time-interval
[kTr, (k + 1)Tr] the buffers behave like decoupled G/G/1 queues.

In addition to feasibility of the linear program (4.14), the definition of Zr◦ re-
quires feasibility of the resulting state trajectory so that Qr◦(t;x) ∈ X for all t ≥ 0.
Positivity of Q and approximate optimality follow from the large deviation bound in
Proposition 4.2. We demonstrate this, and provide conditions under which P1–P2
also hold in the following two subsections.

4.4. One-dimensional workload. In this case there is a single set of pooled
bottleneck-resources to be considered, and we set ξ = ξ1, R◦ = R◦

1. This case is
special since the effective cost is always monotone, and the relaxed control problem
admits a simple, pointwise optimal solution (see Proposition 3.2).

Recall that b0 determines the times T r•, and ∆0 = K1/K0 (see (4.13)).
Theorem 4.4. Suppose that the following assumptions hold:

(i) Assumption M holds with n = �b = 1.
(ii) Assumptions H, S, and U hold.

Then for all ∆0 > 0 sufficiently large, there exists b0 < ∞ such that Properties P1
and P2 hold for the policy defined via the linear program (4.14).
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Proof. In the one-dimensional case, provided 〈ξ, x〉 ≥ 2w̄r := 2〈ξ, x̄r〉, the linear
program (4.14) to obtain ζr◦ on [0, Tr] reduces to

min γ

subject to γ ≥ 〈ci, y〉, 1 ≤ i ≤ �c,
y = x + Bz + αrTr,
yi ≥ (xi + δ0x̄

r
i ) ∧ x̄ri , 1 ≤ i ≤ �,

Cz ≤ Tr1,
z ≥ θ,

〈ξ,Bz〉 = −Tr.

(4.15)

Given a solution z∗ to (4.15) we then set ζr◦ :=T−1
r z∗. Let yr◦ denote the associated

optimal state, starting from the initial condition x:

yr◦ = x + (Bζr◦ + αr)Tr.

As in the deterministic setting, we consider the error process

Er◦(t;x) := Qr◦(t;x)− P∗(Qr◦(t;x)).(4.16)

One can show as in Theorem 4.1 that for some fixed δ > 0 independent of r, whenever
‖Er◦(0)‖ = ‖x− P∗(x)‖ ≥ 2‖x̄r‖, and T ∗(x) ≥ T ∗(x̄r) + Tr,

‖yr◦ − P∗(yr◦)‖ ≤ ‖Er◦(0)‖ − δTr,

E[‖Er◦((k + 1)Tr)‖ | HkTr ] ≤ ‖Er◦(kTr)‖ − δTr.
(4.17)

We will show that this implies P1, and that the constraint 〈ξ,Bz〉 = −Tr in (4.15)
implies P2.

For k ≥ 1 let Gr,k denote the union of “good events,”

Gr,k =
{
W r◦(kTr) ≤ 2w̄r

}
⋃ {

1
2δ0x̄

r ≤ Er◦(t;x) ≤ 3
2 x̄
r, kTr ≤ t ≤ (k + 1)Tr,

and 〈ξ,B[Zr◦((k + 1)Tr)− Zr◦(kTr)]〉 = −Tr
}
,

and define for any r

Gr =
⋃

T r•≤k≤Tr•/Tr
Gr,k.

For sufficiently large b0 and constants B2 < ∞, I2 > 0, Proposition 4.2 implies the
bound P{Gc

r} ≤ r3B2 exp(−I2∆0 log(r)), r ≥ 1. For ∆0 ≥ 5I−1
2 this is bounded by

B2r
−2, and it then follows that

∞∑
r=1

P{Gc
r} <∞.

From the Borel–Cantelli lemma we can conclude that, with probability one, each
state-allocation trajectory [Qr◦,Zr◦] eventually satisfies Gr for large enough r. It
follows that P1 and P2 also hold and that Qr◦ evolves in X for all large r.
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4.5. Higher dimensions. For the general workload dimension, even if the fluid
model admits a pointwise optimal solution, one cannot hope to obtain the strong
sample-path optimality established in Theorem 4.4 for the stochastic model. Consider
the workload processes

W r(t;x) = Ξ̂Qr(t;x), W r◦(t;x) = Ξ̂Qr◦(t;x).

In heavy traffic, any greedy policy would attempt to drive W r(t;x) into the set Ŵ+.
This is illustrated in Figure 10. Initially, the trajectory W r◦ mimics the behavior
of the fluid model. It is probable that a sample path will then drift throughout the
region Ŵ+ if ρ ∼ 1. For the sample path shown, initially c̄(W r(t;x)) is much greater
than c̄(W r◦(t;x)), but then the opposite is true following the upward drift of W r◦

2

shown in the figure.
This counterexample depends upon the specific geometry shown. Although a

pointwise optimal solution exists for the fluid model, the effective cost c̄ is not mono-
tone. Consequently, property P2 is not desirable—the optimal workload trajectory
ŵ∗ for the fluid model is not pointwise minimal.

Assuming that the effective cost is monotone, the arguments used in the proofs
of Theorem 3.10 and Theorem 4.4 may be applied to establish the following conse-
quences.

Theorem 4.5. Suppose that the following assumptions hold:
(i) Assumption M holds with n = �b, and the effective cost c̄ for the �bth

workload-relaxation is monotone.
(ii) Assumptions H, S, and U hold.

Then for all ∆0 > 0 sufficiently large, there exists b0 < ∞ such that Properties P1
and P2 hold for the policy defined via the linear program (4.14).

Proof. The proof of condition P1, and positivity of the state trajectory Qr◦, is
identical to the proof in the one-dimensional case since (4.17) continues to hold for
the associated error process given in (4.16).

To establish condition P2 we first note that the allocation rate ζr◦k on [kTr, (k +
1)Tr] is designed to be almost optimal for a disturbance-free model on [kTr, (k+1)Tr],

W r(t)

W r◦(t)

Ŵ
+

w 2

w 1

Fig. 10. The figure shows two trajectories for the stochastic workloads W r(t) and W r◦(t), t ≥ 0.
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in the sense that

W r◦(kTr;x) + Ξ̂[Bζr◦k Tr + αrTr] ≤ [W r◦(kTr;x)− (1− ρr)Tr]
r
+ .(4.18)

Using (4.18) we verify the following restricted form of condition P2 by induction:

W r◦(kTr;x) ≤ ŵr◦
∗
(kTr;x) + 2w̄r , k ≥ 0.(4.19)

In fact, this bound combined with Proposition 4.2(ii) implies that P2 holds.
The inequality (4.19) is obvious for k = 0. Assuming it is valid for a given k ≥ 1,

denote D(k + 1) := dr◦((k + 1)Tr)− dr◦(kTr), and consider the following bounds:

W r◦((k + 1)Tr;x) ≤ [
W r◦(kTr;x)− (1− ρr)Tr

]r
+

+ D(k + 1)

by (4.18)

≤ [
ŵr◦

∗
(kTr;x) + 2w̄r − (1− ρr)Tr

]r
+

+ D(k + 1)

by induction

= ŵr◦
∗
(kTr;x) + 2w̄r − (1− ρr)Tr + D(k + 1)

for r sufficiently large

≤ [
ŵr◦

∗
(kTr;x)− (1− ρr)Tr + D(k + 1)

]
+

+ 2w̄r

≤ ŵr◦
∗
((k + 1)Tr;x) + 2w̄r

by Lemma 3.9.

The equality in the third line follows since w̄r is an interior point of Ŵ, and ρr → 1
as r →∞. This completes the verification of the induction hypothesis.

5. Conclusions. The results of this paper lead to practical control solutions
for large networks. One must consider an appropriate relaxation for the fluid model,
define idealized target states through this idealization, and use safety stocks and some
regulation policy to attempt to meet these target values.

Consider for example the network illustrated in Figure 1. For certain parameters a
two-dimensional workload-relaxation is justifiable, and a policy that is nearly optimal
in heavy traffic can be computed by hand once the effective cost is found. When the
cost c is linear and X = R

�
+, the effective cost c̄(x) is the value of the linear program

min 〈c, x〉
subject to ξT

i x = wi, i = 1, 2,
x ≥ θ.

(5.1)

It is amazing that optimal policy synthesis can be conceptualized so easily for such a
complex model!

In practice, it may be difficult to summarize every goal in a single cost function.
Optimization may be viewed as a method of generating a family of candidate good
policies. One can then choose among these or formulate generalizations to satisfy
various goals.

A complex network model such as that shown in Figure 1 illustrates the impor-
tance of taking a flexible viewpoint in modelling, and in control design. By restricting
to a basic feasible solution of (5.1), one may assume that an optimal trajectory q̂∗(t;x)
is null, with the exception of at most two positive components when the cost function
c is linear. This is born out in numerical experiments conducted in [14]. After a short
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transient period, it is observed that in all but two of the buffers, all of the inventory
vanishes in the optimal fluid state trajectory. Similar behavior is commonly seen in
the heavy-traffic networks literature (see, e.g., [29, 25, 1]).

In practice, such behavior is rarely feasible because buffers are finite. One can
add a state space constraint to both models: for an �s × � constraint matrix Cs,

CsQ(t;x) ≤ 1, Q(t;x) ≥ θ, t ≥ 0.(5.2)

The state space is then redefined via X = {x ∈ R
� : x ≥ θ, Csx ≤ 1}, and in this

case the set Ŵ given in (3.6) is no longer a simple positive cone. These additional
constraints increase the complexity of optimal state trajectories so that work is dis-
tributed across a greater number of buffers. Alternatively, if a strictly convex cost
function is used, rather than a linear one, then more reasonable optimal trajectories
will be obtained.

Another question concerns uncertainty. In telecommunications applications one
may know little about the arrival rates to the system, and in a manufacturing applica-
tion demand may be uncertain. One approach is to define a set of generalized Klimov
indices, as in Proposition 12 of [36]. Alternatively, given prior information regarding
arrival rates, one can expand the definition of V. Suppose that A is a polyhedron that
defines possible arrival rates. The corresponding worst-case emptying time is given by

T
∗
(x) = max

α∈A
max

1≤i≤�r
〈ξi, x〉

1− 〈ξi, α〉 .

It is then straightforward to design efficient policies for the fluid model that drain the
system before this time without knowledge of the exact value of α. Other approaches
have been considered recently in [31, 40, 19].

It has been taken for granted in this paper that activities and buffers far out-
number resources. However, in communication applications, particularly in wireless
models, one frequently finds that the set of possible allocation rates is a highly complex
convex set (see, e.g., [41, 44]). In particular, it may not be a polyhedron. One inter-
pretation is that in wireless models there are an infinite number of resources through
time-division, frequency selection, multiple paths, or choices in coding schemes. Ex-
tensions of the methods developed here may be possible provided the rate set V is
suitably smooth, and in this case a one-dimensional relaxation is suggested.

There are many questions left unanswered.
(i) Can one formulate a version of Theorem 4.5 when the fluid model admits

pointwise optimal solutions, yet the effective cost c̄ is not monotone? This question is
interesting even in the case of a single bottleneck since sample-path optimality does
not hold if ξ1 has any negative components (see [7]).

(ii) What if a pointwise optimal allocation does not exist for the �bth workload-
relaxation? Can one obtain a near-optimal policy in this case (in the infinite-horizon
sense (2.3))?

(iii) The policies described in this paper are based on state-feedback, using a
workload-based model. It is expected that RBM models will play a role in the deter-
mination of optimality in the mean and in a finer performance analysis.

(iv) Can efficient recursive algorithms, based on workload dimension, be con-
structed for policy synthesis on a fluid scale?

(v) Where are the sources of highest sensitivity in control design?
(vi) Do the results of this paper lead to improved methods for performance

approximation via simulation, or through calculation, by exploiting the simplicity of
the network model following state space collapse?
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(vii) Finally, extensions of these algorithms have been formulated for sequencing
and routing in the face of breakdowns or preventative maintenance. We are eager to
see how these methods actually work in practice.

Topics (i)–(v) are considered in what follows [7, 28], but the story is far from
complete.

Appendix A. Workload relaxations. The proof of Theorem 4.1 is based on
the following lemma, which shows that, relative to the system load, exchangeable
states for the �bth workload-relaxation are almost exchangeable for the original fluid
model when r is large.

Lemma A.1. Suppose that Assumption H holds. There exists b0 < ∞ such that
for any x, y ∈ X, and any r ≥ 1, the time to reach y from x is uniformly bounded,

T ∗(x, y) ≤ b0‖x− y‖ whenever Ξ̂(y − x) ≥ θ.

Proof. If 〈ξi, y − x〉 ≥ 0 for 1 ≤ i ≤ �b, then it follows from the definition of T ∗

that

T ∗(x, y) = max
i≥1

〈ξi, x− y〉
1− 〈ξi, αr〉

= max
i>�b

〈ξi, x− y〉
1− 〈ξi, αr〉 , 1 ≤ r <∞ .

The right-hand side is bounded in r by construction of αr and the definition of �b. It
also scales linearly on scaling (x− y). This gives the required bound.

Proof of Theorem 4.1. Fix 0 < t < T r◦(x), and define

v̂⊥ = −β er(t;x)

‖er(t;x)‖ .

The constant β > 0 is chosen so that v̂⊥ is a boundary point of Vr. We have the

explicit formula β−1 = T∗(x1,x2)
‖x2−x1‖ , with x1 = q(t;x), x2 = q̂∗(t;x).

We have already remarked that the constraints ensure that (i) holds so that

wi(t;x) ≤ ŵ∗
i (t;x) for all t ≥ 0, and 1 ≤ i ≤ �b. It follows that Ξ̂v̂⊥ ≥ θ, and

Lemma A.1 implies directly that β = β(r) is uniformly bounded from below in r.
Applying this and Assumption U(i), we conclude that there is some fixed ∆ > 0,
independent of x ∈ X and r ≥ 1, such that for all 0 ≤ t < T r◦(x) and sufficiently
small s > 0,

c(q(t;x) + sv̂⊥)− c(q(t;x)) ≤ −∆s.(A.1)

Now let

v = v̂∗ +
(
1− 1

2

r0

r

)
v̂⊥,(A.2)

where v̂∗ = d
dt q̂

∗(t;x) and r0 is a constant. We show that this is in Vr for any r ≥ r0

provided r0 is sufficiently large. For 1 ≤ i ≤ �b we have 〈ξi, v̂⊥〉 ≥ 0, and hence for
r ≥ r0,

〈ξi, v〉 := 〈ξi, v̂∗ + (1− r0/(2r))v̂
⊥〉 ≥ 〈ξi, v̂∗〉 ≥ −(1− ρri ).
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For i > �b we can reason as follows: The identity (4.4) implies that ‖ ddt ŵ∗(t)‖ ≤ K0/r
for some K0 <∞ and all t > 0. Since X ∗ is continuous, we must have a similar bound
for q̂∗, so that ‖v̂∗‖ ≤ K1/r for some finite K1. Then, for i > �b and r ≥ r0,

〈ξi, v〉 ≥ 〈ξi, v̂∗〉+ 1
2

r0

r
(1− ρri )− (1− ρri )

≥ 1

r
( 1

2r0(1− ρri )−K1‖ξi‖)− (1− ρri ).

Hence, to ensure feasibility of v, it is enough to choose r0 > 2K1‖ξi‖(1 − ρ∞i )−1 for
all i > �b.

Using (A.1), (A.2), and the minimality of 〈∇c, ddtq〉, we obtain the bound, for any
0 < t < T r◦, r ≥ r0,

d

dt
(c(q(t;x))− c(q̂∗(t;x))) ≤ −

(
1− 1

2

r0

r

)
∆ ≤ − 1

2∆.

Let g(t) = c(q(t;x)) − c(q̂∗(t;x)), t ≥ 0. This function is piecewise linear on (0,∞)
and satisfies g(0+) = c(x) − c(P∗(x)), where P∗ is defined in (3.10). The previous
bound then gives

g(t) ≤ g(0+)− 1
2∆t, 0 < t < T r◦,

and since g is nonnegative, g(t) = 0 for t ≥ 2g(0+)/∆. Assumption U(ii) then implies
that q(t;x) = q̂∗(t;x) for such t, and hence

T r◦(x) <
2

∆
g(0+) =

2

∆
(c(x)− c(P∗(x))).

This proves (ii) and (iii) since c is a norm, and results (iv) and (v) follow
immediately.

Appendix B. Stochastic models.
Proof of Proposition 4.2. In part (i) we are asking, When can the graph (T, ST )

of the partial sums of Xi hit the line l(T ) = (m− δ)T −N for some T ≥ 0? Hence,
the bound in (i) follows easily from Cramer’s theorem [12].

For (ii) we define, for any i ≥ 1, the event

Ei := {Y (Si + T )− Y (Si)−m−1T ≥ δT + N some T ≥ 0}.

Using the fact that Si :=
∑i
j=1 Xj , i ≥ 1, is equal to the time of the ith jump of Y ,

we obtain the identity

Ei =




(m−1+δ)T+N∑
j=i+1

Xj ≤ T, some T ≥ 0


 .

Applying (i) gives a bound of the form P(Ei) ≤ B1 exp(−I1δ2N) for some B1 < ∞,
I1 > 0, and all i,N . Consequently, for any r ≥ 1,

P

{
sup

0≤s≤t≤rk0

(
Y (t)− Y (s)− (t− s)(m−1 + δ)

N

)
≥ 1

}

≤ P{Srk0+1 ≤ rk0}+
∑rk0+1

i=1 P{Ei}
≤ B1 exp(−I1δ0r) + rk0+1B1 exp(−I1δ2N).



214 SEAN P. MEYN

We now define N via I1δ
2N = log(rk0+3), so that the right-hand side is bounded by

2B2r
−2. This is summable, and hence by the Borel–Cantelli lemma,

lim sup
r→∞

{
sup

0≤s≤t≤rk0

(
Y (t)− Y (s)− (t− s)(m−1 + δ)

(I1δ2)−2 log(rk0+3)

)}
≤ 1 a.s.

We may now develop properties of the stochastic relaxation used to prove The-
orem 4.3. Consider the value function for the relaxed stochastic network for a given
T > 0, x ∈ X,

Γ̂r∗(T ;x) = min
1

T

∫ T

0

c(Q̂(t)) dt ,

where the minimum is over all allocations Ẑ satisfying the constraints (4.7), subject

to the additional constraint that Q̂ evolves in X = R
�
+.

Given the value of Ẑ
∗

at time t, the associated idleness process is given by

Îr∗(t;x) = t1− ĈẐr∗(t;x), t ≥ 0, x ∈ X.

Conversely, one can determine the optimal allocation given the current value of the
idleness. If Îr∗(t;x) = Î, then we take Ẑr∗(t;x) to be the minimizer Ẑr∗ of the
nonlinear optimization problem

min c(y) subject to y = x− S(Ẑ) + R(Ẑ) + A(t),

ĈẐ = Î ,

Ẑ ∈ R
�u ,

y ≥ θ.

(B.1)

This representation leads to the following conclusion.
Proposition B.1. Suppose that Assumptions H and S hold. Then, the optimal

solution [Q̂
r∗
, Ẑ

r∗
] satisfies condition P1.

Proof. Fix any t0 > 0, set y = Q̂r∗(t0), let y∗ = P∗(y), and set ζ+ as any solution

to Bζ+ = y∗ − y, so that Ĉζ+ = θ. Under Assumption U(i) there exists κ > 0 such
that c(y + sBζ+) ≤ c(y)− s‖ζ+‖κ for s ≤ 1.

Consider the allocation Ẑ
∗∆

given by Ẑ∗∆(t) = Ẑr∗(t) if t �= t0, and Ẑr∆(t0) =

Ẑr∗(t0)+∆ζ+. On the remainder of R+ we again suppose that this allocation is linear
on each time-horizon. This is feasible for a range of ∆ ≥ 0, and by Proposition 4.2
we have

c(Q̂r∗(t0)) ≥ c(Q̂r∆(t0))−O(s‖ζ+‖κ) + O(log(r)).

We must therefore have ‖ζ+‖ = O(log(r)), so that P1 holds.
We may also establish a form of P2.
Proposition B.2. Suppose that Assumptions H, M, U, and S hold, where all

bounds are with respect to the �bth workload-relaxation. Then for any r ≥ 1 and any

0 < T• ≤ Tr•, there exists a solution [Q̂
r
, Ẑ

r
] that satisfies conditions P1 and P2, and

1

T•

∫ T•

0

c(Q̂r(t)) dt ≤ Γ̂r∗(T•;x) + O(log(r)) .(B.2)
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Proof. The proof is again by comparison. We approximately retain the convention

that Ẑ
r

is determined from its idleness process through the following restricted form
of (B.1): For a given value Î = Îr(t;x) we take Ẑr(t;x) to be the minimizer Ẑ∗ of

min c(y) subject to y = x− S(Ẑ) + R(Ẑ) + A(t),

ĈẐ = Î ,

Ẑ ∈ R
�u ,

y ≥ 1
2 x̄
r.

(B.3)

Under this restriction, one can adapt the proof given in Proposition B.1 to show that

[Q̂
r
, Ẑ

r
] satisfies Property P1.

We now show how Îr may be constructed so that P2 holds.

For a given ∆ > 0, let Îr∆ denote the idleness process defined by Îr∆(t;x) =

Îr∗(t;x) + ∆w̄r, t ≥ 0, where w̄r := Ξ̂x̄r. An application of Proposition 4.2 implies
that ∆ can be chosen so large that the resulting state trajectory satisfies

Ŵ r∗(t;x) + 2∆w̄r + o(1) ≥ Ŵ r∆(t;x) ≥ w̄r − o(1) , 0 ≤ t ≤ T• .

This can be chosen independently of r ≥ 1 and independently of 0 < T• ≤ Tr•. It is
obvious that (B.2) holds for the allocations {Îr∆}.

We now refine this allocation to form an allocation Îr as follows. We first define
this for t = kTr and then take it to be linear on each interval [kTr, (k + 1)Tr] for each
k ≥ 0.

For k = 0 we set Îr(0;x) := Îr∆(0;x) = ∆w̄r. For all k ≥ 1, given that Îr((k −
1)Tr;x) has been specified, we define an upperbound Ī ∈ R

�b
+ on the idleness rate on

the interval [(k − 1)Tr, kTr]. This is given as the solution to

Ŵ r((k − 1)Tr;x)− (1− ρr)Tr + ĪTr =
[
Ŵ r((k − 1)Tr;x)− (1− ρr)Tr

]r
+
.(B.4)

We then define Îr(kTr;x) as

Îr(kTr;x) := min
(
[Îr((k − 1)Tr;x) + ĪTr], Î

r∆(kTr;x)
)
,

where the minimum is interpreted componentwise. One can show that for sufficiently
large r ≥ 1, Ŵ r(t;x)− 1

2 w̄
r ∈ Ŵ, t ≥ 0. It follows that Îr defines a feasible allocation

Zr, in the sense that the nonlinear program (B.3) is feasible when Î = Îr(t). Following

familiar arguments we may conclude that the resulting state trajectory Q̂
r

evolves in
X for sufficiently large r.

Moreover, (B.4) implies that the resulting workload process satisfies a bound
similar to (4.18): We have by construction

Ŵ r(kTr;x)− (1− ρr)Tr + ι̂rkTr ≤ [W r(kTr;x)− (1− ρr)Tr]
r
+ ,

where ι̂rk :=T−1
r [Îr((k+1)Tr;x)− Îr(kTr;x)] denotes the idleness on the kth interval.

The proof of P2 is then identical to the proof of P2 for Q̂
r◦

given in Theorem 4.5.
Finally, since Îr(kTr;x) ≤ Îr∆(kTr;x) for all k and Îr∆ satisfies (B.2) by con-

struction, we may establish (B.2) for Îr by an application of Proposition 4.2 as in the
proof of Proposition B.1.
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Abstract. This article analyzes sets of higher order tangent vectors to reachable sets of analytic
control systems (affine in the control). Both small-time local output controllability and small-time
local controllability about a nonstationary reference trajectory are considered. In a series of pur-
posefully constructed examples it is shown that the cones generated by needle variations may fail
to be convex. The examples demonstrate that the usual technical condition that needle variations
must be movable is essential to guarantee desirable convexity properties. Moreover, new doubts are
cast on the structural stability of controllability properties, as apparently higher order perturbations
can reverse the (lack of) controllability of lower order nilpotent approximating systems, thereby
providing new insights about the ultimate question of whether controllability is finitely determined.
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1. Introduction. A fundamental dichotomy for a control system with a refer-
ence trajectory is whether the trajectory is optimal or whether the system is control-
lable about this trajectory. Topologically, this translates into the reference trajectory
lying either on the boundary or in the interior of the funnel of reachable sets. Deriva-
tives of the endpoint map with respect to the controls serve as the main analytic tool:
If the derivative has full rank, then the trajectory lies in the interior and the system
is controllable. Conversely, a necessary condition for optimality is that the derivative
does not have full rank, which leads to the Pontryagin maximum principle [19] (which
is a first derivative test). See [23] for the current state of the art unifying nonsmooth
with differential geometric approaches.

Since commonly the first derivative does not have full rank (at the reference con-
trol), there have been many efforts to obtain higher order conditions for controllability
and optimality, with Krener’s high order maximal principle [17], Stefani’s high order
conditions for optimality [20], and Sussmann’s general theorem for controllability [22]
being a few prominent classical ones. See [23] and the references therein for the current
state of the art. As opposed to purely theoretical statements in terms of high order
Frechet derivatives, the main interest is in effectively computable conditions, leading,
e.g., to algebraic rank conditions in terms of iterated Lie brackets of the system vector
fields evaluated at a point as, e.g., in [20, 22]. Underlying such conditions are notions
of higher order tangent vectors together with open mapping theorems. The higher
order tangent vectors are basically high order directional derivatives of the endpoint
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map, obtained from families of control variations (i.e., curves in the space of admissi-
ble controls). Open mapping theorems guarantee that if a cone of tangent vectors is
the whole tangent space, then the reference trajectory lies in the interior. Of course,
depending on the precise technical notion of the tangent object, one needs dedicated
open mapping theorems—see, e.g., Lee and Markus [18] for such classical statements.
A notable effort in the 1980s by Frankowska employed nonsmooth analysis to obtain
a general purpose open mapping theorem [9, 10], relying on high order variations of
set-valued maps.

The basic trade-off is between narrowly defined tangent objects (with straight-
forward open mapping theorems) and large tangent objects, which may lack nice
convexity and approximation properties. Recall that classical calculus of variations
primarily employed families of variations that are parameterized by their amplitude.
In optimal control theory several alternative approaches have been analyzed. These
include both curves s �→ us(·), s ≥ 0 (with u0 = u∗ the reference control ) such that
‖us − u∗‖∞ ↘ 0, curves such that ‖us − u∗‖1 ↘ 0 as s ↘ 0 (compare with [8]), and
the so-called needle variations: Loosely speaking, these are such that the variation
us agrees with the reference control u

∗ everywhere except on a (finite number of)
interval(s) whose (combined) length goes to zero as s ↘ 0. The main attraction of
such needle variations is that they are conceptually easy to combine for the purpose
of generating convex combinations of tangent vectors, resulting in tangent cones with
nice convexity properties. Of course, such schemes hinge on the intervals on which the
variations differ from the reference control, eventually (for sufficiently small s > 0)
becoming disjoint. Alternatively, one might require that every needle variation be
movable, i.e., one must be able to move the variation by a small time-amount and still
be able to generate the same tangent vector. Precise technical specification of such
conditions can be quite involved.

This article is not overly concerned about specific ways of combining needle varia-
tions. The main results are independent of such technical intricacies because we show
that certain directions can be generated by the most basic needle variations, while
certain other points cannot be reached by any control variations at all. Of course,
this implies that one cannot reach those points or generate those tangent vectors by
any kind of composition of needle variations either, no matter how these are defined.

For analytic, affine control systems with a stationary reference trajectory, no such
conditions are needed, and a wealth of necessary and sufficient conditions for control-
lability and optimality have been found in recent decades; see, e.g., [22]. On the other
hand, distinctive features of the existing literature for nonstationary reference trajec-
tories are much more careful and provide more delicate notions of variations, tangent
objects, and open mapping theorems; see, e.g., [1, 4, 5, 6, 16, 23]. A major open ques-
tion has been whether such technical conditions are truly essential, or whether they
are merely artifacts of a still imperfect knowledge level (e.g., future work might show
that they are automatically satisfied for reasonable classes of systems). This article
provides a definitive answer: Loosely speaking, even for the most benign classes of
nonlinear systems (polynomial cascades, affine in the control, convex compact control
values), the tangent cones generated by needle variations can be nonconvex. More-
over, even if their convex hull is the entire space the reference trajectory may lie on the
boundary of the reachable sets. Both may happen even for arbitrary small positive
times.

This article is organized as follows: After this introduction, we give and review
technical definitions of controllability, needle variations, tangent cones, and open map-
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ping theorems. The subsequent three sections analyze a sequence of increasingly more
delicate examples. First we consider the output controllability of a simple polynomial
cascade system about an equilibrium (stationary reference trajectory). Most of the
innovative constructions and critical inequalities may be found here. The next section
slightly modifies the system so that it falls into the class of standard small-time local
controllability about a nonstationary reference trajectory. Finally, we add some terms
which at first sight appear to be higher order perturbations, but we show that these
actually destroy the delicate controllability properties. The final section reflects and
speculates on the possible implications of such a lack of robustness of the notion of
controllability.

The constructions in the proofs fall into two categories: On one side we provide
very explicit constructions of needle variations and demonstrate that they generate
certain tangent vectors. Similarly, in the absence of applicable open mapping theo-
rems, we explicitly construct controls that steer the system to any given target point.
On the other side, we show that certain (regions of) points cannot be reached by any
control whatsoever, and thus not by any needle variations either. Such arguments
naturally involve delicate arguments with integral inequalities.

2. Control variations and approximating cones. The main thrust of this
article is counterexamples. Thus for positive controllability results we use construc-
tions that rely on small sets of tools, e.g., very narrow notions of (needle) variations.
Such results clearly hold a fortiori if the sets of admissible variations etc. are broad-
ened. Conversely, negative results (lack of convexity or controllability) are usually
stated in the form that even for very large sets of controls something is impossible.

The systems under consideration are finite-dimensional, deterministic, analytic
systems (possibly including an analytic output function) that are affine in the control.

ẋ = f0(x) +

�∑
i=1

ui(t)fi(x), x(0) = 0, y = ϕ(x).(2.1)

Here x ∈ R
n, fi:R

n �→ TR
n are analytic vector fields; the controls u: [0, T ] �→ U ⊆ R

�

are measurable functions defined on finite intervals and take values in a compact
convex set U , usually U = [−1, 1]�. The output map ϕ:Rn �→ R

p is analytic. In
this article the vector fields are actually always of a polynomial cascade form, the
controls in all constructions are piecewise constant, and the output map is either the
identity or a projection onto a subspace. The solution curves of (2.1) corresponding
to a control u, starting from x(0) = 0, are denoted by x(t, u) or, when no confusion
arises, by x(t). Their images under the output map are denoted y(t, u) = ϕ(x(t, u)) or
simply y(t). Throughout this article we also conveniently identify the tangent spaces
TpR

n with Rn.
The reachable setsR(t) consist of all points x(t, u) reached in time t by trajectories

of (2.1) from x(0) = 0 by means of admissible controls (measurable, and with values
in U almost everywhere). Given a reference trajectory x∗(t) = x(t, u∗), controllability
is defined as follows.

Definition 2.1. The system (2.1) is small-time locally controllable (STLC) about
x∗ if x∗(t) ∈ intR(t) for all t > 0. The system (2.1) is small-time locally output
controllable (STLOC) about y∗ = ϕ(x∗) if y∗(t) ∈ int(ϕ(R(t))) for all t > 0.

The latter notion is related to Kaskosz’s g-controllability [13] but is not yet stan-
dard. In general one needs to distinguish STLOC about a reference output y∗ with a
fixed initial condition x(0) = 0 from a notion that requires only x(0) ∈ ϕ−1(y0). In
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this article this distinction will not play a role.

Throughout this article we will use the norm ‖x‖∞ def
= maxnk=1 |xk| for x ∈ R

n.
In particular, the open ball of radius r ≥ 0 about p ∈ R

n is B∞
p (r) = {x ∈ R

k: ‖x −
p‖∞ < r}. Since ‖x‖∞ ≤ ‖x‖2 ≤ √

n‖x‖∞, this does not change the quality of any
statements but allows us to dispense with lots of additional factors of

√
n throughout

our constructions and statements of results.
Definition 2.2. A one-parameter family of control variations of a reference

control u∗: [0, T ] �→ U is a curve s �→ us ∈ U = {u: [0, T ] �→ U measurable} defined
for s ∈ [0, s0] for some s0 > 0 and with u0 = u∗. Such a family is called a family of
control variations at zero if us(t) = u∗(t) for all t ∈ (s, T ].

In the latter case it is convenient to identify us with its restriction to [0, s]. Con-
versely we generally do not distinguish between a control us: [0, s] �→ U and its ex-
tension to [0, T ] defined by setting us(t) = u∗(t) if t ∈ (s, T ]. Using either kind
of curves one may define derivatives to the family of reachable sets. Denote by
Φ: (t, p) �→ Φt(p) = x(t, u∗; p) the flow corresponding to the reference control u∗.
In all systems analyzed in this article, this flow will be analytic, and hence there are
no subtleties about transporting tangent vectors via the tangent maps Φt∗ from one
tangent space to another. To facilitate comparisons, we move all tangent vectors back
to the tangent space at the initial point. In the following definitions let u∗: [0, T ] �→ U
be an admissible control generating a (reference) trajectory x∗: [0, T ] �→ Rn.

Definition 2.3. A vector v ∈ R
n is an mth order tangent vector to the family

of reachable sets {R(T )}T≥0 at (time) zero, written v ∈ Km0 , if there exists a family
of control variations at zero us: [0, s] �→ U of u∗ such that

x(s, us) = x(s, u∗) + smΦs∗(v) + o(sm).(2.2)

Definition 2.4. A vector v ∈ R
p is called an mth order tangent vector to the

output-reachable sets of the system (2.1) with stationary reference trajectory x∗ ≡ 0,
written v ∈ Kmϕ , if there exists a family of control variations us: [0, s] �→ U such that

ϕ(x(s, us)) = ϕ(x(0)) + smv + o(sm).(2.3)

Most of the statements in this article involve these approximating sets to the
family of reachable sets at the initial time. However, in a few places (e.g., system
(2.9) and Corollary 5.8) it is convenient for precise statements to use the following
notion of tangent vectors to a fixed reachable set (but transported back to the initial
time for easy comparisons). In order to allow rudimentary comparisons with the above
notions of higher order tangent vectors, the following definition uses the L1-norm of
the differences (us − u∗).

Definition 2.5. A vector v ∈ R
n is an mth order tangent vector to the reachable

set R(T ) at x∗(T ), written v ∈ KmT , if there exists a family of control variations
us: [0, T ] �→ U of u∗ such that

x(T, us) = x(T, u∗) + ‖us − u∗‖m1 ΦT∗(v) + o(‖us − u∗‖m1 ).(2.4)

Note, that in all three definitions no regularity whatsoever is assumed or required
for the maps s �→ us.

If {us}s>0 is a family of control variations at zero (and thus us(t) = u∗(t) for
s < t ≤ T ), it is clear that ‖us − u∗‖m1 ≤ cmsm, where c = maxw∈U |w| is finite (due
to compactness of U). Thus, basically from the definition,

Km0 ⊆ KmT for all m ≥ 0 and all T > 0.(2.5)
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However, the reverse inequality need not hold as, e.g., ‖us − u∗‖m1 ↘ 0 might go to
zero faster than sm as s ↘ 0. Nonetheless, for typical families of control variations at
zero, as constructed in what follows, one often can readily conclude that they generate
corresponding tangent vectors of the same order m, lying in Km0 and KmT . Write KT ,
Km0 , and K

m

ϕ for the cones K
m

0 = {λv : v ∈ Km0 , λ ≥ 0} etc. generated by KT , Km0 , and
Kmϕ , respectively, and also refer to the elements of the cones K

m
as tangent vectors. In

the case of a stationary reference trajectory x∗ ≡ x(0) together with full-state output
ϕ ≡ idRn , the definitions of Km0 and Kmϕ agree, and they are subsets of adjacent
tangent cones and, moreover, have nice convexity and approximation properties [9].

The sets Kmϕ of tangent vectors to output-reachable sets in general may have more
complicated structures. In particular, they generally are not simply the images of the
corresponding sets Km0 under the tangent map ϕ∗ as illustrated in the basic example


ẋ1 = u, x(0) = 0,
ẋ2 = x2

1, |u(·)| ≤ 1,
ẋ3 = x3

1, ϕ(x) = (x1, x3)
(2.6)

with reference control u∗ ≡ 0. Here Km0 = R × {(0, 0)} for m = 1, 2, and Km0 =

R× [0,∞)× {0} for m ≥ 3, while Kmϕ = R2 for m ≥ 4. In particular, K4

ϕ �= ϕ∗K4

0.
A key step to rendering the sets of tangent vectors useful for obtaining optimality

results is to establish their convexity. For a wide variety of different settings, results
that are similar to the following may be found in, e.g., [4, 5, 6, 8, 9, 10, 14, 18].

Proposition 2.1. For systems of form (2.1) with a stationary reference trajec-
tory the following hold:

If λ ∈ [0, 1] and v ∈ Km0 , then λv ∈ Km0 .
If m ≤ m′, then Km0 ⊆ Km′

0 .
If v1, v2 ∈ Km0 and λ ∈ [0, 1], then λmv1 + (1− λ)mv2 ∈ Km0 .
Theorem 2.2 (see [9, 10, 11, 14]). Suppose x∗ ≡ 0 is the stationary reference

trajectory of a system of form (2.1). Then for every closed convex cone K that is
strictly contained in {0} ∪ intKm0 , there exist C > 0 and T > 0 such that

K ∩B∞
0 (Ct

m) ⊆ R(t) for all 0 ≤ t ≤ T.(2.7)

Moreover, if Km0 = R
n, then the system (2.1) is STLC about x∗ = 0, and the minimum

time function V (q) = min{t ≥ 0 : ∃u such that x(t, u) = q} is Hölder continuous
of order 1

m at x = 0.

If the reference trajectory is nonstationary, then the cones Km0 need not have
similarly nice convexity and approximation properties. Thus much work in recent
decades has focused on developing more refined notions of tangent objects for that
setting. The classical open mapping theorems (compare, e.g., [18, 19]) use topological
arguments that rely on continuity of the multiparameter families of control variations
that naturally generalize the (single-parameter) curves introduced above. Typically,

one might have constructed n curves s �→ u
(i)
s ∈ U , which generate the tangent vectors

v(i) ∈ Km0 , i = 1, . . . , n. The critical next step is to somehow combine these variations
in order to show that the convex combinations (c1v1+· · ·+cnvn) with c1+· · ·+cn = 1
are mth order tangent vectors, i.e., are contained in Km0 , too. A natural first try is to
consider convex combinations of suitable reparameterizations of the original curves

s �→ us,c1,...,cn = c1u
(1)
α1(c,s)

+ c2u
(2)
α2(c,s)

+ · · ·+ cnu
(n)
αn(c,s)(2.8)



NEEDLE VARIATIONS THAT CANNOT BE SUMMED 223

and analyze the corresponding curves s �→ x(s, us,c) of endpoints for each value c.
Variations that lend themselves especially well to generating such convex combinations
are needle variations. (Alternatively, compare with, e.g., [8] for variations such that
‖us− u∗‖1 ↘ 0.) Basically, each such control us agrees with u∗ on all of [0, T ] except
on an interval whose length is of order s for s ↘ 0. Two such families of variations
are easily combined unless the intervals on which they disagree from u∗ overlap for all
small s > 0. In that case, one might be tempted to simply move the interval in one
of the families. The continuous dependence of solution curves on the data suggests
that after such small (or vanishing, as s ↘ 0) moves, the combined variations might
still generate the desired tangent vectors.

Before giving a technical (broad) definition of needle variations, we discuss a
very simple example that illustrates the problem that some (narrowly defined) needle
variations might not be able to be moved:


ẋ0 = 1, |u(·)| ≤ 1,
ẋ1 = u, x(0) = 0,
ẋ2 = (x0 − 1)x2

1, x∗(t) = (t, 0, 0, 0),
ẋ3 = x7

1, t ∈ [0, 2] = [0, T ].

(2.9)

In this case the family of needle variations u±
s : [0, 2] �→ [−1, 1] defined by u±

s (t) = ±1
if 1 − 1

2s ≤ t < 1, u±
s (t) = ∓1 if 1 ≤ t < 1 + 1

2s, and u±
s (t) = 0 else, generates the

curves x(2, u±
s ) = (2, 0, 0,±2−10s8) ∈ R0(2), and thus v = (0, 0, 0,±1) ∈ K8

2 as 8th
order tangent vectors at T = 2 (note that ‖us − u∗‖1 = s).

In general, suppose us: [0, 2] �→ [−1, 1] is any family of control variations that
agrees with us(t) = u∗(t) = 0 for all t ∈ [0, T ] \ Is, where Is ⊆ [0, T ] is an interval
of any of the forms [a, a + s], [a − s, a], or [a − s

2 , a +
s
2 ] for some fixed a ∈ [0, 2].

Then x(T, us) = (2, 0, 0, Cs
8) + o(s8) is only possible if Is is of the third form, and in

addition a = 1. This means that the only single family of needle variations that can
generate v = (0, 0, 0,±1) as tangent vector “cannot be moved.”

In this simple example it is clear that either v can easily be generated by control
variations whose support (technically the support of (us−u∗)) consists of two disjoint
intervals, e.g.,

us(t) =



1 if ± 1

2 − 1
4s ≤ t < ± 1

2 ,

−1 if ± 1
2 ≤ t < ± 1

2 +
1
4s,

0 else.

(2.10)

This demonstrates that if one considers only control variations that are supported in
a single interval shrinking to a point, then it may be possible that certain tangent
vectors can be generated only at a specific point t0 that cannot be moved.

The example appears contrived and the notion of needle variation unnecessarily
constrained. It is customary to broaden the notion of needle variations to allow the
support of (us − u∗) to be a finite union of intervals of total length of order s.

Definition 2.6. A family of control variations s �→ us: [0, T ] �→ U defined for
s ∈ [0, s0] with s0 > 0 is a (family of) needle variations of the reference control u∗ = u0

if there exist a constant C > 0 and a finite number of pairs of increasing functions

s �→ a
(k)
s and decreasing functions s �→ b

(k)
s defining intervals [a

(k)
s , b

(k)
s ] ⊆ [0, T ],

k = 1, . . . , N , such that

supp(us − u∗) ⊆
N⋃
k=1

[a(k)
s , b(k)s ] and

N∑
k=1

(b(k)s − a(k)
s ) ≤ Cs for all s ≤ s0.(2.11)
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Note that a family of variations at zero as defined earlier automatically qualifies
as a family of needle variations as one may take N = 1 and intervals defined by

a
(1)
s = 0 and b

(1)
s = s. Definition 2.6 also includes other common constructions with

N = 1 and [a
(1)
s , b

(1)
s ] = [α, α+ s] (right variations at t = α) or [a

(1)
s , b

(1)
s ] = [β − s, β]

(left variations at t = β). The constructions in this article use mainly (right) needle
variations at zero, combined with some (left) needle variations at the final time T .
But the main claim of “needle variations that cannot be summed” holds even if the
combinations (or sums) are allowed to lie in a more general class as in Definition 2.6.

3. The main construction. This section analyzes a custom-designed polyno-
mial cascade system (affine in the control) with output, which forms the heart of the
promised counterexample in section 5. We demonstrate that the growth rates of its
reachable sets are very sensitive to reflections about the origin. More specifically, the
approximating cones of tangent vectors are described not only by intersections, but
also by unions of half spaces. The basic system with output ϕ is




ẋ1 = u1, |u1(·)| ≤ 1,
ẋ2 = u2, |u2(·)| ≤ 1,
ẋ3 = x2

1, x(0) = 0,
ẋ4 = x2

2, ϕ(x) = (x1, x2, x5, x6),
ẋ5 = x4x

2
1 − x7

1,
ẋ6 = x3x

2
2 − x7

2.

(3.1)

Figure 3.1 pictorially summarizes key properties of this system, showing cross-
sections of approximating cones of the image ϕ(R(t)) of the reachable set under the
output map. The remainder of this section proves technical statements that make
this illustration precise.

Theorem 3.1. For all T > 0 (sufficiently small)

ϕ(R0(T )) ⊇ B∞
0 (2

−18T 8) ∩ {y ∈ R
4: (y3 ≥ 0 or y4 ≥ 0 )and y1=y2=0}.(3.2)

The proof shows in particular that points of the forms x = (0, 0, ∗, ∗,−2−18s8, 0)
and x = (0, 0, ∗, ∗, 0,−2−18s8) can be reached in time s, i.e., by control variations at

zero. Thus the tangent vectors (0, 0,−1, 0), (0, 0, 0,−1) ∈ K8

ϕ are generated by needle
variations of the zero reference control.

✲
x5

✻x6 K6

ϕ

✲
x5

✻x6 Kmϕ

8 ≤ m < 38/3

✲
x5

✻x6 K
40
3

ϕ

Fig. 3.1. Cross-sections of approximating cones of tangent vectors for system (3.1).
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Proof. Suppose T > 0 and η ∈ R
4 are given, with ‖η‖∞ < 2−18T 8, η3 < 0, and

η4 ≥ 0. (The case of η4 < 0 and η3 ≥ 0 is analogous.) Set t1 = (−4η3)
1/8 > 0. Define

the control u: [0, T ] �→ [−1, 1]2 (with t2 ≥ 0 to be determined later) by

u(t) =




( 1, 0) if 0 ≤ t ≤ t1,
(−1, 0) if t1 ≤ t ≤ 2t1,
( 0, −1) if 2t1 ≤ t ≤ 2t1 + t2,
( 0, 1) if 2t1 + t2 ≤ t ≤ 2t1 + 2t2,
( 0, 0) else.

(3.3)

From u2(t) = 0 for t ≤ 2t1 it is easily seen that x(2t1, u) = (0, 0,
2
3 (−4η3)

3/8, 0, η3, 0)
and thus ϕ(x(2t1, u)) = (0, 0, η3, 0). Then ϕ(x(2t1 + 2t2, u)) = (0, 0, η3, ξ(t2)), where

ξ: t2 �→ x6(2t1 + 2t2)=2

∫ t2

0

(
2
3 (−4η3)

3/8t2 + t7
)
dt = 4

9 (−4η3)
3/8t32 +

1
4 t

8
2(3.4)

is a strictly increasing function. Thus there exists a unique 0 ≤ t∗2 ≤ (4η4)
1/8 such

that ξ(t∗2) = η4. One easily verifies that the total time satisfies

(2t1 + 2t
∗
2) ≤ 2(−4η3)

1/8 + 2(4η4)
1/8 ≤ 4 · ‖4η‖1/8

∞ =
(
218‖4η‖∞

)1/8
< T.(3.5)

Points η = (0, 0, η3, η4) with η3 > 0 and η4 > 0 are even easier to reach using again
piecewise constant controls, but now both u1 and u2 start with value +1, followed by
−1 and zero. Note that in the directions of this positive quadrant the reachable set
grown even faster, of order T 6.

Several stronger statements appear possible, e.g., characterizing the image
ϕ(R0(T )) of the reachable set without the condition y1 = y2 = 0. However, in
what follows we have no need for this, and it is quite cumbersome to find the precise
complete boundary of the reachable sets.

One consequence of the next statement is that there does not exist a constant
C > 0 such that one can reach points x = (0, 0, ∗, ∗,−CT 8,−CT 8) in the fourth
quadrant for all sufficiently small times T > 0 using any controls. Thus, a fortiori,
one cannot reach such points by any combination of needle variations in time T > 0,

and (0, 0,−1,−1) �∈ K8

ϕ.
Theorem 3.2. Suppose 0 ≤ T < 1, and x1(T, u) = x2(T, u) = 0. Define

C = 31/5 · 2−35/3 > 0. If x5(T, u) < 0, then x6(T, u) > −CT 38/3, and if x6(T, u) < 0,
then x5(T, u) > −CT 38/3.

The following useful restatements and consequences are immediate corollaries
from the theorem (or from its proof given in what follows).

Corollary 3.3. If C,m > 0 are such that the images of reachable set of system
(3.1) contain the open balls B∞

0 (CT
m)⊆ϕ(R0(T )) for all T > 0 (sufficiently small),

then m ≥ 38
3 .

Corollary 3.4. For system (3.1), (0, 0, a, b) ∈ K8

ϕ if and only if a ≥ 0 or b ≥ 0.
Proof of Corollary 3.4. The “if” part is clear from Theorem (3.1). For the “only

if” part, suppose (0, 0, a, b) ∈ K8
ϕ for some a, b ∈ R. By definition of Kϕ there exist

0 < s0 < 1 and a family of control variations us: [0, s] �→ [−1, 1]2, 0 ≤ s ≤ s0, such
that for some ξ: [0, s0] �→ R

6 with ‖ξ(s)‖∞ = o(s8) the endpoints have the form

x(s, us) = s8 · (0, 0, ∗, ∗, a, b) + ξ(s) ∈ R(s).(3.6)
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Define a new family of control variations v2s: [0, 2s] �→ [−1, 1]2, 0 ≤ 2s ≤ s0, by

v2s(t) =

{
us(t) if 0 ≤ t ≤ s,

− 1
s · (ξ1(s), ξ2(s)) if s < t ≤ 2s.

(3.7)

Then x(t, v2s) = x(t, us) for 0 ≤ t ≤ s, and in particular x(s, v2s) = x(s, us). For
t ∈ [s, 2s] in the second half of the domain of v2s the first two components xi(t, v2s) =
(2s− t)ξi(s), i = 1, 2, remain of size o(s

8). Consequently also x3(t, v2s) and x4(t, v2s)
remain of size o(s8), and the change in the last two components

‖xi(2s, v2s)− xi(s, v2s)‖∞ = o(s24) for i = 5, 6(3.8)

is again of higher order. The endpoints are of the form

x(2s, v2s) = (0, 0, ∗, ∗, s8a+ o(s8), s8b+ o(s8)),(3.9)

and in particular they lie in the plane x1 = x2 = 0, satisfying the hypotheses of
Theorem 3.2. Thus a ≥ 0 or b ≥ 0.

Corollary 3.5. For 8 < m < 38/3 the approximating cones Kmϕ of the output-
reachable set are not convex.

To streamline the proof of Theorem 3.2 we first establish two technical lemmata.
Consider the following simple system about its equilibrium point x = 0:{

ẋ1 = u, |u(·)| ≤ 1,
ẋ2 = cx2

1 − x7
1, x(0) = 0.

(3.10)

Lemma 3.6. If c �= 0, then the system (3.10) is not STLC about x = 0. If

T > 2
(

8
3 |c|
) 1

5 , then 0 ∈ int R(T ).
Proof. W.l.o.g. assume c > 0 (else consider the coordinate change (x1, x2) �→

(x1,−x2)). The first assertion follows from x2(T ) =
∫ T
0
x2

1(t)(c − x5
1(t)) dt ≥ 0 since

|x5
1(t)| ≤ t5 ≤ T 5 ≤ c if T ≤ c

1
5 .

Conversely, suppose T > 2b0, where b0 = (
8
3c)

1
5 is the first positive zero of t �→

1
3ct

3− 1
8 t

8.
Consider the 2-parameter family of controls

ua,b(t) =




0 if 0 ≤ t ≤ T − 2b0 − 2b− a,
1 if T − 2b0 − 2b− a < t ≤ T − b0 − b− a,

−1 if T − b0 − b− a < t ≤ T.
(3.11)

Since T − 2b0 > 0, these controls are defined for (a, b) in some neighborhood of (0, 0).
(To be precise, they are defined for −b0 ≤ b, −b0 ≤ a + b, and a + 2b ≤ T − 2b0.)
It is straightforward to verify that x(T, u0,0) = 0 and that the Jacobian (for some
polynomial p in two variables)

∂ x(T, ua,b)

∂(a, b)
=

(
−1 0

ca2 + a7 − 20
9

(
54c7

) 1
5 + b · p(b, c 1

5 )

)
(3.12)

of the map (a, b) �→ x(T, ua,b) has full rank at (a, b) = (0, 0) when (c �= 0). By the
inverse mapping theorem, 0 ∈ intR(T ), and the system (3.6) is STLC.

Lemma 3.7. Suppose f : [0, T ] �→ R is absolutely continuous with |f ′(t)| ≤ ε a.e.
and f(0) = f(T ) = 0. Then for any even integer m = 2k ≥ 2∫ T

0

fm(t) dt ≥ 2
(m+1)ε‖f‖m+1

∞ .(3.13)
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Proof. Since f is continuous there exists t0 ∈ [0, T ] such that f(t0) = ‖f(t)‖∞.
W.l.o.g. assume f(t0) > 0. Since |f ′(t)| ≤ ε a.e., use the lower bound f(t0 ± τ) ≥
f(t0)− ετ for 0 ≤ τ ≤ τ0 = f(t0)/ε to obtain the estimate

(3.14)∫ T

0

f2k(t) dt ≥
∫ t0+τ0

t0−τ0
f2k(t)dt ≥ 2 ·

∫ τ0

0

(εt)
2k

dt =
2ε2kτ2k+1

0

2k + 1
=
2 ‖f‖2k+1

∞
(2k + 1)ε

.

Proof of Theorem 3.2. Before going into technical details we lay out some heuristic
ideas that motivate the strategy.

The presence of the definite terms in system (3.1) suggests using controls u1 and
u2 with disjoint support. If one first keeps u2 ≡ 0, thus also x4 ≡ 0, and using a
simple bang-bang control u1 one easily reaches a point of the form (0, 0, q3, 0,−q5, 0)
with q3, q5 > 0. Next one holds u1 ≡ 0 and, using a suitable control u2, tries to
reach a point (0, 0, q3, q4,−q5,−q6) with all qi > 0. But according to Lemma 3.6 this
second step requires that the available time is sufficiently large (as determined by
q3). The subsequent estimates quantify this delicate trade-off, with the conclusion
that, roughly speaking, if x6(T ) < 0, then |x5(T )| < CT 38/3 for all T sufficiently
small. The proof shows that this is true for all controls, not only for whatever clever
combinations of the needle variations are used in the proof of Theorem 3.1. One of
the key obstacles to making this heuristics into a general argument is that in such
setting of all possible controls, there does not exist a clear notion of which of the two
directions is obtained first. Thus the first objective is to identify an abstraction of
“which of the directions x5 and x6 is generated first.” Since

∫ T

0

(∫ t

0

x2
1(s) ds

)
x2

2(t) dt+

∫ T

0

x2
1(t)

(∫ t

0

x2
2(s) ds

)
dt=

(∫ T

0

x2
1(t) dt

)
·
(∫ T

0

x2
2(t) dt

)

and the system is invariant under the index permutation (x1, x2, x3, x4, x5, x6) �→
(x2, x1, x4, x3, x6, x5), we may assume w.l.o.g. that∫ T

0

(∫ t

0

x2
1(s) ds

)
x2

2(t) dt ≥ 1
2

(∫ T

0

x2
1(t) dt

)(∫ T

0

x2
2(t) dt

)
,(3.15)

which may be rewritten in the most useful form

∫ T

0

(∫ t

0

x2
1(s) ds

)
x2

2(t) dt ≥ 1
2

∫ T

0

(∫ T

0

x2
1(s) ds

)
x2

2(t) dt.(3.16)

The key advantage of this form is that the weight against which x2
2 is integrated is

now a constant, so that Lemma 3.6 applies. If x6(T ) ≥ 0, nothing needs to be shown.
Thus assume x6(T ) < 0. Then

0 > x6(T )=

∫ T

0

(
x2

3(t)x
2
2(t)− x7

2(t)
)
dt ≥

∫ T

0

x2
2(t)

(
1
2

∫ T

0

x2
1(s) ds− x5

2(t)

)
dt(3.17)

and thus

ξ2
def
= max

0≤t≤T
x2(t) >

(
1
2

∫ T

0

x2
1(s) ds

) 1
5

.(3.18)
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The term on the right-hand side may be considered a cost, or energy, that is required
to move x6(0) = 0 to x6(T ) < 0. The next step is to find a lower bound for this
energy in terms of the displacement. Using Lemma 3.7 with ε = 1 and f = x1 gives
the crude estimate ∫ T

0

x2
1(s) ds ≥ 2 · ( 1

3

) · ξ3
1

def
= 2

3 max
0≤t≤T

x1(t).(3.19)

On the other hand, using Minkowski’s inequality (backwards), we get

−x5(T ) =

∫ T

0

(x7
1(t)− x4(t)x

2
1(t))dt ≤

∫ T

0

|x7
1(t)|dt ≤ T · ξ7

1 .(3.20)

Combining (3.18), (3.19), and (3.20) yields

ξ2 >

(
1
2

∫ T

0

x2
1(s) ds

) 1
5

≥ ( 1
2 · 2

3 ξ
3
1

) 1
5 ≥

(
1
3

(−x5(T )

T

) 3
7

) 1
5

.(3.21)

Using that ξ2 ≤ 1
2T (from u2(·)| ≤ 1 together with x2(0) = x2(T ) = 0) implies

−x5(T ) ≤ 3
1
5 · ξ 35

3
2 · T ≤ 3

1
5 · 2− 35

3 · T 38
3 .(3.22)

Note that, in particular, if x(T ) = (0, 0, ∗, ∗,−ρ,−ρ) ∈ R0(T ) with ρ > 0, then
ρ < CT 38/3 (with C = 31/5 · 2−35/3).

Theorem 3.8. There exists a constant C > 0 such that for all sufficiently small
T > 0 the image ϕ(R(T )) of the reachable set of system (3.1) contains the open ball
B∞

0 (CT
40/3).

Corollary 3.9. The system (3.1) is STLOC about y = 0.

Corollary 3.10. The approximating cone K
40
3

ϕ is the whole tangent space T0R
4.

Main elements of the construction. These statements all follow directly from
Theorem 4.3 and we refer to its proof for the full technical details. At this point we
illustrate the critical elements in the construction showing a slightly weaker result.
The general proof given in section 4 requires no major innovation but mainly involves
keeping track of many more quantities.

The objective in this construction is to suitably combine the families of control
variations

u(1)
s (t) =

{
(+1, 0) if 0 ≤ t < s

2 ,
(−1, 0) if s2 ≤ t < s

and u(2)
s (t) =

{
(0,+1) if 0 ≤ t < s

2 ,
(0,−1) if s2 ≤ t < s,

(3.23)

which steer to points y(s, u
(1)
s )= (0, 0,−2−7s8, 0) and y(s, u

(2)
s )= (0, 0, 0,−2−7s8) on

the negative y3 and y4 axes to obtain families of control variations that steer to points
in the third quadrant y3 < 0 and y4 < 0 in the plane y1 = y2 = 0. Thus consider the
control

u(t) =



(+1, 0) if 0 ≤ t < t1 = cεr,
(−1, 0) if t1 ≤ t < t2 = 2cε

r,
(0,+1) if t2 ≤ t < t3 = 2cε

r + ε+ µεm,
(0,−1) if t3 ≤ t < T = 2cεr + 2ε+ 2µεm,

(3.24)

with r,m ≥ 1 and constants c, µ to be determined (first think of r = 1 and µ = 0).
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Verify that at selected switching times the trajectory passes through

x(t1)=(cε
r, 0, 1

3c
3ε3r, 0,− 1

8c
8ε8r, 0),

x(t2)=( 0 , 0,
2
3c

3ε3r, 0,− 1
4c

8ε8r, 0),

x(t3)=(0, ε+µε
m, 2

3c
3ε3r, 1

3 (ε+ µεm)3,−1
4c

8ε8r 2
9c

3ε3+3r− 1
8ε

8+p36 · µεm),
x(T )=( 0 , 0 , 2

3c
3ε3r, 2

3 (ε+ µεm)3,− 1
4c

8ε8r, 4
9c

3ε3+3r − 1
4ε

8 + p46 · µεm).

(3.25)

Here p36 and p46 are polynomial expressions in (c, ε, ε
r, µεm). In particular,

p46 =
(

4
3c

3ε3r+2 − 2ε7)+ q46 · µεm,(3.26)

where q46 is a polynomial expression in (c, ε, ε
r, µεm). First consider the case with

µ = 0 (no perturbation). If r = 1, then x6(2cε
r + 2ε) > 0 for all sufficiently small

ε > 0. However, (still with µ = 0) if one chooses r ≥ 5
3 , then one may obtain

y4(T ) < 0 for suitable choices of c. Choosing the critical value r = 5
3 yields equality

of the exponents in ε8 and ε3+3r, and thus by varying the parameter c one reaches the
points y(T ) = ε

40
3 (0, 0,− 1

4c
8, 4

9c
3− 1

4 ) in the third quadrant of the plane y1 = y2 = 0.

Alternatively, fix the value c∗ = (9/16)
1/3
, which yields y4(T ) = 0 when µ = 0.

To reach a given point η = (0, 0, η3, η4) with η3, η4 < 0 first choose ε = (16/9)
1/5 ·

(−4η3)
3/40. Then, using that p46|µ=0 �= 0, the implicit function theorem guarantees

that (for −η4 > 0 sufficiently small) one can solve η4 = µεm · p46(c, ε, ε
r, µεm) (with

m = 40
3 ) for µ > 0.

Note that the total time T = 2ε + 2cε
5
3 + 2µε

40
3

!
= s is of order ε (for ε < 1),

and it is straightforward to reparameterize the controls choosing a constant multiple
s = aε so that they qualify as a family of control variations at zero. Such linear
reparameterization clearly does not affect the exponents such as 40

3 , thus yielding the
statements in Theorem 3.8 and its corollaries. The construction of controls steering
to any point η ∈ R

4 with η1, η2 not necessarily zero requires no major innovation, just
much book-keeping, and it is completely analogous to the proof of Theorem 4.3 given
below.

Remark 3.11. Recall that one commonly linearly reparameterizes needle varia-
tions when constructing convex combinations of tangent vectors as tangent vectors of
the same order. What is new here is that one must consider nonlinear reparameter-
izations (here basically replace s by a power sr with r strictly larger than one). As
a consequence one may still obtain the convex combinations of the original tangent
vectors here but not as tangent vectors of the same order. (Here the combination of
eighth order tangent vectors yields at best tangent vectors of order (40/3) as shown
above.) Further, much more severe implications for controllability properties in gen-
eral are analyzed in section 5.

In summary—using the traditional language of STLC—the analysis of system
(3.1) quantified the delicate interplay of simultaneous neutralization of two obstruc-
tions to controllability by (what initially might appear to be) higher order terms:
The terms

∫
x4x

2
1 and

∫
x3x

2
2, which are always nonnegative, are 6th order in time,

whereas the indefinite terms
∫
x7

2 and
∫
x7

1 are 8th order in time. The constructions
in this section showed that it is indeed possible to reach points p = (p1, . . . , p6) with

either p5 < 0 or p6 < 0 from x(0) = 0 in a time of order ‖p‖1/8
∞ , and even points p

with both p5 < 0 and p6 < 0, but only in time of order at least ‖p‖3/38
∞ —as a result

we have the nonconvex approximating cones for 8 ≤ m < 40
3 sketched in Figure 3.1.

The critical value obtained in this section is the exponent 5
3 > 1, which relates the

maximal distance the variation can be translated to the length of the needle variation.
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These phenomena never played a role in the classical study STLC as the lower
order obstructions

∫
x2

1 and
∫
x2

2 cannot be neutralized, making any further study
of the system in view of STLC irrelevant. Nonetheless, not only does this example
demonstrate a noteworthy feature from the point of view of STLOC, but it also serves
as the foundation of constructions in the next sections, which basically replace the
role of the output map ϕ:x �→ (x1, x2, x5, x6) by a nonstationary reference trajectory
in order to obtain unexpected controllability properties.

4. A nonstationary reference trajectory. A slight modification of this sys-
tem with output yields a corresponding result for controllability about (and optimality
of) a nonstationary reference trajectory. It might well be possible to construct a sim-
ilar example with fewer controls. We chose this implementation with four controls for
its structural simplicity and because it allows one to easily build on the results of the
previous section.



ẋ1 = u1, |u1(·)| ≤ 1,
ẋ2 = u2, |u2(·)| ≤ 1,
ẋ3 = x2

1 + (1 + u01), |u01(·)| ≤ 1,
ẋ4 = x2

2 + (1 + u02), |u02(·)| ≤ 1,
ẋ5 = x4x

2
1 − x7

1, x(0) = 0,
ẋ6 = x3x

2
2 − x7

2, x∗(t) = ( 0, 0, t, t, 0, 0).

(4.1)

The key in this construction is that the lower order (i.e., apparently dominant) definite

components
∫ T
0
x2

1(t)dt and
∫ T
0
x2

2(t)dt are aligned with the direction of the nonsta-
tionary reference trajectory and that the zero speed ‖ẋ‖ = 0 is on the boundary of the
set of admissible velocities (on the hyperplane x1 = x2 = 0, which includes the refer-
ence trajectory). With the fixed boundary velocity u01 = u02 = −1 the system may
be considered a two-input system (with controls (u1, u2)) about the stationary refer-
ence trajectory x ≡ 0 (basically system (3.1)). This two-input system is not STLC as
obviously the (x3, x4)-directions are uncontrollable. (It is impossible to reach points
x with x3 < 0 or x4 < 0 from x = 0.) But in (4.1) these uncontrollable directions
are aligned with (as opposed to transversal to) the nonstationary reference trajec-
tory, and thus controllability involves comparison with ẋ3 = ẋ4 ≡ 1 (as opposed to
ẋ3 = ẋ4 ≡ 0).

With this design in mind, it is natural to combine standard techniques and results
about STLC and convexity of approximating cones that apply to systems about an
equilibrium point (i.e., first holding u01 = u02 = −1 fixed) with constructions unique
to nonstationary reference trajectories. In particular, after having generated desired
tangent vectors working in the vicinity of the equilibrium point, it is straightforward
to catch up with the prescribed nonstationary reference trajectory by using u01 > 0
and u02 > 0; compare Figure 4.1 for a schematic illustration.

Theorem 4.1. For 8 ≤ m < 38
3 the approximating cones Km0 of system (4.1) are

not convex as they have inward corners in the sense that

(0, 0, 0, 0, v5, v6) ∈ Km0 ⇐⇒ ( v5 ≥ 0 or v6 ≥ 0 ) .(4.2)

Proof. First note that if ξ(·, u) and x(·, u) denote the solution curves of systems
(3.1) and (4.1), respectively (for the same control), then clearly x5(t, u) ≥ ξ5(t, u) and
x6(t, u) ≥ ξ6(t, u) for all t ≥ 0. Thus, it is a direct consequence of Theorem 3.2 that
if m < 38

3 , v5 < 0, and v6 < 0, then (0, 0, 0, 0, v5, v6) �∈ Km0 .
In the other direction, we show that every v = (0, 0, v3, v4, v5, v6) ∈ R

6 with
v5 ≥ 0 or v6 ≥ 0 is contained in the cones Km0 for m ≥ 8. (More general conclusions
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✻
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✛ ✲
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✛ ✲
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✛ ✲
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✛ ✲
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Then generate the
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❄

❄

“Hold back” along

ref. trajectory

“Catch up” with the

ref. trajectory

“Coast along”

ref. trajectory

Fig. 4.1. Schematic design of the needle variations for the proof of Theorem 4.1.

allowing v1, v2 �= 0 may be obtained using Theorem 4.3.) Suppose 0 < s < 1 is given
and q = (0, 0, q3, q4, q5, q6) ∈ R6 is such that ‖q‖∞ < (1/26)8 and w.l.o.g. q6 ≥ 0. We
exhibit a family of control variations at zero, us = us,q: [0, s] �→ [−1, 1]4, 0 ≤ s ≤ 1,

such that x(s, us) = x∗(s) + s8q. Write t1 = s (4|q5|)1/8, and let t2 ≥ 0 be the unique
nonnegative number such that s8q6 =

2
9 t

3
1t

3
2+

1
8 t

8
2. Moreover, let t3 = 2t1+2t2 − 2

3 t
3
1,

and t4 = 2t1 + 2t2 − 2
3 t

3
2. Write τ4 = 2t1 + 2t2 + t3 + t4 and τ5 = s− s8(|q3|+ |q4|).

It is critical that τ4 ≤ τ5. To see this, note that ti ≤ 2s‖q‖1/8
∞ for both i = 1, 2.

Next ti ≤ 8s‖q‖1/8
∞ for both i = 3, 4, and thus τ4 ≤ 24s‖q‖1/8

∞ . On the other hand,

τ5 ≥ s−2s‖q‖1/8
∞ (since both s < 1 and ‖q‖∞ < 1). Thus τ5−τ4 ≥ s(1−26‖q‖1/8

∞ ) ≥ 0
follows from the assumption that ‖q‖∞ < (1/26)8. Consequently, the following is a
well-defined one-parameter family of control variations of u∗ ≡ (0, 0, 0, 0):

u(t) =




(sign(q5), 0,−1,−1) if 0 ≤ t < t1,
(−sign(q5), 0,−1,−1) if t1 ≤ t < 2t1,

(0, 1,−1,−1) if 2t1 ≤ t < 2t1 + t2,
(0,−1,−1,−1) if 2t1 + t2 ≤ t < 2t1 + 2t2,
(0, 0, 1, 0) if 2t1 + 2t2 ≤ t < 2t1 + 2t2 + t3,
(0, 0, 0, 1) if 2t1 + 2t2 + t3 ≤ t < τ4,
(0, 0, 0, 0) if τ4 ≤ t < τ5,

(0, 0, sign(q3), 0) if τ5 ≤ t < s− s8|q4|,
(0, 0, 0, sign(q4)) if s− s8|q4| ≤ t < s.

(4.3)
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Note that as a family of control variations at zero this is a family of needle variations.
One easily verifies that at selected switching times the trajectory passes through

x(2t1) = (0, 0, 2
3 t

3
1, 0, s

8q5, 0),

x(2t1 + 2t2) = (0, 0, 2
3 t

3
1,

2
3 t

3
2, s

8q5, s
8q6),

x(τ4) = (0, 0, τ4, τ4, s
8q5, s

8q6),

x(τ5) = (0, 0, τ5, τ5, s
8q5, s

8q6),

x(s) = (0, 0, s, s, 0, 0) + s8q.

(4.4)

The flow Φ corresponding to the control u∗ ≡ 0 satisfies Φ−s(0, 0, x3, x4, x5, x6) =
(0, 0, x3−s, x4−s, x5, x6), and thus x(s, us) = x(s, u∗)+s8Φs(0, 0, q3, q4, q5, q6). Con-

sequently (0, 0, λq3, λq4, λq5, λq6) ∈ K8

0 for all λ ≥ 0.
The proof showed, in particular, that the vectors (0, 0, 0, 0,−1, 0) and (0, 0, 0, 0, 0,

−1) are members of K8

0 that are generated by needle variations. In contrast, according
to Theorem 3.2, the convex combination 1

2 (0, 0, 0, 0,−1,−1) cannot at all be gener-
ated as an eighth order tangent vector. In particular, it cannot be generated by any
(however clever) combination of needle variations. Nonetheless, in analogy to Corol-
lary 3.10, in this particular system, this convex combination can still be generated
as an even higher order tangent vector as shown below. First we establish a basic
estimate needed later.

Lemma 4.2. If 0 < a < M5 and 0 < b < M8, then the unique positive root t0 of
the scalar function f(t) = b+ at3 − 1

8 t
8 satisfies t0 < 2M .

Proof. The existence of a unique positive root is elementary. Set t00 = (8a)1/5,
which is the first positive root of t �→ at3 − 1

8 t
8. Since f ′′(t) < 0 for all t ≥ t00, the

linear estimate 0
!
= f(t0) ≤ f(t00) + f ′(t00)(t0 − t00) = b − 5 · 82/5a7/5(t0 − (8a)1/5)

yields the bound

t00 ≤ t0 ≤ t00 +
b

10 · 21/5a7/5
=
10 · 24/5a8/5 + b

10 · 21/5a7/5
.(4.5)

In the case that b < a8/5, this immediately yields the desired estimate t0 < 2a1/5 ≤
2M . Alternatively, if a is too small, i.e., if b ≥ a8/5, we find directly that f(2b1/8) ≤
b+b5/8(2b1/8)3− 1

8 (2b
1/8)8 = −23b < 0, and hence the first positive zero t0 of f again

satisfies x0 ≤ 2b1/8 < 2M .
Theorem 4.3. For every T > 0 sufficiently small, the reachable set R(T ) of

system (4.1) contains the open ball B∞
x∗(T )((2

−5T )40/3) centered at x∗(T ).
Corollary 4.4. The system (4.1) is STLC about the reference trajectory x∗(t)=

(0, 0, t, t, 0, 0).

Corollary 4.5. The approximating cone K40/3

0 of system (4.1) is the whole

tangent space K40/3

0 = T0R
6.

Proof. Similar to the proof of Theorem 4.1 we explicitly construct for any given
time T > 0 and any given point q sufficiently close to x∗(T ) a control u = uq: [0, T ] �→
[−1, 1]4 which steers the system to q. The main differences to the prior work is that
now we need to also consider the case when q1 �= 0 and q2 �= 0. Note that since suitable
open mapping principles for approximating cones for this setting are not available, we
cannot rely on just generating tangent vectors.

Suppose 0 < T < 1 and q ∈ B∞
0 (2

−40T 40/3) are given. We consider only the
case that both q5 < 0 and q6 < 0. All other cases can be handled analogously, albeit
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with considerably simpler constructions. The basic construction for moving into the
difficult directions (0, 0, 0, 0, ∗, ∗) is the same as in earlier proofs. These are followed
by simple control actions that move into the easy directions. However, these later
moves also have some effect on the difficult directions. Thus we first calculate these
side effects and modify the initial controls to overshoot the targets in the difficult
directions. The required corrections are calculated to cancel the integrals that result
from (4.11) (also compare (4.12)).

∆q31 = q2
1 |q2| =

∫ |q2|

0

q2
1 dt, ∆q3 =

1
3 |q1|3 + |q2|q2

1 = ∆q31 +

∫ |q1|

0

(σ1t)
2dt,(4.6)

∆q4 =
1
3 |q2|3 =

∫ |q2|

0

t2dt,(4.7)

∆q51 = q2
1 |q2|(T + q4)− 1

2q
2
1q

2
2 − 1

4q
2
1q

4
2 − q7

1 |q2|(4.8)

=

∫ |q2|

0

(
(τ8 + q4 −∆q4 + (t+ 1

3 t
3))q2

1 − q7
1

)
dt,

∆q5 = ∆q51 +
1
3 |q1|3(T + q4)− 1

3 |q1|3|q2| − 1
9 |q1|3|q2|3 − 1

12q
4
1 − 1

8 |q1|q7
1(4.9)

= ∆q51 +

∫ |q1|

0

(
(τ7 + t+ q4 −∆q4)(σ1t)

2 + (σ1t)
7
)
dt,

∆q6 =
1
3 |q2|3T + 1

3 |q2|3q3 − 1
12q

2
1q

4
2 − 1

12q
4
2 − 1

8 |q2|q7
2(4.10)

=

∫ |q2|

0

(
(τ8 + q3 −∆q31 + (q2

1 + 1)t)(σ2t)
2 − (σ2t)

7
)
dt.

What really matters in the subsequent construction is the size of these correction

terms—clearly they are all of order at least 3 in ‖q‖∞. Next let t1 = (−4(q5 −∆q5))
1
8 ,

t2 ≥ 0, be the smallest nonnegative number such that (q6−∆q6) = 2
9 t

3
1t

3
2− 1

8 t
8
2 (which

is unique in the challenging case of (q6 − ∆q6) < 0). Let t3 = 2t1 + 2t2 − 2
3 t

3
1 and

t4 = 2t1 + 2t2 − 2
3 t

3
2. Write τ3 = 2t1 + 2t2 + t3, τ4 = 2t1 + 2t2 + t3 + t4 and working

backwards τ8 = T −|q2|, τ7 = τ8−|q1|, τ6 = τ7−|q4−∆q4|, τ5 = τ6−|q3−∆q3|. Also
use the abbreviations σi = sign(qi) for i = 1, 2 and σi = sign(qi −∆qi) for i = 3, 4.
Define the control u = uq,T : [0, T ] �→ [−1, 1]4 by

u(t) =




(1, 0, −1, −1) if 0 ≤ t < t1,
(−1, 0, −1, −1) if t1 ≤ t < 2t1,
(0, 1, −1, −1) if 2t1 ≤ t < 2t1 + t2,
(0, −1, −1, −1) if 2t1 + t2 ≤ t < 2t1 + 2t2,
(0, 0, 1, 0) if 2t1 + 2t2 ≤ t < τ3,
(0, 0, 0, 1) if τ3 ≤ t < τ4,
(0, 0, 0, 0) if τ4 ≤ t < τ5,
(0, 0, σ3, 0) if τ5 ≤ t < τ6,
(0, 0, 0, σ4) if τ6 ≤ t < τ7,
(σ1, 0, 0, 0) if τ7 ≤ t < τ8,
(0, σ2, 0, 0) if τ8 ≤ t < T.

(4.11)
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It is essential to verify that τ4 ≤ τ5. Start with the crude estimate |∆qi| ≤ 2‖q‖3
∞ ≤

2‖q‖∞ for i = 1, 2, 5, 6. Next t1 ≤ 2‖q‖1/8
∞ . The critical estimate is for t2—note the

sign reversal in the defining equation in this construction compared to the one in the
proof of Theorem 4.1: The earlier construction allowed one to estimate s8q6 =

2
9 t

3
1t

3
2+

1
8 t

8
2

!≥ 1
8 t

8
2 yielding t2 ≤ (8s8q 6)1/8. Now in the interesting case 0 ≥ (q6 − ∆q6) =

2
9 t

3
1t

3
2 − 1

8 t
8
2 Lemma 4.2 applies with a = 2

9 t
3
1 ≤ 4

9‖q‖3/8
∞ , b = (∆q6 − q6) ≤ 3‖q‖∞,

and M = ‖q‖3/40
∞ , yielding t2 ≤ 2‖q‖3/40

∞ . Easily ti ≤ 8‖q‖3/40
∞ for i = 3, 4, and thus

τ4 ≤ 24‖q‖3/40
∞ .

On the other hand, T−τ5 ≤ 4‖q‖∞+|∆q5|+|∆q6| ≤ 8‖q‖∞ ≤ 8‖q‖3/40
∞ . Together

with 0 < T < 1 and ‖q‖∞ < (2−5T )
40
3 this yields τ5 − τ4 ≥ T − 32‖q‖3/40

∞ ≥ 0.
Note that x1(t) = x2(t) = 0 for all t ∈ [2t1 + 2t2, τ7]. Thus x5(·) and x6(·) are

constant on this interval. It is straightforward to verify that at selected switching
times the trajectory passes through

x(t1) = (t1, 0,
1
3 t

3
1, 0,− 1

8 t
8
1, 0),

x(2t1) = (0, 0, 2
3 t

3
1, 0, q5 −∆q5, 0),

x(2t1 + t2) = (0, t2,
2
3 t

3
1,

1
3 t

3
2, q5 −∆q5,− 1

8 t
8
2 +

2
9 t

3
1t

3
2),

x(2t1 + 2t2) = (0, 0, 2
3 t

3
1,

2
3 t

3
2, q5 −∆q5, q6 −∆q6),

x(τ3) = (0, 0, τ3, t3 +
2
3 t

3
2, q5 −∆q5, q6 −∆q6),

x(τ4) = (0, 0, τ4, τ4, q5 −∆q5, q6 −∆q6),
x(τ5) = (0, 0, τ5, τ5, q5 −∆q5, q6 −∆q6),
x(τ6) = (0, 0, τ6 + q3 −∆q3, τ6, q5 −∆q5, q6 −∆q6),
x(τ7) = (0, 0, τ7 + q3 −∆q3, τ7 + q4 −∆q4, q5 −∆q5, q6 −∆q6),
x(τ8) = (q1, 0, τ8 + q3 −∆q31, τ8 + q4 −∆q4, q5−∆q51, q6 −∆q6),
x(T ) = (q1, q2, T + q3, T + q4, q5, q6).

(4.12)

Note that the construction above was given for a fixed terminal time T . But it is easily
modified to yield families of control variations us: [0, s] �→ U at zero by replacing T by
s and q by s40/3q. This yields the curve of endpoints x(s, us) = (0, 0, s, s, 0, 0)+s40/3q

yielding q ∈ K40/3

0 .
In summary, this section modified the system (3.1) so that its STLOC properties

translate into even less expected properties of STLC about a nonstationary reference
trajectory. The key step in the construction is to align the obstructions

∫
x2

1 and
∫
x2

2

with the reference trajectory and to utilize control values that lie on the boundary of
the control set U . As a result, the difficult directions (negative in x5 and negative in
x6) can only be generated by needle variations at t = 0, which moreover can only be
moved by time intervals whose length is a power of the length of the variation that
is strictly larger than 1 (here 5/3). The tangent cones again exhibit loss of convexity
for 8 ≤ m < 38

3 , as illustrated in Figure 3.1.

5. Delicate structural instability. This section analyzes small modifications
of the systems considered in the preceding sections. The main result is that what
at first appear to be “at a higher order” perturbations can nonetheless destroy the
delicate controllability exhibited in the earlier sections. More specifically, we exhibit
a polynomial cascade system which has nonconvex approximating cones generated by
needle variations and which is not controllable.
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Returning to the discussion of the system (4.1), we recall that cones K8

0 are not

convex. While the vectors (0, 0, 0, 0,−1, 0) ∈ K8

0 and (0, 0, 0, 0, 0,−1) ∈ K8

0 could be
generated by needle variations at zero as 8th order tangent vectors, it was shown
that it is impossible to obtain convex combinations of these as tangent vectors of
the same order. However, such convex combinations can be generated as even higher

order tangent vectors, e.g., (0, 0, 0, 0,− 1
2 ,− 1

2 ) ∈ K40/3

0 by fairly delicate constructions.
As we illustrate next, such constructions can be rendered impossible through quite
innocent-looking perturbations. Similar to section 3, we start again with an affine
system with output and a stationary reference trajectory:



ż1 = u1, |u1(·)| ≤ 1,
ż2 = u2, |u2(·)| ≤ 1,
ż3 = z2

1 , z(0) = 0,
ż4 = z2

2 , ϕ(z) = (z1, z2, z5, z6),
ż5 = z4z

2
1 − z7

1 + z10
1 + z10

2 ,
ż6 = z3z

2
2 − z7

2 + z10
1 + z10

2 .

(5.1)

It is clear that the added 10th order terms do not at all affect the construction
given in the proof of Theorem 3.2 and Corollary 3.4, and thus it is still true that the
8th order cone is nonconvex.

Proposition 5.1. For the system (5.1), (0, 0, a, b) ∈ K8

ϕ if and only if a ≥ 0 or
b ≥ 0.

However, we will show that the perturbations destroy the controllability, and the
tangent cones of all orders m ≥ 8 are not convex.

Theorem 5.2. For 0 ≤ T < 1 the image ϕ(R(T )) of the reachable set of system
(5.1) does not contain any points of the form (0, 0, η3, η4) with η3 < 0 and η4 < 0.

Corollary 5.3. The system (5.1) is not STLOC about y = 0.
Corollary 5.4. For the system (5.1) and m ≥ 8, both (0, 0,−1, 0) ∈ Kmϕ

and (0, 0, 0,−1) ∈ Kmϕ are generated by needle variations, but if η3, η4 < 0, then

(0, 0, η3, η4) �∈ Kmϕ for all m > 0. In particular, for all m > 0, the convex combination

(0, 0,− 1
2 ,− 1

2 ) �∈ Kmϕ .
Proof. We write z and x for the corresponding solutions of the perturbed and

unperturbed systems (3.1) and (5.1); i.e., zi(t, u) = xi(t, u) for i = 1, 2, 3, 4, while for
i = 5, 6

zi(t, u) = xi(t, u) +

∫ t

0

(
x10

1 (τ, u) + x10
2 (τ, u)

)
dτ for all 0 ≤ t ≤ T.(5.2)

W.l.o.g. again assume that (3.15) holds (else permute in the following arguments the
indices (1, 2, 3, 4, 5, 6) �→ (2, 1, 4, 3, 6, 5)). If x5(T, u) ≥ 0 (or x6(T, u) ≥ 0), then also
z5(T, u) ≥ 0 (or z6(T, u) ≥ 0, respectively), and nothing needs to be shown. Thus
suppose x5(T, u) < 0 and x6(T ) < 0. Then use Lemma 3.7 and the key estimate (3.21)
to obtain

∫ T

0

x10
2 (t) dt =

∫ T

0

|x2(t)|10dt ≥ 2
11 ξ11

2 ≥ 2
11

((−x5(T )

T

) 3
35

)11

≥ |x5(T )| > 0.(5.3)

If T < 1, clearly |x5(T )| < 1. Together with 33
35 < 1 this shows that z5(T ) =

x5(T ) +
∫ T
0
|x2(t)|10dt ≥ 0 if z6(T ) < 0.
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For corresponding results for loss of controllability about a nonstationary reference
trajectory, consider the system



ż1 = u1, |u1(·)| ≤ 1,
ż2 = u2, |u2(·)| ≤ 1,
ż3 = z2

1 + (1 + u01), |u01(·)| ≤ 1,
ż4 = z2

2 + (1 + u02), |u02(·)| ≤ 1,
ż5 = z4z

2
1 − z7

1 + z10
1 + z10

2 , z(0) = 0,
ż6 = z3z

2
2 − z7

2 + z10
1 + z10

2 , z∗(t) = ( 0, 0, t, t, 0, 0).

(5.4)

By combining the arguments from the previous sections, one readily obtains the fol-
lowing statements. In particular, the 10th order terms in (5.4) do not affect the
constructions of the 8th order tangent vectors; compare the proof of Theorem 3.2.

Proposition 5.5. For the system (5.4), (0, 0, 0, 0, a, b) ∈ K8

0 if and only if a ≥ 0
or b ≥ 0.

On the other hand the estimate (5.3) in the proof of Theorem 5.2 applies also to
the system with nonstationary reference trajectory.

Theorem 5.6. For 0 ≤ T < 1 the reachable set R(T ) of system (5.4) does not
contain any points of the form (0, 0, 0, 0, q5, q6) with q5 < 0 and q6 < 0.

Corollary 5.7. The system (5.4) is not STLC about z∗(t) = (0, 0, t, t, 0, 0).
The control variations constructed to generate the tangent vectors (0, 0, 0, 0,−1, 0)

and (0, 0, 0, 0, 0,−1) satisfy the requirements of Definition 2.5. Together with Theorem
5.6 this allows us to state the last corollary for both notions of tangent vectors Km0
and KmT .

Corollary 5.8. For the system (5.4), m ≥ 8, 0 ≤ T < 1, none of the cones
KmT is convex. In particular, (0, 0, 0, 0,−1, 0) ∈ KmT and (0, 0, 0, 0, 0,−1) ∈ KmT are
generated by needle variations at zero, but (0, 0, 0, 0,− 1

2 ,− 1
2 ) �∈ KmT for all m > 0 and

T ≥ 0.
In summary, this section exploited the lack of convexity of tangent cones of order

8 ≤ m < 38
3 to destroy the controllability properties of systems (3.1) and (4.1) by

adding some perturbations, which at first view may appear to be of even higher order.
While in the systems in the previous sections needle variations could still be combined
to generate convex combinations of tangent vectors, albeit at a higher order, these
perturbed systems make it entirely impossible to obtain convex combinations (at any
order) of tangent vectors that are generated by needle variations.

6. Conclusion and further outlook. Summarizing, the analysis of the custom-
designed systems in this article has yielded two major insights. The immediate result
is a counterexample for a long-standing natural conjecture about needle variations.

• The most general notion of a tangent vector (which works well for station-
ary reference trajectories) does not necessarily yield convex cones either for
nonstationary reference trajectories or for systems with output.

• Narrower notions of tangent vectors that yield convex cones, e.g., by requiring
explicitly that needle variations must be movable by fixed times, may miss
the controllability of some systems. (Recall in section 4 that the systems were
controllable, but this cannot be detected with needle variations that require
standard movability.)

• The common technical conditions on needle variations are not stated only
because of not yet discovered stronger theorems, but they are essential even
for some of the most benign systems. In a nutshell, the time(s) at which
needle variations are generated must be movable—though not necessarily by
a fixed distance, but by a distance of the same order of magnitude as the
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duration of the needle variation. Movability by a smaller amount, e.g., some
power larger than one, is not sufficient; compare Remark 3.11. Otherwise,
one should expect a lack of convexity of the cones of tangent vectors and a
consequent failure to satisfy the hypotheses for open mapping theorems that
are essential for making the cones into meaningful “approximating cones.”

On a deeper level these examples cast further doubt on the structural stability
and robustness of the STLC property. It is well known that simple Taylor approxima-
tions do not preserve controllability (see, e.g., [3]). For example, the system ẋ1 = u,
ẋ2 = x1, ẋ3 = x2

2 + x3
1 [21] is STLC about x(0) = 0 and |u(·)| ≤ 1, but its quadratic

Taylor approximation ẏ1 = u, ẏ2 = y1, ẏ3 = y2
2 is not STLC. Instead, many controlla-

bility results of the past two decades rely on nilpotent approximating systems [4, 12]
which are based on graded structures: For a fixed set of local coordinates (x1, . . . , xn)
on R

n and weights r1, . . . , rn ≥ 1, consider the family of dilations ∆:R+ × R
n �→ R

defined by ∆s(x) = (s
r1x1, . . . , s

rnxn). A function ϕ:R
n �→ R

n is called homogeneous
of order m with respect to ∆ if ϕ ◦∆s = smϕ. A vector field f is called homogeneous
of order k if (considered as a first order partial differential operator) it maps (smooth)
homogeneous functions of any order m to homogeneous functions of order m+ k. To
approximate the system (2.1) by a nilpotent system of the same form, replace each
vector field fi by the principal part gi of the expansion of fi into a (generally infinite)
series of homogeneous vector fields. If all vector fields gi have negative degrees of
homogeneity, then all are polynomial vector fields of cascade form, and they generate
a nilpotent Lie algebra; see the survey [12] for details. Roughly speaking, the funda-
mental result is that if such homogeneous nilpotent approximating system with vector
fields gi is STLC, then the original system is STLC; see, e.g., [4, 22]. By varying the
construction of the local coordinates and dilation exponents ri, several major results
for STLC follow; see, e.g., [4, 21, 22]. On the other hand, it is known that there exist
polynomial systems that are STLC, but for them any such homogeneous nilpotent
approximating system is not STLC [15].

Returning to the systems (3.1) and (4.1) discussed in this article which are
STLOC and STLC, respectively, these are similar to the system in [15], as any of
the standard nilpotent approximation schemes will simply delete the terms x7

1 and
x7

2 on the right-hand side, yielding homogeneous nilpotent approximating systems
that are not STLOC nor STLC. Since the example constructed in [15], one has been
searching for more general approximating schemes that would recognize the need to
preserve terms such as x7

1 and x7
2 in the above systems, which are essential for their

controllability and which would only truncate truly higher order terms that are not
essential for controllability. However, the analysis in the preceding section of the sys-
tems (5.1) and (5.4) raises new questions as the inclusion of the even higher order
terms x10

1 and x10
2 again causes loss of controllability. One naturally wonders whether

it is possible to construct such an infinite chain, which could possibly lead to a neg-
ative answer to the long-standing question of whether STLC (of analytic systems) is
finitely determined [2].
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Abstract. We consider the stabilization of the shallow shell by boundary feedbacks where the
model has a middle surface of any shape. First, we put the shallow shell model in a suitable semigroup
scheme. The existence, the uniqueness, and the properties of solutions to the shallow shell are then
treated by the semigroup approach and the regularity of elliptic boundary value problems. Finally,
we establish the uniform energy decay rate for the shallow shell under some checkable geometric
conditions on the middle surface.
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1. Introduction. We are concerned with the stabilization of the shallow shell by
boundary feedbacks. This issue has been analyzed a great deal for the wave equation
and plates; see Lagnese [8], Lagnese and Lions [9], Lasiecka and Triggiani [10], [11],
and many others. For thin shells, we know very little about this problem. A circular
cylindrical shell is considered by Chen, Coleman, and Liu [3] and a spherical shell
by Lasiecka, Triggiani, and Valente [12], and Triggiani [17]. In the above cases the
models are expressed in terms of special coordinates and all the work takes place in
those coordinates.

We study the shallow shell model where the tensor of change of curvature is given
by the Hessian of the normal displacement; see Ciarlet [4], Mason [13], Niordson [14],
or Koiter [7]. The model is written into a coordinate free form by using the global
geometry analysis in Yao [20]. This is one of the simplest thin shell models. For other
models, for example, the Koiter model where the change of the curvature tensor is
much more complicated, the control problems seem to be even more difficult; see Chai
and Yao [2].

We shall carry out the control scheme, which is given in Lagnese [8] for the bound-
ary stabilization of thin plates, to study the boundary stabilization of the shallow shell
and we obtain the exponential stabilization under very weak geometrical conditions.
There are some difficulties we have to overcome.

One of the key problems in getting the uniform energy decay rate is obtaining the
regularity of solutions to the shallow shell. By using some ideas in Lagnese [8] and the
geometry approach, we address the resulting closed-loop system of the shallow shell
after exerting the boundary feedback controls in an appropriate semigroup scheme
so that the regularity in the time variable follows from the semigroup theory; see
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Pazy [15]. In addition, the regularity we need in the spatial variables is obtained by
using the elliptic boundary value theory; see Agmon, Douglis, and Nirenberg [1]. We
mention that, for the static problem, the existence, uniqueness, and regularity (i.e.,
the ellipticity) have been thoroughly treated by Ciarlet [4].

Another problem is that we have to develop some trace estimates for solutions
of the closed-loop system which permit certain boundary traces to be expressed in
terms of other traces modulo lower-order interior terms. We use Horn [6] to obtain
the trace estimates on the tangential component of solutions of the shallow shell
and Lasiecka and Triggiani [11] on the bending component. Those results allow us
to have the stabilization under very weak geometrical conditions. We mention that
trace estimates for the wave equation were developed in Lasiecka and Triggiani [10]
to eliminate the geometric constraints.

1.1. Some notation. We introduce some notations in preparation for the shal-
low shell.

Denote the usual inner product in R
3 by 〈·, ·〉, i.e., the dot product. Let M be

a surface in R
3. For simplicity, M is assumed to be smooth. Surface M produces

a natural Riemannian manifold of dimension 2 with the induced metric in R
3. We

denote this induced metric on surface M by g or by 〈·, ·〉, as is convenient. For each
x ∈ M , Mx is the tangential space of M at x. It is assumed that surface M is
orientable with the unit normal field N on M . Denote the set of all vector fields on
M by X (M). Denote the set of all k-order tensor fields and the set of all k-forms on
M by T k(M) and Λk(M), respectively, where k is a nonnegative integer. Then

Λk(M) ⊂ T k(M).

In particular, Λ0(M) = T 0(M) = C∞(M) is the set of all C∞ functions on M and

T 1(M) = T (M) = Λ(M) = X (M),

where Λ(M) = X (M) is in the following isomorphism: for X ∈ X (M) given, the
equation

U(Y ) = 〈Y,X〉 ∀ Y ∈ X (M)

determines a unique U ∈ Λ(M).
It is well known that, for each x ∈M , k-order tensor space T kx on Mx is an inner

product space defined as follows. Let e1, e2 be an orthonormal basis of Mx. For any
α, β ∈ T kx , x ∈M , the inner product is given by

〈α, β〉Tkx =

2∑
i1,...,ik=1

α(ei1 , . . . , eik)β(ei1 , . . . , eik) atx.(1.1)

In particular, for k = 1 definition (1.1) becomes

g(α, β) = 〈α, β〉Tx = 〈α, β〉 ∀ α, β ∈Mx,

that is, the induced inner product of Mx in R
3.

Let Ω be a bounded region of surface M with a regular boundary Γ or without
boundary (when Γ is empty). From (1.1), T k(Ω) are then inner product spaces in the
following sense:

(T1, T2)Tk(Ω) =

∫
Ω

〈T1, T2〉Tkx dx ∀T1, T2 ∈ T k(Ω),(1.2)
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where dx is the volume element of surface M in its Riemaniann metric g.
The completions of T k(Ω) in inner products (1.2) are denoted by L2(Ω, T k). In

particular, L2(Ω,Λ) = L2(Ω, T ). L2(Ω) is the completion of C∞(Ω) in the following
inner product:

(f, h)L2(Ω) =

∫
Ω

f(x)h(x) dx ∀ f, h ∈ C∞(Ω).

Let D be the Levi–Civita connection on M in the induced metric g of surface
M . For U ∈ X (M), DU is the covariant differential of U which is a 2-order covariant
tensor field in the following sense:

DU(X,Y ) = DY U(X) = 〈DY U, X〉 ∀X, Y ∈Mx, x ∈M.(1.3)

We also define D∗U ∈ T 2(M) by

D∗U(X,Y ) = DU(Y,X) ∀X, Y ∈Mx, x ∈M,(1.4)

that is, D∗U ∈ T 2(M) is the transpose of DU . For any T ∈ T 2(M), the trace of T
at x ∈M is defined by

trT =
2∑
i=1

T (ei, ei),

where e1, e2 is an orthonormal basis of Mx. It is obvious that trT ∈ C∞(M) if
T ∈ T 2(M).

For T ∈ T k(M) and X ∈ X (M), we define lXT ∈ T k−1(M) by

lXT (X1, . . . , Xk−1) = T (X,X1, . . . , Xk−1) ∀X1, . . . , Xk−1 ∈ X (M).

The Sobolev space Hk(Ω) is the completion of C∞(Ω) with respect to the norm

‖f‖2Hk(Ω) =

k∑
i=1

‖Dif‖2L2(Ω,T i) + ‖f‖2L2(Ω), f ∈ C∞(Ω),(1.5)

where Dif is the ith covariant differential of f in the induced metric g of M which is
an i-order tensor field on Ω, and ‖ · ‖L2(Ω,T i) and ‖ · ‖L2(Ω) are the induced norms in
inner products (1.1)–(1.2), respectively. For details on Sobolev spaces on Riemannian
manifolds, we refer to Hebey [5] or Taylor [16].

Another important Sobolev space for us is Hk(Ω,Λ), defined by

Hk(Ω,Λ) = {U |U ∈ L2(Ω,Λ), DiU ∈ L2(Ω, T i+1), 1 ≤ i ≤ k }
with inner product

(U, V )Hk(Ω,Λ) =

k∑
i=0

(DiU,DiV )L2(Ω,T i+1) ∀ U, V ∈ Hk(Ω,Λ);

for example, see Wu [18]. In particular, H0(Ω,Λ) = L2(Ω,Λ).
For Γ̂ ⊂ Γ, set

H1
Γ̂
(Ω,Λ) = {W |W ∈ H1(Ω,Λ), W |Γ̂ = 0 },(1.6)

H2
Γ̂
(Ω) =

{
w |w ∈ H2(Ω), w

∣∣∣∣Γ̂ =
∂w

∂n

∣∣∣∣
Γ̂

= 0

}
.(1.7)

In particular, H1
0 (Ω,Λ) = H1

Γ(Ω,Λ) and H2
0 (Ω) = H2

Γ(Ω).
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1.2. Model. We assume that the middle surface of the shell is a bounded region
Ω of surface M in R

3 before the deformation takes place. The shell, a body in R
3, is

defined by

S = { p | p = x+ zN(x), x ∈ Ω, −h/2 < z < h/2 },
where h is the thickness of the shell, small.

Denote by η(x) the displacement vector of point x of the middle surface. We
decompose the displacement vector η into a sum

η(x) = W (x) + w(x)N(x), x ∈ Ω, W (x) ∈Mx,(1.8)

i.e., W and w are components of η on the tangent plane and on the normal of the un-
deformed middle surface Ω, respectively. The linearized strain tensor and the change
of curvature tensor of the middle surface Ω are given by

Υ(η) =
1

2
(DW +D∗W ) + wΠ(1.9)

and

ρ(η) = −D2w(1.10)

in a coordinate free form, respectively, where Π is the second fundamental form of
surface M and D2w the Hessian of w, which are justified for a shallow shell. For (1.9)
and (1.10), we refer to Ciarlet [4], Niordson [14], Mason [13], or to Koiter [7].

Remark 1.1. If we express the two tensors (1.9) and (1.10) by a coordinate, they
look complicated. Let the middle surface of the shell be given by a coordinate

ϕ = (ϕ1(x1, x2), ϕ2(x1, x2), ϕ3(x1, x2)), (x1, x2) ∈ R
2.

Set

aα =

(
∂ϕ1

∂xα
,
∂ϕ2

∂xα
,
∂ϕ3

∂xα

)
, W = w1a1 + w2a2.

Then the tensors (1.9) and (1.10) become

Υαβ =
1

2
(wα|β + wβ|α)− bαβw,

ραβ = −w|αβ ,
where 1 ≤ α, β ≤ 2, bαβ = −∂aαN · ∂aβ is the second fundamental form, and

wα|β = ∂aβwα − Γλαβwλ, w|αβ = ∂aβ∂aαw − Γλαβw.

The shell strain energy associated with a displacement field η of the middle surface
Ω can be written as

B1(η, η) =
Eh

1− µ2

∫
Ω

B(η, η) dx,(1.11)

where

B(η, η) = a(Υ(η),Υ(η)) + γa(ρ(η), ρ(η)), γ = h2/12,(1.12)
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a(T1, T1) = (1− µ)〈T1, T1〉T 2
x

+ µ(trT1)2, T1 ∈ T 2(Ω),(1.13)

for x ∈ Ω, where E, µ, respectively, denote Young’s modulus and Poisson’s coefficient
of the material.

Thus, with expression (1.11) we are able to associate the following symmetric
bilinear form, directly defined on the middle surface Ω:

B(η, ζ) =

∫
Ω

B(η, ζ) dx,(1.14)

where η is given in (1.8) and

ζ = U + uN, U(x) ∈Mx, x ∈ Ω.

Denote by H and by k the mean curvature and the Gauss curvature of surface
M , respectively. From Yao [20], we have the following Green’s formula for the shallow
shell.

Formula I. Let the bilinear form B(·, ·) be given in (1.14). For all sufficiently
smooth η = (W,w) and ς = (U, u), we have

B(η, ς) = (Aη, ς)L2(Ω,Λ)×L2(Ω) +

∫
Γ

∂(Aη, ς)dΓ,(1.15)

where

∂(Aη, ς) = v1(η)〈U, n〉+ v2(η)〈U, τ〉+ v3(η)
∂u

∂n
+ v4(η)u,(1.16)

n, τ are the normal and the tangential along curve Γ, respectively,

Aη =

(
−∆µW − (1− µ)kW −F(w)

γ[∆2w − (1− µ)δ(kdw)] + (H2 − 2(1− µ)k)w + G(W )

)
,(1.17)

∆µ is of the Hodge-Laplacian type, applied to the 1-form (or equivalently vector
fields), defined by

∆µ = −
(

1− µ
2
δd+ dδ

)
,(1.18)

d the exterior differential, δ the formal adjoint of d, ∆ the Laplacian on manifold M ,{ F(w) = (1− µ)ldwΠ + µHdw + wdH,

G(W ) = (1− µ)〈DW,Π〉T 2
x
− µHδW,(1.19)

and 


v1(η) = (1− µ)Υ(η)(n, n) + µ(wH − δW ),

v2(η) = (1− µ)Υ(η)(n, τ),

v3(η) = γ[∆w − (1− µ)D2w(τ, τ)],

v4(η) = −γ
{
∂∆w

∂n
+ (1− µ)

[
∂

∂τ
(D2w(τ, n)) + k(x)

∂w

∂n

]}
.

(1.20)
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By the “principle of virtual work” and Formula I, we obtain the following dis-
placement equations for a shallow shell (see Yao [20]) after changing t to t/λ with
λ2E/(1− µ2) = 1.

Formula II. We assume that there are no external loads on the shell and the
shell is clamped along a portion Γ0 of Γ and free on Γ1, where Γ0 ∪ Γ1 = Γ and
Γ0∩Γ1 = ∅. Then the displacement vector η = (W,w) satisfies the following boundary
value problem:


Wtt − [∆µW + (1− µ)kW + F(w)] = 0,

wtt − γ∆wtt + γ
(
∆2w − (1− µ)δ(kdw)

)
+(H2 − 2(1− µ)k)w + G(W ) = 0,

η(0) = η0, ηt(0) = η1,

in Q∞,(1.21)



W = 0,

w =
∂w

∂n
= 0,

on Σ0∞,(1.22)

v1(η) = v2(η) = v3(η) = 0 and v4(η) + γ
∂wtt
∂n

= 0 on Σ1∞,(1.23)

where

Q∞ = Ω× (0,∞), Σ0∞ = Γ0 × (0,∞), Σ1∞ = Γ1 × (0,∞).(1.24)

Remark 1.2. If the shell is flat, a plate, the equations in (1.21) are uncoupled.
The equation on the component w is the same as in Lagnese [8]—a Kirchhoff plate
(see Yao [20]).

1.3. Uniform stabilization. We write (1.21) as

ηtt − γ(0,∆wtt) +Aη = 0(1.25)

and define the total energy of shell by

E(t) =
1

2
[‖Wt‖2L2(Ω,Λ) + ‖wt‖2L2(Ω) + γ‖Dwt‖2L2(Ω,Λ) + B(η, η)].(1.26)

By Green’s formula (1.15), the equations (1.25), and the boundary conditions
(1.22) we obtain

d

dt
E(t)

=
d

dt

{
1

2
[‖Wt‖2L2(Ω,Λ) + ‖wt‖2L2(Ω) + γ‖Dwt‖2L2(Ω,Λ) + B(η, η)]

}

= B(η, ηt) +

∫
Ω

[〈Wtt,Wt〉+ wttwt + γ〈Dwtt, Dwt〉]dx

=

∫
Ω

[〈Wtt,Wt〉+ wttwt − γ∆wttwt]dx+ (Aη, ηt)L2(Ω,Λ)×L2(Ω)

+

∫
Γ

[
∂(Aη, ηt) + γ

∂wtt
∂n

wt

]
dΓ

=

∫
Ω

〈ηtt − γ(0,∆wtt) +Aη, ηt〉dx+

∫
Γ

(
∂(Aη, ηt) + γ

∂wtt
∂n

wt

)
dΓ

=

∫
Γ1

{
v1(η)〈Wt, n〉+ v2(η)〈Wt, τ〉+ v3(η)

∂wt
∂n

+

[
v4(η) + γ

∂wtt
∂n

]
wt

}
dΓ.(1.27)
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For simplicity, we set

ζ̆ =

(
〈U, n〉, 〈U, τ〉, ∂u

∂n
,
∂u

∂τ
, u

)
(1.28)

for any ζ = (U, u). In this paper, we shall consider feedback laws to be defined by

vi(η) = Ji(ηt), i = 1, 2, 3,

v4(η) + γ
∂wtt
∂n

= J4(ηt),
(1.29)

where the feedback operators Ji are given by

Ji(ζ) = −ζ̆F τi , i = 1, 2, 3,

J4(ζ) = −ζ̆F τ5 +
∂

∂τ
(ζ̆F τ4 ),

(1.30)

Fi = (fi1, fi2, fi3, fi4, fi5) for 1 ≤ i ≤ 5, and ζ = (U, u). In the formula (1.30) the
superscript τ denotes a transpose, fij are real L∞(Γ1) functions, and the matrix
F = (F τ1 , F

τ
2 , F

τ
3 , F

τ
4 , F

τ
5 ) satisfies

F is symmetric and positive semidefinite on Γ1.(1.31)

If we put the feedback laws of the formulas (1.29) and (1.30) into the formula
(1.27), by the assumption (1.31) we obtain

d

dt
E(t) =

∫
Γ1

[
−η̆tF η̆tτ +

∂wt
∂τ
F4η̆t

τ + wt
∂

∂τ
F4η̆t

τ

]
dΓ

= −
∫

Γ1

η̆tF η̆t
τdΓ ≤ 0(1.32)

so that the resulting closed-loop system under the feedback laws of (1.29) and (1.30)
is dissipative in the sense that E(t) is nonincreasing.

Remark 1.3. When the tangent component W = 0, the feedback laws of (1.29)
and (1.30) are what Lagnese [8] presented for the uniform stabilization of the Kirchhoff
plate.

We now set up some geometric conditions on the middle surface of the shallow
shell which are necessary to get the energy decay.

Assumption (H.1). There is a constant λ0 such that

λ0B(η, η) ≥ ‖DW‖2L2(Ω,T 2) + γ‖D2w‖2L2(Ω,T 2)(1.33)

for η = (W,w) ∈ H1(Ω,Λ)×H2(Ω).
Assumption (H.2). There is a vector field V ∈ X (M) such that

DV (X,X) = b(x)|X|2, X ∈Mx, x ∈ Ω,(1.34)

where b is a function on Ω. Set

a(x) =
1

2
〈DV, E〉T 2

x
, x ∈ Ω,
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where E is the volume element of M . Moreover, suppose that b and a meet inequality

2 min
x∈Ω

b(x) > λ0(1 + µ) max
x∈Ω

|a(x)|.(1.35)

Assumption (H.3). Γ0 and Γ1 satisfy the following conditions:

Γ0 �= ∅, Γ0 ∩ Γ1 = ∅, and V (x) · n(x) ≤ 0 on Γ0.(1.36)

Assumption (H.4). F ∈ C1(Γ1) is a positive definite matrix.
Remark 1.4. The assumptions (H.1)–(H.3) are geometric conditions on the mid-

dle surface of the shell, while the assumption (H.4) is on the feedback. For a plate the
assumptions (H.1)–(H.2) automatically satisfy, where we set V = x−x0. For the gen-
eral case, the assumptions (H.1)–(H.2) can be verified by the geometry method; see,
for example, Yao [21]. Here the geometric assumption (H.3) is, generally, considered
to be much weaker than the following:

V (x) · n(x) ≤ 0 on Γ0 and V (x) · n(x) > 0 on Γ1,

which is used to avoid the complex trace estimates.
We are now in a position to state our main results.
Theorem 1.1. Assume that the assumptions (H.1)–(H.4) hold. Let the energy

E(t) be defined by (1.26) for the closed-loop system (1.21), (1.22), and (1.29). Then
there are positive constants K and ω such that

E(t) ≤ Ke−ωtE(0), t ≥ 0,(1.37)

for any η0 ∈ H1
Γ0

(Ω,Λ)×H2
Γ0

(Ω) and any η1 ∈ L2(Ω,Λ)×H1
Γ0

(Ω).

2. Existence, uniqueness, and properties of solutions. In this section, we
follow the ideas in Lagnese [8] for the Kirchhoff plate to put the shallow shell problem
into a semigroup frame. Then the regularity of solutions we need for the stabilization
is worked out by Agmon, Douglis, and Nirenberg [1].

2.1. Variational formulation. We shall set

W = H1
Γ0

(Ω,Λ)×H2
Γ0

(Ω), V = L2(Ω,Λ)×H1
Γ0

(Ω), and L = L2(Ω,Λ)× L2(Ω).

(2.1)

Introduce the forms

a0(η, ζ) =

∫
Ω

[〈η, ζ〉+ γ〈Dw,Du〉]dx(2.2)

and

a1(η, ζ) =

∫
Γ1

η̆F ζ̆τdΓ(2.3)

for η = (W,w) and ζ = (U, u). It follows from Green’s formula (1.15) that an appro-
priate variational formulation of the systems (1.21), (1.22), and (1.29) is as follows:
Find a vector field η ∈ C([0,∞);W) ∩ C1([0,∞);V) such that


d

dt
[a0(ηt, ζ) + a1(η, ζ)] + B(η, ζ) = 0 ∀ ζ ∈ W,

η(0) = η0 ∈ W, ηt(0) = η1 ∈ V.
(2.4)
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2.2. Well-posedness of (1.21), (1.22), and (1.29). The bilinear forms a0(·, ·),
a1(·, ·), and B(·, ·) are continuous, symmetric, and nonnegative on V and W, respec-
tively, and if we set

a0(η) = a0(η, η) and a1(η) = a1(η, η),(2.5)

then we have

a0(η) ≥ γ‖η‖2L2(Ω,Λ)×H1(Ω) and a1(η) ≥ 0.(2.6)

The form a0(·, ·) defines a scalar product on V and so does B(·, ·) on W because
of the ellipticity (1.33). Those scalar products are equivalent to the ones previously
introduced in those spaces. We identify L with its dual L′ so that we have the dense
and continuous embeddings

W ⊂ V ⊂ L ⊂ V ′ ⊂ W ′.(2.7)

Let A0 (respectively, P) denote the canonical isomorphism of V (respectively, W)
endowed with the scalar product a0(·, ·) (respectively, B(·, ·)) onto V ′ (respectively,
W ′). Then

a0(η, ζ) = 〈A0η, ζ〉 ∀η, ζ ∈ V,

B(η, ζ) = 〈Pη, ζ〉 ∀η, ζ ∈ W,

where 〈·, ·〉 refers to (·, ·)L2(Ω,Λ)×L2(Ω). Furthermore, there is a nonnegative operator
A1 ∈ B(W,W ′) such that

a1(η, ζ) = 〈A1η, ζ〉 ∀η, ζ ∈ W.

We write (2.4) as

d

dt
(A0ηt +A1η) + Pη = 0 in W ′.(2.8)

Let us formally rewrite (2.4) as the system

(
P 0
0 A0

)(
η
ηt

)′

+

(
0 −P
P A1

)(
η
ηt

)
= 0

or

CY ′ +QY = 0, t ≥ 0,(2.9)

where

C =

(
P 0
0 A0

)
, Q =

(
0 −P
P A1

)
, and Y =

(
η
ηt

)
.

We wish to solve (2.9) in the space W × V. In order to make sense of (2.9) in that
space it is natural to introduce

D(Q) = {(η, ζ)|η ∈ W, ζ ∈ W, Pη +A1ζ ∈ V ′}.
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Then Q : D(Q) → W ′ × V ′. Since C is the canonical isomorphism of W × V onto
W ′ × V ′, we rewrite (2.9) in the form

Y ′ + C
−1QY = 0 in W ×V.(2.10)

Solutions of the system (1.21), (1.22), and (1.29) are therefore defined via (2.10).
Theorem 2.1. −C

−1Q is the infinitesimal generator of a C0-semigroup of con-
traction on W ×V.

Proof. (i) D(Q) is dense in W ×V.
By the definition of P and A1, for ς = (U, u) ∈ W, we obtain

〈Pη +A1ζ, ς〉 = B(η, ς) + a1(ζ, ς)

= −
∫

Ω

〈∆µW + (1− µ)kW + F(w), U〉dx− γ
∫

Ω

〈d∆w, du〉dx

+

∫
Ω

[−(1− µ)δ(kdw) + G(W ) + (H2 − 2(1− µ)k)w]udx

+

∫
Γ1

[
v1(η)〈U, n〉+ v2(η)〈U, τ〉+ v3(η)

∂u

∂n

]
dΓ

− (1− µ)γ

∫
Γ1

[
∂

∂τ
D2w(n, τ) + k

∂w

∂n

]
u dΓ

−
∫

Γ1

[
J1(ζ)〈U, n〉+ J2(ζ)〈U, τ〉+ J3(ζ)

∂u

∂n
+ J4(ζ)u

]
dΓ.(2.11)

The expression on the right-hand side of the formula (2.11) implies the relation

D(Q) ⊃ D0 = { (η, ζ) | η ∈ W ∩H2(Ω,Λ)×H4(Ω), ζ ∈ W, v1(η) = J1(ζ),

v2(η) = J2(ζ), and v3(η) = J3(ζ) on Γ1 }.
Indeed, if (η, ζ) ∈ D0, then

|〈Pη +A1ζ, ς〉| ≤ C(‖W‖H2(Ω,Λ) + ‖w‖H3(Ω))(‖U‖L2(Ω,Λ) + ‖u‖H1(Ω))

+ C

∥∥∥∥∥J4(ζ) + (1− µ)γ

[
∂

∂τ
D2w(n, τ) + k

∂w

∂n

] ∥∥∥∥∥
H− 1

2 (Γ1)

‖u‖
H

1
2 (Γ1)

≤ Cη,ζ‖ς‖V ,
that is,

Pη +A1ζ ∈ V ′.

We mention that in the above inequality the following result is used: η ∈ W ∩
H2(Ω,Λ)×H4(Ω) and ζ ∈ W imply J4(ζ)+(1−µ)γ[ ∂∂τD

2w(n, τ)+k ∂w∂n ] ∈ H− 1
2 (Γ1).

D(Q) is then dense in W ×V since D0 is in W ×V.
(ii) −C

−1Q is dissipative. This is shown by

〈C−1Q(η, ζ), (η, ζ)〉 = 〈(−ζ, A−1
0 (Pη +A1ζ)), (η, ζ)〉

= −B(ζ, η) + B(η, ζ) + a1(ζ, ζ)

= a1(ζ, ζ) ≥ 0(2.12)

for (η, ζ) ∈ D(Q).
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(iii) We also have Range(λI + C
−1Q) = W×V, for λ > 0, (η, ζ) ∈ D(Q). In fact,

this is equivalent to

Range(λ2A0 + λA1 + P ) = V ′.

But, by the Lax–Milgram theorem, it is actually true.
As a consequence of Theorem 2.1, we have the following result.
Theorem 2.2. Assume that (1.29) and (1.31) hold and

η0 ∈ W, η1 ∈ W, Pη0 +A1η
1 ∈ V ′.(2.13)

Then the problem (2.4) admits a unique solution with

η ∈ C1([0,∞);W) ∩ C2([0,∞);V),

ηtt ∈ C([0,∞);V),

A0ηtt +A1ηt + Pη = 0, t ≥ 0,(2.14)

η(0) = η0, ηt(0) = η1.

2.3. Regularity of solutions. In the following, we shall use local coordinate
systems to obtain the regularity of variational solutions to the system (1.21), (1.22),
and (1.29). Let us consider the system


η ∈ W, Aη ∈ V ′,
vi(η) ∈ H 1

2 (Γ1), i = 1, 2, 3,

v4(η) ∈ H− 1
2 (Γ1).

(2.15)

First, we have the following lemma.
Lemma 2.3. Let η satisfy the problem (2.15). Then

η ∈ H2(Ω,Λ)×H3(Ω) ∩W.(2.16)

Proof. First, we prove that, for any ϕ ∈ C∞(Ω), ϕη still satisfies the problem
(2.15), so our analysis of η on Ω can be localized.

Note that

A(ϕη) = ϕAη + [A, ϕ]η,(2.17)

where the commutator [A, ϕ] is a first-order differential operator on the component
W and a third-order differential operator on the component w. Then the hypothesis
Aη ∈ V ′, together with η ∈ W, gives A(ϕη) ∈ V ′. Similarly, it is easy to check
from the formulas in (1.20) that when η satisfies the problem (2.15) all the boundary
conditions in the problem (2.15) for ϕη are still true.

So suppose η, satisfying (2.15), is supported on a coordinate chart (U , ψ) where
(U , ψ) is chosen in such a way that there exists a positive smooth function Θ on U to
meet

g = Θ(dx2
1 + dx2

2) on U ,(2.18)
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where g is the induced metric of the Riemannian manifold M; see Wu [19]. It is
noticeable that the expression in (2.18) does not hold in general when the dimension
of the manifold is larger than 2.

In addition, the formulas in (1.19) and the hypothesis η ∈ W imply

F(w) ∈ H1
Γ0

(Ω) and G(W ) ∈ L2(Ω,Λ).(2.19)

Set

W = u1
∂

∂x1
+ u2

∂

∂x2
.(2.20)

By the relations (2.18)–(2.20) and through a computation, we separate the prob-
lem (2.15) into the two following ones:



(u1, u2) ∈ H1
∂O0

(O),

∂2u1

∂x2
1

+
1− µ

2

∂2u1

∂x2
2

+
1 + µ

2

∂2u2

∂x1∂x2
∈ L2(O),

1− µ
2

∂2u2

∂x2
1

+
∂2u2

∂x2
2

+
1 + µ

2

∂2u1

∂x1∂x2
∈ L2(O),

n1
∂u1

∂n
+ n2

∂u2

∂n
− µn2

∂u1

∂τ
+ µn1

∂u2

∂τ
∈ H 1

2 (∂O1),

−n2
∂u1

∂n
+ n1

∂u2

∂n
+ n1

∂u1

∂τ
+ n2

∂u2

∂τ
∈ H 1

2 (∂O1),

(2.21)

and 


w ∈ H2
∂O0

(O),

∆2
0w ∈ H−1(O),

∆0w − (1− µ)Θ
∂2w

∂τ2
∈ H 1

2 (∂O1),

∂∆0w

∂n
+ (1− µ)Θ

[
k
∂w

∂n
+

∂3w

∂τ2∂n

]
∈ H− 1

2 (∂O1),

(2.22)

where

O = ψ(U ∩ Ω), ∂O1 = ψ(Γ1 ∩ U), ∂O0 = ∂O/∂O1,

n = n1
∂

∂x1
+ n2

∂

∂x2
, τ = −n2

∂

∂x1
+ n1

∂

∂x2
, ∆0 =

∂2

∂x2
1

+
∂2

∂x2
2

.

It is clear that the problem (2.22) is a classical elliptic boundary value problem
since Γ0 ∩ Γ1 = ∅ and Γ is smooth enough. We therefore obtain

w ∈ H3(O) ∩H2
∂O0

(O).

Next, since the determinant of coefficients of {∂u1/∂n, ∂u1/∂n} in the boundary
conditions of the problem (2.21) is 1/Θ > 0, the classical theory of Agmon, Douglis,
and Nirenberg [1] yields

(u1, u2) ∈ (H2(O)
)2
.
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Finally, the partition of unity subject to a coordinate cover of Ω completes the
proof.

In order to apply Green’s formula to solutions of the system (1.21), (1.22), and
(1.29), we have to get more regularity than what is given by Theorem 2.2. To this
end, we need to require more regularity of the initial data than what is supposed in
(2.13). The requisite assumptions are obtained as follows. We introduce

Ã0 = A0|W , H = RangeÃ0,(2.23)

and we assume

η0 ∈ W, η1 ∈ W ∩H2(Ω,Λ)×H3(Ω), and A1η
1 + Pη0 ∈ H.(2.24)

From (2.14) we have A0ηtt(0) = −(A1η
1 + Pη0) ∈ H and, therefore,

ηtt(0) = −Ã−1
0 (A1η

1 + Pη0) ∈ W.(2.25)

We further assume

vi(η
1) = Ji(ηtt(0)), i = 1, 2, 3, on Γ1.(2.26)

Then we conclude that

A1ηtt(0) + Pη1 ∈ V ′.(2.27)

Indeed, for ς = (U, u) ∈ V, from (2.3), (1.31), and (2.26) we have

a1(ηtt(0), ς) = −
∫

Γ1

[
v1(η1)〈U, n〉+ v2(η1)〈U, τ〉+ v3(η1)

∂u

∂n
+ J4(ηtt(0))u

]
dΓ

(2.28)

and, therefore, by Green’s formula (1.15),

〈A1ηtt(0) + Pη1, ς〉 = a1(ηtt(0), ς) + B(η1, ς)

= −
∫

Ω

〈∆µW
1 + (1− µ)kW 1 + F(w1), U〉 dx− γ

∫
Ω

〈d∆w1, du〉 dx

+

∫
Ω

γ[−(1− µ)δ(kdw1) + (H2 − 2(1− µ)k)w1 + G(W 1)]u dx

−
∫

Γ1

{
J4(ηtt(0)) + γ(1− µ)

[
∂

∂τ
D2w1(n, τ) + k

∂w1

∂n

]}
u dΓ.(2.29)

Now the expression (2.29) produces

|〈A1ηtt(0) + Pη1, ς〉|

≤ C
(
‖W 1‖H2(Ω,Λ) + ‖w1‖H3(Ω)

+

∥∥∥∥J4(ηtt(0)) + γ(1− µ)

[
∂

∂τ
D2w1(n, τ) + k

∂w1

∂n

]∥∥∥∥
H− 1

2 (Γ1)

)
‖ς‖V .(2.30)

Consequently, (2.27) holds as claimed.
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We have shown that if (2.24) and (2.26) hold, then

η1 ∈ W, ηtt(0) ∈ W, A1ηtt(0) + Pη1 ∈ V ′,(2.31)

that is, {η1, ηtt(0)} ∈ D(C−1Q). It follows from Theorem 2.2 that η satisfies

ηt ∈ C1([0,∞);W) and ηtt ∈ C([0,∞);W).(2.32)

Then, as a consequence of A1ηt + Pη = −A0ηtt we obtain that η satisfies




η ∈ C2([0,∞);W),

Aη = −(ηtt − γ(0,∆wtt)) ∈ C([0,∞);L2(Ω,Λ)× L2(Ω)),

vi(η) = Ji(ηt) ∈ H 1
2 (Γ1), i = 1, 2,

v3(η) = J3(ηt) ∈ H 3
2 (Γ1),

v4(η) + γ
∂wtt
∂n

= J4(ηt) ∈ H 1
2 (Γ1).

(2.33)

Elliptic theory then yields

w ∈ H4(Ω).

We now write the above analysis into the following result.
Theorem 2.4. Assume that Γ is smooth enough, Γ1 ∩ Γ0 = ∅, and conditions

(2.24) and (2.26) hold. Then variational solutions of the system (1.21), (1.22), and
(1.29) satisfy

η ∈ C([0,∞);H2(Ω,Λ)×H4(Ω) ∩W) ∩ C1([0,∞);H1(Ω,Λ)×H3(Ω) ∩ V).(2.34)

Remark 2.1. If η0 ∈ H3(Ω,Λ) ×H4(Ω) ∩ W and η1 ∈ H2(Ω,Λ) ×H3(Ω) ∩ W,
then conditions (2.24) and (2.26) hold.

3. Proof of Theorem 1.1. We assume that the initial data satisfy the assump-
tions of Theorem 2.4 and, therefore, the solution η = (W,w) of the system (1.21),
(1.22), and (1.29) meets the regularity of (2.34).

Let a vector field V be given to satisfy the assumption (H.2). Set

η1 = (W, 0), η2 = (0, w), m(η) = (DVW,V (w)),

L(t) = ‖W‖2L2(Ω,Λ) + ‖w‖2L2(Ω) + γ‖wt‖2L2(Ω) + ‖Dw‖2L2(Ω,Λ),

σ0 = max
x∈Ω

|V |, σ1 = min
x∈Ω

b(x)− λ0(1 + µ)

2
max
x∈Ω

|a(x)|,

QT = (0, T )× Ω, ΣT = (0, T )× Γ, ΣT0 = (0, T )× Γ0, and ΣT1 = (0, T )× Γ1,

where T > 0 is given.
Lemma 3.1. Let the assumptions (H.1) and (H.2) hold. If we denote

p(η) =
(
b− σ1

2

)
η1 − b

2
η2,(3.1)
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then we have

σ1

∫ T

0

E(t)dt ≤ 1

2

∫
ΣT1

[|ηt|2 + γ|Dwt|2 −B(η, η)]〈V, n〉 dΣ

+
1

2

∫
ΣT0

B(η, η)〈V, n〉 dΣ−
∫ T

0

a1(ηt, m(η) + p(η)) dt

+ CT

[
E(0) + E(T ) +

∫ T

0

L(t) dt

]
.(3.2)

Proof. By the embedding theorem there is CT > 0 such that

L(0) ≤ CTE(0) and L(T ) ≤ CTE(T ).(3.3)

Then, from (3.3), Theorem 1.1 of Yao [21] gives the following inequality:

σ1

∫ T

0

E(t) dt ≤ (SB)1|ΣT + (SB)2|ΣT + CT

[
E(0) + E(T ) +

∫ T

0

L(t) dt

]
,(3.4)

where

(SB)1|ΣT =
1

2

∫
ΣT

[|ηt|2 + γ|Dwt|2 −B(η, η)]〈V, n〉 dΣ,(3.5)

(SB)2|ΣT =

∫
ΣT

[
∂ (Aη, m(η) + p(η)) + γ

(
V (w)− 1

2
bw

)
∂wtt
∂n

]
dΣ.(3.6)

Let us examine the integrals over ΣT0 in (3.5) and (3.6). By the boundary condi-
tions of (1.22) on Γ0 we have, from Proposition 2.12(ii) of Yao [21],

(SB)1|ΣT0 = −1

2

∫
ΣT0

B(η, η)〈V, n〉 dΣ and (SB)2|ΣT0 =

∫
ΣT0

B(η, η, )〈V, n〉 dΣ.
(3.7)

First, we consider the calculation of (SB)2|ΣT1 .

From the formula (1.16) and the feedback law of (1.29) and (1.30) we obtain, for
any ς = (U, u) ∈ L2(Ω,Λ)×H1(Ω),∫

Γ1

[
∂(Aη, ς) + γu

∂wtt
∂n

]
dΓ = −a1(ηt, ς) +

∫
Γ1

[
u
∂

∂τ
(η̆tF

τ
4 ) + η̆tF

τ
4

∂u

∂τ

]
dΓ

= −a1(ηt, ς)(3.8)

since Γ0 ∩ Γ1 = ∅. By applying the formula (3.8) to the expression (3.6) with ς =
m(η) + p(η), one finds out

(SB)2|ΣT1 = −
∫ T

0

a1(ηt, m(η) + p(η)) dt.(3.9)

Substituting (3.7) and (3.9) into (3.4) yields the inequality (3.2).
Next, we consider a trace result which is a consequence of Horn [6]. Let U be a

vector field on Ω. Set

S(U) =
1

2
(DU +D∗U),(3.10)

a two-order tensor on Ω.
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Lemma 3.2. Let T > 0 and 1/2 > ε > 0 be given. Suppose that a vector field U
satisfies the problem



U ∈ L2([0, T ];H
1
2+ε(Ω,Λ)), Ut ∈ L2(ΣT ,Λ),

Utt −∆µU ∈ H− 1
2 (QT ,Λ),

(1− µ)S(U)(n, n)− µδU ∈ L2(ΣT ,Λ),

S(U)(n, τ) ∈ L2(ΣT ,Λ).

(3.11)

Then, for T/2 > α > 0, there is CT,α,ε > 0 such that

(3.12)

‖DτU‖2L2([α, T−α];L2(Γ,Λ))

≤ CT,α,ε(‖Ut‖2L2(ΣT ,Λ) + ‖(1− µ)S(U)(n, n)− µδU‖2L2(ΣT ) + ‖S(U)(n, τ)‖2L2(ΣT ))

+ CT,α,ε(‖Wtt −∆µW‖2H−1/2(QT ,Λ) + ‖U‖2L2([0,T ];H1/2+ε(Ω,Λ))).

Proof. It is easy to check that, if U satisfies the problem (3.11), then, for any
ϕ ∈ C∞(Ω), ϕU still does, which means the problem (3.11) can be localized. Suppose
that U is supported in a coordinate chart (U , φ) with the metric g of (2.18). Set

U = u1
∂

∂x1
+ u2

∂

∂x2
.

On the chart (U , φ), the problem (3.11) changes into the problem


ui ∈ L2([0, T ];H1/2+ε(O)), uit ∈ L2((0, T )× ∂O), i = 1, 2,

u1tt −
(
∂2u1

∂x2
1

+
1− µ

2

∂2u1

∂x2
2

+
1 + µ

2

∂2u2

∂x1∂x2

)
∈ H−1/2((0, T )×O),

u2tt −
(

1− µ
2

∂2u2

∂x2
1

+
∂2u2

∂x2
2

+
1 + µ

2

∂2u1

∂x1∂x2

)
∈ H−1/2((0, T )×O),

f1, f2 ∈ L2([0, T ]× ∂O),

(3.13)

where 

f1 = n1

∂u1

∂n
+ n2

∂u2

∂n
− µn2

∂u1

∂τ
+ µn1

∂u2

∂τ
,

f2 = −n2
∂u1

∂n
+ n1

∂u2

∂n
+ n1

∂u1

∂τ
+ n2

∂u2

∂τ
,

(3.14)

O = φ(U), and ∂O = ∂φ(U).
Next we want to show that the problem (3.13) is a special case of some three

dimensional dynamic elasticity, so Theorem 1.2 of Horn [6] can be applied. To this
end, we set

u = (u1, u2, 0) and O′ = O × (0, 1).

If we let the Lamé coefficients λ and µ in Horn [6] be µ and 1−µ
2 , respectively, we

have

σij = µ(divu)δij +
1− µ

2

(
∂ui
∂xj

+
∂uj
∂xi

)
,(3.15)
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∂ui
∂x3

= 0(3.16)

for any 1 ≤ i, j ≤ 3. By the notation of Horn [6], we have

σ(u)n′ =


n1 n2 0
−n2 n1 0
0 0 1




 f1f2

0


(3.17)

and the problem (3.13) is then equivalent to the three dimensional problem

u ∈ L2([0, T ]; (H1/2+ε(O′))3), ut ∈ (L2([0, T ]× ∂O′))3,

utt −∇ · σ(u) ∈ (H−1/2([0, T ]×O′))3,

σ(u) · n′ ∈ (L2([0, T ]× ∂O′))3,

(3.18)

where n′ = (n1, n2, 0) and σ(u) = (σij)3×3.
Applying Theorem 1.2 of Horn [6] locally and using the partition of unity complete

our proof.
By using the same ideas as in Lemma 3.2 and applying Theorem 2.1 of Lasiecka

and Triggiani [11], we get the following lemma.
Lemma 3.3. Let T/2 > α > 0 and 1/2 > ε > 0 and 1/2 > s0. Suppose that w

satisfies the problem


wtt − γ∆wtt + γ∆2w ∈ H−s0(QT ),

w =
∂w

∂n
= 0 on ΣT0 ,

∆w − (1− µ)D2w(τ, τ) ∈ L2(ΣT1 ),

∂∆w

∂n
+ (1− µ)

[
∂

∂τ
(D2w(τ, n)) + k(x)

∂w

∂n
− ∂wtt
∂n

]
∈ H−1(ΣT1 ).

(3.19)

Then there is Cα,ε,T such that

(3.20)

‖D2w‖2L2([α, T−α];L2(Γ1,T 2))

≤ Cα,ε,T
{
‖wtt − γ∆wtt + γ∆2w‖2H−s0 (QT ) + ‖∆w − (1− µ)D2w(τ, τ)‖2L2(ΣT1 )

+

∥∥∥∥∂∆w

∂n
+ (1− µ)

[
∂

∂τ
(D2w(τ, n)) + k(x)

∂w

∂n
− ∂wtt
∂n

]∥∥∥∥
2

H−1(ΣT1 )

+ ‖Dwt‖2L2(ΣT1 ,Λ)

+ ‖w‖2L2([0,T ];H3/2+ε(Ω)) + ‖wt‖2L2(ΣT1 )

}
.

Lemma 3.4. Let η be a solution of the system (1.21), (1.22), and (1.29) with the
regularity (2.34). Let T/2 > α > 0 and 1/2 > ε > 0 and 1/2 > s0 > 0 be given. Then∫ T−α

α

∫
Γ1

(|DW |2 + |D2w|2) dΣ ≤ Cα,T,s0,ε
∫

ΣT1

(|ηt|2 + |Dwt|2) dΣ + lot(η).(3.21)

Proof. From the formulas in (1.20), (1.29), and (1.30),{
(1− µ)Υ(η)(n, n) + µ(wH − δW ) = −η̆tF τ1 on Γ1,

(1− µ)Υ(η)(n, τ) = −η̆tF τ2 on Γ1,
(3.22)
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and we obtain

DW (n, n) = −µDW (τ, τ)− w[(1− µ)Π(n, n) + µH]− η̆tF τ1 ,

DW (τ, n) = −DW (n, τ)− 2wΠ(n, τ)− 2

1− µη̆tF
τ
2 .

(3.23)

It follows from (3.23) that

|DW |2 = |DτW |2 + [DW (n, n)]2 + [DW (τ, n)]2

≤ C(|DτW |2 + |ηt|2 + |Dwt|2 + w2) on Γ1.(3.24)

Next, note Υ(η) = S(W ) + wΠ and the formulas (3.22) and, after applying the
inequality (3.12) with U = W , we have

‖DτW‖2L2([α, T−α];L2(Γ,Λ))

≤ CT,α,ε(‖Wt‖2L2(ΣT ,Λ) + ‖wt‖2L2(ΣT1 ) + ‖Dwt‖2L2(ΣT ,Λ)) + lot(η),(3.25)

where the following inequality is used:

‖Wtt −∆µW‖2H−1/2(QT ,Λ) = ‖(1− µ)kW + F(w)‖2H−1/2(QT ,Λ)

≤ C‖(1− µ)kW + F(w)‖2L2(QT ,Λ) = lot(η).(3.26)

Let us consider the component w. We now prove that there is a constant C > 0
such that

‖D2w‖2H−s0 (QT ,T 2) ≤ C
∫ T

0

‖w‖2H2−s0 (Ω) dt ∀ w ∈ H−s0(QT ).(3.27)

For simplicity, we assume that Ω is a coordinate U with the coordinate system x =
(x1, x2). Then QT = (0, T ) × U . Denote the Fourier transform variable of (t, x) by
(ζ0, ζ). By definition,

H−s0(QT ) = (Hs0
0 (Q))∗, Hs0

0 (QT ) = {w |w ∈ Hs0(R3), suppw ⊂ QT }.
For u ∈ H−s0(QT ) given, we then have

‖u‖2H−s0 (QT ) = ‖(1 + |ζ0|2 + |ζ|2)−s0/2û‖2L2(R3)

≤ ‖(1 + |ζ|2)−s0/2û‖2L2(R3)

=

∫
R2

(1 + |ζ|2)−s0
(∫

R

|û|2dζ0
)
dζ1ζ2

=

∫
R2

(1 + |ζ|2)−s0
(∫ T

0

|ûx|2dt
)
dζ1ζ2

=

∫ T

0

‖u‖2H−s0 (Ω)dt(3.28)

since supp u ⊂ QT , where ûx denotes the Fourier transform of u with respect to the
variable x. In addition, for i = 1, 2,∥∥∥∥ ∂2w

∂xi∂xj

∥∥∥∥
2

H−s0 (Ω)

=

∥∥∥∥∥(1 + |ζ|2)−
s0
2

ˆ∂2w

∂xi∂xj

∥∥∥∥∥
2

≤ ‖(1 + |ζ|2)
2−s0

2 ŵ‖2 = ‖w‖2H2−s0 (Ω).(3.29)
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The inequality (3.27) follows from the inequalities (3.28) and (3.29). The same argu-
ment leads us to the following:

‖DW‖2H−s0 (QT ,T 2) ≤ C
∫ T

0

‖W‖2H1−s0 (Ω,Λ) dt,(3.30)

and ∥∥∥∥ ∂∂τ (η̆tF
τ
5 )

∥∥∥∥
2

H−1(QT )

≤ C‖η̆tF τ5 ‖2L2(QT ).(3.31)

Apply the inequality (3.20), together with the inequalities (3.27), (3.30), and
(3.31), to obtain

‖D2w‖2L2([α,T−α];L2(Γ1,T 2)) ≤ Cα,ε,T
∫

ΣT1

(|ηt|2 + |Dwt|2) dΣ + lot(η).(3.32)

The inequality (3.21) follows from the inequalities (3.24), (3.25), and (3.32).
Proof of Theorem 1.1. First, we make some estimates for the terms in the right-

hand side of the inequality (3.2).
Let s1, s2 > 0 be such that

s1|ν|2 ≤ νFντ ≤ s2|ν|2 ∀ ν ∈ R
5.(3.33)

Then the definition (2.3) of a1(·, ·) gives, for ς = (U, u),

s1

∫
Γ1

(|ς|2 + |Du|2) dΓ ≤ a1(ς, ς) ≤ s2
∫

Γ1

(|ς|2 + |Du|2) dΓ.(3.34)

Use of the right-hand side of the inequality (3.34), therefore, yields

|a1(ηt, m(η) + p(η))|
≤ [a1(ηt, ηt)]

1/2[a1(m(η) + p(η), m(η) + p(η))]1/2

≤ C
∫

Γ1

(|ηt|2 + |Dwt|2 + |m(η) + p(η)|2 + |D(V (w)− b/2w)|2) dΓ

≤ C
∫

Γ1

[|ηt|2 + |Dwt|2 + |DW |2 + |W |2 + |D2w|2 + |Dw|2 + w2] Γ

= C

∫
Γ1

(|ηt|2 + |Dwt|2 + |DW |2 + |D2w|2) dΓ + l(η).(3.35)

In addition, we have

B(η, η) ≤ C(|DW |2 + |D2w|2 + w2) on Γ1(3.36)

and, from the geometrical condition (H.3),∫
ΣT0

B(η, η)〈V, n〉 dΣ ≤ 0.(3.37)

Now we substitute the inequalities (3.35)–(3.37) into the inequality (3.2) to obtain

σ1

∫ T

0

E(t) dt ≤ C
∫

ΣT1

(|ηt|2 + |Dwt|2 + |DW |2 + |D2w|2) dΣ

+ CT (E(0) + E(T )) + lot(η).(3.38)
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Next, change the integral domain ΣT1 into [α, T − α] × Γ1 in both sides of the
inequalities (3.38) and use the inequality (3.21) to give

σ1

∫ T−α

α

E(t) dt ≤ CT
{
E(α) + E(T − α) +

∫
ΣT1

(|ηt|2 + |Dwt|2) dΣ

}
+ lot(η).

(3.39)

Note the relation E′(t) = −a1(ηt, ηt) and the right-hand side of the inequality
(3.34) again, and we find, for any T > β > 0,

E(β) = E(T ) +

∫ T

β

a1(ηt, ηt) dt ≤ E(T ) + C

∫
ΣT1

(|ηt|2 + |Dwt|2) dΣ.(3.40)

Using the inequality (3.40) in the inequality (3.39), we obtain, for T > 0 suitably
large,

E(T ) ≤ CT
∫

ΣT
(|ηt|2 + |Dwt|2) dΣ + lot(η).(3.41)

By the compactness and uniqueness (Proposition 2.13 of Yao [21]) approach, we now
have

E(T ) ≤ CT
∫

ΣT1

(|ηt|2 + |Dwt|2) dΣ.(3.42)

Finally, using the inequality (3.42) and the left-hand side of the inequality (3.34)
leads to

E(T ) ≤ CT
∫ T

0

a1(ηt, ηt) dt = CT (E(0)− E(T )),(3.43)

that is,

E(T ) ≤ CT
1 + CT

E(0).(3.44)

Theorem 1.1 follows from the inequality (3.44).
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EXISTENCE OF SOLUTIONS TO DIFFERENTIAL INCLUSIONS
AND TO TIME OPTIMAL CONTROL PROBLEMS IN THE

AUTONOMOUS CASE∗
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Abstract. We prove existence of solutions to upper semicontinuous differential inclusions and to
time optimal control problems under conditions that are strictly weaker than the usual assumption
of convexity.

Key words. differential inclusions, time optimal control problems

AMS subject classifications. 49J15, 34A34, 34A36
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1. Introduction. The condition of convexity with respect to the variable gra-
dient has been of universal use in the calculus of variations, in optimal control, and
in differential inclusions to prove the existence of solutions. In fact, convexity is the
property required in order to pass to a weak limit along a sequence, be it a minimiz-
ing sequence or a sequence of successive approximations, preserving the properties
that are needed. This approach, however, because of its generality, need not always
provide the best results, since it does not take into account possible additional infor-
mation such as, for instance, the presence of symmetries in the problem. One is led
to think that, by suitably exploiting these symmetries, the convexity condition could
be substantially reduced. The purpose of the present paper is to show that, for the
simplest of such symmetries, the time invariance in the problem of the existence of
solutions to upper semicontinuous differential inclusions, convexity can be replaced
by a strictly weaker condition, our almost convexity, below. Moreover, we show that,
in the case of autonomous control systems of the form

x′(t) = f(x(t), u(t)), u(t) ∈ U(x(t))

for the existence of a time optimal solution, Filippov’s classical assumption of con-
vexity of the images of the map F (x) = f(x, U(x)) can be replaced by the weaker
assumption of almost convexity of the same images. As will be shown, our assumption
does not imply that the set of solutions to the differential inclusion is closed in the
space of continuous functions with uniform convergence, as happens in the case of the
assumption of convexity, but only that the sections of this set of solutions are closed.
This property is sufficient to establish the existence of time optimal solutions.

2. Main results. The following is our assumption of almost convexity.
Definition 1. Let X be a vector space. A set K ⊂ X is called almost convex if

for every ξ ∈ coK there exist λ1 and λ2, 0 ≤ λ1 ≤ 1 ≤ λ2, such that λ1ξ ∈ K,λ2ξ ∈
K.

∗Received by the editors May 22, 2002; accepted for publication (in revised form) October 23,
2002; published electronically April 17, 2003.

http://www.siam.org/journals/sicon/42-1/40804.html
†Dipartimento di Matematica e Applicazioni, Università di Milano Bicocca, Via Bicocca degli
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Every convex set is almost convex. If a set K is almost convex and 0 ∈ co(K),
then 0 ∈ K. Typical cases of almost convex sets are K = ∂C, with C a convex set
not containing the origin, or K = {0} ∪ ∂C, C a convex set containing the origin.

It is our purpose to prove the following theorem.
Theorem 1. Let Ω ⊂ RN be open, and let F , from Ω to the nonempty subsets of

RN , be upper semicontinuous with bounded, closed, and almost convex values. Then
the Cauchy problem

y′(s) ∈ F (y(s)), y(0) = x0 ∈ Ω
admits a solution defined on some interval [−δ, δ], δ > 0. Moreover, for every
τ ∈ [−δ, δ], the attainable set at τ , Ax0(τ), is closed and coincides with Acox0

(τ),
the attainable set at τ of the convexified problem

y′(s) ∈ coF (y(s)), y(0) = x0.

Remarks. (1) The upper semicontinuous map F , from R to the closed subsets of
R, defined by F (x) = −sign(x) for x �= 0, F (0) = {−1,+1}, is not almost convex at
x = 0, and the corresponding Cauchy problem with the condition y(0) = 0 admits no
local solution.

(2) Under the condition of almost convexity, the attainable sets are closed for
every (small) τ , but the set of solutions need not be closed in C(I), unlike in the
convex case.

The following corollary to Theorem 1, to be compared with Theorem 1 of Filippov
[3], shows that, in the case of autonomous control systems, for the existence of a
time optimal solution, Filippov’s assumption that the set f(x, U(x)) is convex can be
replaced by the weaker assumption that the same set is almost convex.

Corollary 1. Let f(x, u) be continuous for x ∈ Ω and u ∈ U(x), and let
the set valued map U(x), from Ω to the nonempty compact subsets of RN , be upper
semicontinuous. Moreover, assume that the set

F (x) = f(x, U(x))

is almost convex for every x ∈ Ω. Let x0 and x1 be given in Ω, and assume that for
some t̃ ≥ 0, x1 ∈ Ax0(t̃). Then the problem of reaching x1 from x0 in minimum time
admits a solution.

For the proof of Theorem 1 we shall need the following preliminary result.
Theorem 2. Let F be upper semicontinuous. Let x : [a, b]→ Rn be a solution to

y′(t) ∈ co(F (y(t))), y(a) = xa.

Assume that there are two integrable functions λ1(.), λ2(.), from [a, b] to R, satis-
fying 0 ≤ λ1(t) ≤ 1 ≤ λ2(t) and such that, for almost every t ∈ [a, b], we have
λ1(t)x

′(t) ∈ F (x(t)) and λ2(t)x
′(t) ∈ F (x(t)). Then there exists t = t(s), a nonde-

creasing absolutely continuous map of the interval [a, b] onto itself, such that the map
x̃(s) = x(t(s)) is a solution to

y′(s) ∈ F (y(s)), y(a) = xa.

Moreover, x̃(a) = x(a) and x̃(b) = x(b).
Proof. (a) When x′(t) = 0, we shall assume, without loss of generality, that

λ2(t) = 1. Consider the set

C = {t ∈ I : 0 ∈ F (x(t))}.
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From the continuity of x and the upper semicontinuity of F , we obtain that C is
closed. Without loss of generality we shall assume that, for t in C, λ1(t)x

′(t) = 0.
(b) Let [α, β] be an interval, and assume that, on this interval, there exist two func-

tions λ1(.), λ2(.) with the properties stated above. In addition, assume that λ1(t) > 0
a.e. We claim that there exist two measurable subsets of [α, β], having characteristic
functions χ1 and χ2 such that

∑
χi = χ[α,β], and an absolutely continuous function

s = s(t) on [α, β], s(α)− s(β) = α− β, such that

s′(t) = χ1(t)λ1(t) + χ2(t)λ2(t).

This concludes the proof of this claim.
Redefine λ1(t) and λ2(t) on a set of measure zero to have both functions positive

for every t ∈ [α, β]. Set p(.) to be 1
2 when λ1(t) = λ2(t) = 1, to be

λ2−1
λ2−λ1

otherwise.
With this definition we have that 0 ≤ p(t) ≤ 1 and that both equalities

1 = p(t) + (1− p(t))

and

1 = p(t)λ1(t) + (1− p(t))λ2(t)

hold true. In particular, we have

∫ β

α

1dt =

∫ β

α

[p(t) + (1− p(t))]dt =
∫ β

α

[
p(t)λ1(t)

λ1(t)
+
(1− p(t))λ2(t)

λ2(t)

]
dt.

We wish to apply Liapunov’s theorem on the range of measures, to infer the existence
of two measurable subsets having characteristic functions χ1(.), χ2(.) such that

∑
χi =

χ[α,β] and with the property that

∫ β

α

1dt =

∫ β

α

[
χ1(t)

1

λ1(t)
+ χ2(t)

1

λ2(t)

]
dt.

However, it is not obvious that the function 1
λ1(t)

is integrable, and thus the results

of [2] need not be applicable. For this purpose we shall use a device already used in
[1]. Consider the sequence of disjoint sets

En =

{
t ∈ [α, β] : n < 1

λ1(t)
≤ n+ 1

}
.

We have that ∪En = [α, β]. Applying Liapunov’s theorem to each En, we infer
the existence of two sequences of measurable subsets En1 , E

n
2 , having characteristic

functions χn1 , χ
n
2 , such that for every n,∫

En
1dt =

∫
En

[
χn1 (t)

1

λ1(t)
+ χn2 (t)

1

λ2(t)

]
dt.

Set ∪En1 = E1, ∪En2 = E2 and χ1 =
∑
χn1 , χ2 =

∑
χn2 . For each m, the function

σm(t) =

m∑
n=0

[
χn1 (t)

1

λ1(t)
+ χn2 (t)

1

λ2(t)

]



DIFFERENTIAL INCLUSIONS 263

is positive, and the sequence converges pointwise monotonically to

σ(t) = χ1(t)
1

λ1(t)
+ χ2(t)

1

λ2(t)
.

Moreover, the sequence of sets V m = (∪mn=0E
n)m is monotonically increasing to [a, b],

so that
∫ β
α
1dt = limm

∫
Vm
1dt. Hence

∫ β

α

1dt = lim
m

∫
sm(t)dt =

∫
lim
m
sm(t)dt,

so that we obtain∫
s(t)dt =

∫ [
χ1(t)

1

λ1(t)
+ χ2(t)

1

λ2(t)

]
dt =

∫ β

α

1dt.

Define s′(t) = σ(t) . Then
∫ β
α
s′(t)dt = β − α. This proves the claim.

(c) Consider the case in which C is empty. In this case, it cannot be that λ1(t) = 0
on a set of positive measure, and the previous point (b) can be applied to the interval

[a, b]. Set s(t) = a +
∫ t
a
s′(τ)dτ . By the previous point (b), s is strictly monotonic

increasing and maps [a, b] onto itself. Let t = t(s) be its inverse, so that, in particular,
t(a) = a: we have that 1 = s′(t(s))t′(s). Consider the map x̃(s) = x(t(s)). We have

d

ds
x̃(s) = x′(t(s))t′(s) = x′(t(s))

1

s′(t(s))

= x′(t(s))
1

s′(t(s))
χ1(t(s)) + x

′(t(s))
1

s′(t(s))
χ2(t(s))

= x′(t(s))λ1(t(s))χ1(t(s)) + x
′(t(s))λ2(t(s))χ2(t(s))

∈ F (x(t(s)) = F (x̃(s)).

Hence the theorem is proved in this case.
(d) From now on we shall assume that C is nonempty. Set c = supC, so that

c ∈ C. The complement of C is open relative to [a, b]; it consists of at most countably
many nonoverlapping open intervals (ai, bi), with the possible exception of one of the
form [aii , bii) with aii = a, and one (aif , bif ] with aif = c. For each i apply point (b)
to the interval (ai, bi) to infer the existence of K

i
1 and K

i
2, two subsets of (ai, bi) with

characteristic functions χi1(t) and χ
i
2(t) such that χ

i
1(t) + χ

i
2(t) = χ(ai,bi) and such

that, setting

s′(t) = χi1(t)
1

λ1(t)
+ χi2(t)

1

λ2(t)
,

we obtain ∫ bi

ai

s′(τ)dτ = bi − ai.

(e) On [a, c] set

s′(t) =
1

λ2(t)
χC(t) +

∑(
χi1(t)

1

λ1(t)
+ χi2(t)

1

λ2(t)

)
,



264 ARRIGO CELLINA AND ANTÓNIO ORNELAS

where the sum is over all intervals contained in [a, c], i.e., with the exception of (c, b].
We have that ∫ c

a

s′(τ)dτ = κ ≤ c− a

since λ2(t) ≥ 1 and
∫ bi
ai
s′(τ)dτ = bi−ai. Setting s(t) = a+

∫ t
a
s′(τ)dτ , we obtain that

s is an invertible map from [a, c] to [a, κ].
(f) Define t = t(s) from [a, κ] to [a, c] to be the inverse of s(.). Extend t(.) as an

absolutely continuous map t̃(.) on [a, c], setting

t̃′(s) = 0

for s ∈ [κ, c]. We claim that the function x̃(s) = x(t̃(s)) is a solution to

y′(s) ∈ F (y(s)), y(a) = xa

on the interval [a, c]. Moreover, we claim that it satisfies x̃(c) = x(c).
To prove the claim, notice that, as in (c), we have that for s in [a, κ], t̃(s) = t(s)

is invertible and

d

ds
x̃(s) = x′(t̃(s))

1

s′(t̃(s))
= x′(t(s))

1

s′(t(s))

= x′(t̃(s))
[
λ2(t(s))χC(t(s)) +

∑(
χi1(t(s))λ1(t(s)) + χ

i
2(t(s))λ2(t(s))

)]
∈ F (x(t(s)) = F (x̃(s)).

In particular, from t(κ) = c we obtain x̃(κ) = x(c). On [κ, c], x̃ is constant and we
have

d

ds
x̃(s) = 0 ∈ F (x(c)) = F (x̃(κ)) = F (x̃(s)).

This proves the claim.
(g) It is left to define the solution on [c, b]. On it, λ1(t) > 0 and the construction

of points (b) and (c) can be repeated to find a solution to

y′(s) ∈ F (y(s)), y(c) = x(c)

on [c, b]. This completes the proof.
Proof of Theorem 1. By the upper semicontinuity of F , there exist a ball B =

B[xa, ρ] and a positive real M such that F is bounded by M on B = B[xa, ρ]; set
δ = ρ

M and consider the interval I = [a− δ, a+ δ]. On I a solution x to the Cauchy
problem

y′(s) ∈ coF (y(s)), y(a) = xa

exists.
Fix any τ ∈ I. Since the attainable set at τ , Ax0(τ), is contained in the attainable

set for the solutions to the convexified problem, Acox0
(τ), it is enough to show that

Acox0
(τ) ⊂ Ax0(τ).
By assumption, for every x, F (x) is almost convex; hence for almost every t ∈

I there exist two nonempty sets Λ1(t) and Λ2(t) such that λ1x
′(t)) ∈ F (x(t)) for
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λ1 ∈ Λ1(t), λ2x
′(t)) ∈ F (x(t)) for λ2 ∈ Λ2(t), and 0 ≤ λ1 ≤ 1, 1 ≤ λ2. Set

Z = {t : x′(t) = 0}: there is no loss of generality in assuming that, for t ∈ Z,
Λ1(t) = Λ2(t) = {1}. We claim that the set valued map t → Λ1(t) is measurable.
Applying Lusin’s theorem to x′, write I \Z as (∪Ki)∪N , where the measure of N is
0, each Ki is compact, and the restriction to Ki of x

′ is continuous on Ki. Then, by
the continuity on Ki of x

′ and of x and the upper semicontinuity of F , it follows that
the map Λ1 has a closed graph on Ki × RN ; since, in addition, its values are closed
subsets of [0, 1], it is upper semicontinuous. It follows then that Λ1 is measurable on
I. The proof that t → Λ2(t) is measurable is similar, with the difference that the
values of Λ2 need not be bounded. In this case, write I \Z as the countable union of
the sets Mn = {t : ‖x′(t)‖ ≥ 1/n}. On each Mn, Λ2 has an upper bound, since F is
bounded, and the same reasoning as in the previous point can be applied.

Hence, by standard arguments, there exist measurable selections λ1(.) and λ2(.)
from the maps Λ1(.) and Λ2(.).

Apply Theorem 2 to the interval [a, τ ] or [τ, a] to prove Theorem 1.
Proof of Corollary 1. Let t∗ = inf{t ∈ [0, t̃] : x1 ∈ Ax0(t)}. Let (tn) be decreasing

to t∗ and let xn be solutions to the differential inclusion

x′(t) ∈ F (x(t))

such that xn(0) = x0 and xn(tn) = x1. A subsequence of this sequence converges
uniformly to x∗, and it is known that x∗ is a solution to

x′(t) ∈ coF (x(t)).

Then, x∗(t∗) ∈ Acox0
(t∗), and by Theorem 1 this set coincides with Ax0(t∗). Hence, x∗ is

the solution to the minimum time problem, and t∗ is the minimum time required.
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Abstract. In this paper, we show how to reformulate the fractional representation approach to
analysis and synthesis problems within an algebraic analysis framework. In terms of modules, we
give necessary and sufficient conditions so that a system admits (weakly) left/right/doubly coprime
factorizations. Moreover, we explicitly characterize the integral domains A such that every plant—
defined by means of a transfer matrix whose entries belong to the quotient field of A—admits (weakly)
doubly coprime factorizations. Finally, we show that this algebraic analysis approach allows us to
recover, on the one hand, the approach developed in [M. C. Smith, IEEE Trans. Automat. Control ,
34 (1989), pp. 1005–1007] and, on the other hand, the ones developed in [K. Mori and K. Abe,
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AMS subject classifications. 93C05, 93D25, 93B25, 93C20, 16D40, 16P70, 16E60, 30D55

PII. S0363012902417127

Introduction. In the seventies, Vidyasagar and others introduced the idea of
representing a class of transfer functions as the quotient field of a certain integral
domain A of proper and stable transfer functions. Examples of such integral domains
A, usually encountered in the literature, are the Banach algebra H∞(C+) of bounded
analytic functions in the open right half-plane C+ = {s ∈ C |Re s > 0} [8], the algebra
RH∞ = R(s)∩H∞(C+) of proper stable real rational functions [49], and the Wiener
algebras A, Â [3, 8], and l1(Z+) [49]. In the early eighties, this idea naturally led to
the fractional representation approach to synthesis problems, principally developed in
[3, 9, 48, 49]. The main outcome of this point of view is a reformulation of various ques-
tions of feedback stabilization of systems in terms of algebraic properties of some ma-
trices whose entries belong to A (e.g., internal/strong/simultaneous/robust/optimal
stabilization, parametrization of all the stabilizing controllers, graph topology, etc.).

Unfortunately, questions seem to remain for some classes of (infinite-dimensional)
systems, in particular, the following:

1. Do necessary and sufficient conditions exist for internal stabilizability?
2. Is it possible to characterize all the integral domains A such that every

plant—defined by means of a transfer matrix whose entries belong to the quotient
field of A—is internally stabilizable?

3. What are the links between internal stabilizability and the existence of a
doubly coprime factorization for the transfer matrix?
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4. Is it always possible to parametrize all the stabilizing controllers of a stabi-
lizing plant by means of the Youla–Kučera parametrization?

In order to solve certain of these open questions, the authors of [40] tried to
revisit the fractional representation approach to stabilization problems of single-input
single-output (SISO) systems using a more intrinsic framework than the one used in
[3, 9, 48, 49]. A module approach has recently been developed in [44] and continued
in [22]. In the same years as that last work, another approach was developed in
[30, 31, 32] using the ideas of algebraic analysis (see [27, 28, 29] and the references
therein). The purpose of this paper is to present this new mathematical framework
and to explain how certain of the previous open questions can be solved using this
algebraic analysis point of view.

In this paper, we first introduce the concepts of weakly left/right/doubly coprime
factorizations, give necessary and sufficient conditions in terms of modules so that
a transfer matrix admits such factorizations, and characterize all the integral do-
mains A over which every transfer matrix admits weakly doubly coprime factoriza-
tions (namely, coherent Sylvester domains, e.g., H∞(C+)). Moreover, we also give
necessary and sufficient conditions so that a transfer matrix admits left/right/doubly
coprime factorizations, and we recover a result of Vidyasagar [49] describing all the
integral domains A over which every transfer matrix admits doubly coprime factor-
izations (namely, Bézout domains). In particular, we recover and generalize some
standard results of [22, 43, 44, 49]. In the second part of the paper [33], we shall use
the same mathematical framework and the previous results to develop necessary and
sufficient conditions for internal stabilizability [9, 48, 49]. Moreover, we shall char-
acterize all the integral domains A over which every plant—defined by means of a
transfer matrix whose entries belong to the quotient field of A—is internally stabi-
lizable (namely, Prüfer domains). Hence, the algebraic analysis framework seems to
solve the first three questions listed above. We refer the reader to [34] for a general
answer to the fourth one. Let us note that all these results use the techniques of
module theory and homological algebra, and they seem difficult to obtain using only
a matrix approach.

If we want to develop some general algorithms (i.e., valid for a general integral
domain A) that check the existence of (weakly) left/right/doubly coprime factoriza-
tions and compute them, we then have to overcome the difficulty arising from the
fact that most of the integral domains of SISO stable plants are Banach algebras
(e.g., H∞(C+), A, Â, l1(Z+)). Indeed, a result proves that noetherian Banach al-
gebras are only finite-dimensional [41], and thus, most of the Banach algebras used
in systems theory are not noetherian. Therefore, it seems that we cannot use the
standard techniques of commutative algebra, module theory, and homological algebra
developed for noetherian rings to study general (infinite-dimensional) linear systems.
(Some modules may fail to be finitely generated.) We show that the only possibility
for coping with this difficulty seems to require that the Banach algebras be coherent
rings. This result could explain why coherent Sylvester domains, Prüfer and Bézout
domains, which play important roles in the fractional representation approach (see
above), are all coherent. Using the fact that a system is defined by means of a transfer
matrix, we prove that, if A is a coherent domain, then every system defines a coherent
A-module. Now, the (category of) coherent A-modules over a coherent ring A (is) are
invariant under all the elementary algebraic manipulations (e.g., intersection, sum,
quotient, tensor product, duality, etc.). Therefore, we can use homological algebra to
develop general algorithms which check the existence of (weakly) left/right/doubly co-
prime factorizations (or internal stabilizability in [33]) of (infinite-dimensional) linear
systems defined over a coherent domain A.
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Plan. In the first part of this paper (section 1), we describe the framework of
the fractional representation approach to analysis and synthesis problems and explain
why and how it is possible to use module theory. We recall some definitions of module
theory and homological algebra that will be constantly used in the rest of the paper
and in [33]. The second part (section 2) is related to factorization problems. We
first introduce the concept of a weakly doubly coprime factorization and show that
it corresponds to the weakest coprimeness for transfer matrices. We give necessary
and sufficient conditions so that a transfer matrix admits a weakly left/right/doubly
coprime factorization. In the third part (section 3), we introduce the concept of
coherent rings and modules. We prove that every transfer matrix, with entries in the
quotient field of A, admits a weakly doubly coprime factorization iff A is a coherent
Sylvester domain. We show that H∞(C+) is a coherent Sylvester domain. Finally, in
the last part (section 4), we give necessary and sufficient conditions so that a transfer
matrix admits left/right/doubly coprime factorizations.

Notation. In the course of the text, A denotes a commutative integral domain
(a b = 0, a �= 0⇒ b = 0) with a unit, Mq×p(A) (resp., Mp(A)) the set of q × p (resp.,
p×p) matrices whose entries belong to A, and Ip the identity matrix. If R ∈Mq×p(A),
then RT is the transposed matrix. By convention, every vector with entries in A is
a row vector. The positive integers p, q ∈ Z+ will always satisfy p ≥ q. If M and N
are two A-modules, then M ∼= N means that M and N are isomorphic as A-modules,
homA(M,N) is the A-module of the A-morphisms (i.e., A-linear maps) from M to
N , and M∗ = homA(M,A). Finally, (a1, . . . , an) denotes the ideal Aa1 + · · ·+Aan,
and � means “by definition.”

1. The fractional representation approach to synthesis problems.

1.1. Introduction. Following ideas of Zames [51], a class of transfer functions
needs to have the structure of a ring if we want to connect two systems in cascade
(product) or in parallel (sum). In the fractional representation approach to analysis
and synthesis problems, we start with an integral domain A of SISO stable plants [3, 8,
9, 48, 49]. Classical examples of integral domains of SISO stable plants are the Banach
algebra H∞(C+) of the bounded analytic functions on the open right half-plane C+ =
{s ∈ C | Re s > 0} [8], the ring RH∞ of proper stable real rational functions [49], or
the Wiener algebras A, Â, l1(Z+) [8, 49]. Then, the class of (unstable) SISO plants
considered is defined by the field of fractions of A:

K = Q(A) = {n/d | 0 �= d, n ∈ A}.(1.1)

Example 1.1. Let us give some examples.

• Let us consider A = RH∞ = {p = n/d | deg n ≤ deg d, d(s) = 0⇒ Re s < 0}
the integral domain of proper stable real rational functions. The transfer
function p = 1/(s− 1) (resp., p = s) does not belong to A because p has the
unstable pole 1 in C+ (resp., p is not proper) but belongs to K = Q(A) = R(s)
because p can be represented as p = n/d with n = 1/(s + 1) ∈ A and
d = (s− 1)/(s + 1) ∈ A (resp., n = s/(s + 1) ∈ A and d = 1/(s + 1) ∈ A).
• Let us consider the following Wiener algebra [3, 8]:

A =

{
f(t) +

∞∑
i=0

ai δ(t− ti) | f ∈ L1(R+), (ai)i≥0 ∈ l1(Z+), 0 = t0 ≤ t1 . . .

}
,
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with the two operations + and the convolution � and the Dirac distribution
δ as the unit. Endowed with the topology defined by the norm

‖ g ‖A = ‖ f ‖L1(R+) + ‖ (ai)i≥0 ‖l1(Z+),

A becomes a Banach algebra and an integral domain [3, 8, 48, 49]. The same

properties hold for Â = {f̂ | f ∈ A} (̂· is the Laplace transform) with the

norm ‖ f̂ ‖Â = ‖ f ‖A. For instance, an example of a transfer function which
belongs to K = Q(A) is the following:

p = et Y (t) � δ(t− 1) = (δ(t)− 2 e−t Y (t))−1 � (e−t Y (t) � δ(t− 1)),

where Y (t) denotes the Heaviside distribution (i.e., 1 for t ≥ 0, and 0 oth-
erwise) and δ(t) − 2 e−t Y (t), e−t Y (t) � δ(t − 1) ∈ A. Equivalently, in the
frequency domain, the same plant is defined by the following transfer func-
tion:

p = e−s
s−1 =

(
e−s
s+1

)
(
s−1
s+1

) ∈ Q(Â), e−s
s+1 ,

s−1
s+1 ∈ Â.

If P ∈ Mq×(p−q)(K), then it is always possible to write it as P = D−1 N =

Ñ D̃−1, where D ∈ Mq(A) and D̃ ∈ Mp−q(A) are two invertible matrices and N ∈
Mq×(p−q)(A), Ñ ∈Mq×(p−q)(A), i.e., all the entries of these four matrices are stable.
For example, we can use D = d Iq and N = dP , where 0 �= d ∈ A is the product of

the denominators of all the entries of P , and similarly for D̃ = d Ip−q and Ñ = P d.
Example 1.2. Let A = H∞(C+), and let us consider the plant defined by

P =

(
e−s
s+1

s−1
s+1

0 1
s−1

)
∈M2(K), K = Q(A).(1.2)

Then, P can be written as P = D−1 N with

D =

( s−1
s+1 0

0 s−1
s+1

)
∈M2(A), N =

(
(s−1) e−s

(s+1)2

(
s−1
s+1

)2

0 1
s+1

)
∈M2(A).(1.3)

Thus, instead of representing a plant by y = P u with P ∈ Mq×(p−q)(K), the
fractional representation approach studies the following two systems:

(D : −N)

(
y
u

)
= 0,

(
y
u

)
=

(
Ñ

D̃

)
z,

with R = (D : −N) ∈ Mq×p(A) and R̃ = (ÑT : D̃T )T ∈ Mp×(p−q)(A). Then, using
linear algebra over the ring A, it is possible to study the structural properties of P
by looking at the algebraic properties of the matrices R and R̃ (left/right/doubly
factorizations). See [3, 8, 9, 48, 49] for more information.

For linear finite-dimensional systems [49], the fractional representation approach
gives necessary and sufficient conditions for internal stabilizability, existence of doubly
coprime factorizations, or Youla–Kučera parametrizations of all the stabilizing control-
lers, etc. [49]. The possibility of generalizing these results to linear infinite-dimensional



270 A. QUADRAT

systems (delay systems, partial differential equations such as the wave/heat/Euler–
Bernoulli equations) has naturally been asked from theoretical and practical points of
view [3, 8, 9, 48, 49]. In this framework, classes of linear infinite-dimensional systems
are generally modelized by means of Banach algebras such as H∞(C+), Â, l1(Z+).
These rings are algebraically and topologically more complex than the ring RH∞ used
for finite-dimensional systems. Hence, some questions, such as the ones given in the
introduction, are still open for some classes of infinite-dimensional systems [8, 48, 49].
As we described it in the introduction, the purpose of this paper is to show that we
can solve certain of these problems if we adopt an algebraic analysis framework rather
than a matricial one. Here, we call “algebraic analysis” a mathematical framework
which uses commutative algebra, module theory, and homological algebra combined
with functional analysis (Banach algebras). This idea could seem natural if we notice
that, in order to understand the structural properties of a plant, defined by the
transfer matrix P ∈ Mq×(p−q)(K), we need to study the matrices R ∈ Mq×p(A)

and R̃ ∈ Mp×(p−q)(A), whose entries belong to a certain algebra of functions (e.g., a
Banach algebra), and linear algebra over a ring is just a part of module theory.

1.2. Definitions. In this section, we give some definitions that we shall need to
characterize intrinsically the structural properties of systems.

Let R ∈ Mq×p(A), and let us define the A-morphism (i.e., an A-linear map) .R
by

.R : Aq −→ Ap,
(a1 : · · · : aq) −→ (a1 : · · · : aq)R.

Then, the image im .R is the A-module generated by the A-linear combinations of the
rows of R. This A-module is usually used in control theory [22, 44]. In algebraic anal-
ysis [27, 28, 29], one usually prefers to use the A-module M = coker .R = Ap/Aq R.

Definition 1.1. We have the following definitions (see [1, 2, 39]):

• A complex is a sequence of A-modules Fi and A-morphisms di, denoted by

· · · −→ Fi+1
di+1−→ Fi

di−→ Fi−1 −→ · · · , such that di ◦ di+1 = 0, i.e.,

im di+1 ⊆ ker di.

• The ith A-module of homology of a complex is defined by

H(Fi) =
ker di

im di+1
.

• A sequence is said to be exact at Fi if H(Fi) = 0, i.e., ker di = im di+1, and
exact if we have H(Fi) = 0 for all i.

Example 1.3. For instance, the exact sequence 0 −→M ′ f−→M means that f is

injective, whereas the exact sequence M
g−→M ′′ −→ 0 means that g is surjective.

Let π be the A-morphism which associates to every row vector of Ap its class in
the quotient A-module M = Ap/Aq R. We have the following exact sequence:

Aq
.R−→ Ap

π−→M −→ 0.(1.4)

Let {e1, . . . , ep} be the canonical basis of Ap, and {f1, . . . , fq} that of Aq. We define
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zi = π(ei), i = 1, . . . , p. Then, we have for i = 1, . . . , q

fiR = (Ri1 : · · · : Rip) =

p∑
j=1

Rij ej ∈ Aq R

⇒ π(fiR) =

p∑
j=1

Rij π(ej) =

p∑
j=1

Rij zj = 0.

(1.5)

Hence, M is defined by the equations Rz = 0, where z = (z1 : · · · : zp)T , and their
A-linear combinations. Moreover, for all m ∈M, there exists (a1 : · · · : ap) ∈ Ap such
that

m = π((a1 : · · · : ap)) = π

(
p∑
i=1

ai ei

)
=

p∑
i=1

ai π(ei) =

p∑
i=1

ai zi.

This means that every element m of M is an A-linear combination of the elements
z1, . . . , zp, and the A-module M is said to be finitely generated. In fact, the module is
defined by a finite number of equations (q equations) with a finite number of unknowns
(p unknowns). In this case, we say that M is finitely presented, a fact which is
equivalent to the existence of the exact sequence (1.4).

Example 1.4. Let us reconsider Example 1.2. We have A = H∞(C+), and the
matrix R = (D : −N) ∈M2×4(A) is defined by

R =


 s−1
s+1 0 − (s−1) e−s

(s+1)2 −
(
s−1
s+1

)2

0 s−1
s+1 0 − 1

s+1


 .(1.6)

Then, the A-morphism .R is defined by

A2 −→ A4,

(a1 : a2) −→
(
a1

(
s−1
s+1

)
: a2

(
s−1
s+1

)
: −a1

(
(s−1) e−s

(s+1)2

)
: −a1

(
s−1
s+1

)2

− a2
1

(s+1)

)
.

Therefore, the A-module M = A4/A2 R is defined by the equations


(s−1)
(s+1) y1 − (s−1) e−s

(s+1)2 u1 −
(
s−1
s+1

)2

u2 = 0,

(s−1)
(s+1) y2 − 1

(s+1) u2 = 0

and their A-linear combinations, where yi = π(ei), ui = π(ei+2), i = 1, 2.
Definition 1.2. We have the following definitions (see [1, 39]):
• An A-module M is finitely generated if there exists an A-module of the form

F0
∼= Ar0 , r0 ∈ Z+, such that we have the following exact sequence:

F0
d0−→M −→ 0.(1.7)

• An A-module M is finitely presented if there exist two A-modules Fi ∼= Ari ,
ri ∈ Z+, i = 0, 1, such that we have the following exact sequence:

F1
d1−→ F0

d0−→M −→ 0.(1.8)
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One of the main interests of associating an A-module with a matrix R ∈Mq×p(A)
is that we can use the natural classification of the properties of the module to un-
derstand the structural properties of the system Rz = 0. The purpose of the next
sections and [33] is to illustrate how some concepts of modules play interesting roles
in characterizing the existence of a (weakly) left/right/doubly coprime factorization
and internal stabilizability.

Definition 1.3 (see [2, 39]). If M is a finitely generated A-module, then
• M is free if M ∼= Ar for r ∈ Z+.
• M is stably free if there exist r, s ∈ Z+ such that M ⊕As ∼= Ar.
• M is projective if there exist an A-module N and r ∈ Z+ such that

M ⊕N ∼= Ar.

• M is reflexive if the A-morphism ε : M −→ homA(homA(M,A), A)—defined
by ε(m)(f) = f(m) for all m ∈ M, for all f ∈ homA(M,A)—is an isomor-
phism.
• M is torsion-free if its torsion submodule

t(M) = {m ∈M | ∃ a ∈ A \0 : am = 0}

is reduced to 0. m ∈ t(M) is a torsion element. We have the exact sequence:

0 −→ t(M) −→M −→M/t(M) −→ 0.(1.9)

• M is a torsion A-module if t(M) = M .
• M is a flat A-module if, for every relation

∑q
i=1 aimi = 0, ai ∈ A, mi ∈M ,

there exist ni ∈M and bij ∈ A such that


mi =

r∑
j=1

bij nj , 1 ≤ i ≤ q,

q∑
i=1

ai bij = 0, 1 ≤ j ≤ r.

Proposition 1.4 (see [1, 2, 39]). We have the following relations:
1. Free ⇒ stably free ⇒ projective ⇒ reflexive ⇒ torsion-free.
2. Projective ⇒ flat⇒ torsion-free.
3. A finitely generated flat A-module is projective.
4. If A is a Bézout domain—namely, a domain A such that every finitely gen-

erated ideal I of A has the form I = (a) for a certain a ∈ A—then every
finitely generated torsion-free A-module is free and M ∼= t(M)⊕M/t(M).

Definition 1.5. We have the following definitions (see [6, 20]):
• A is a Hermite ring if every finitely generated stably free A-module is free, or,

equivalently, if every unimodular row (a1 : · · · : an) ∈ An—namely a row such
that there exists (b1 : · · · : bn)T satisfying

∑n
i=1 ai bi = 1—can be completed

to a unimodular matrix, i.e., to a matrix of GLn(A).
• A is a projective-free ring if every finitely generated projective A-module is

free.
In particular, a projective-free ring (e.g., a Bézout domain) is a Hermite ring. A

difficult result, namely, the Quillen–Suslin theorem [20, 39], proves that the ring of
polynomials k[χ1, . . . , χn] in χi, with coefficients in a field k, is projective-free.
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Theorem 1.6. RH∞ and k[s], where k is a field, are principal ideal domains
(namely, a domain such that every ideal I of A is principal, i.e., has the form I = (a)
for a certain a ∈ A; see [49]). The domain of entire functions with coefficients in
k = R, C,

E(k) =

{
f(s) =

+∞∑
n=0

an s
n | an ∈ k, lim

n→+∞ |an|
1/n = 0

}
,

and E = E(R) ∩ R(s) [e−s] are Bézout domains (see [18, 21]). Thus, all these rings
are projective-free.

We introduce the concept of localization of modules. In the following sections,
we shall show why this concept is interesting for the study of the links between a
transfer matrix y = P u, P = D−1 N ∈ Mq×(p−q)(K) and the system Dy = N u,
where R = (D : −N) ∈Mq×p(A).

Definition 1.7 (see [1, 39]). We have the following definitions:
• A multiplicative set S of A is a subset of A such that for all a, b ∈ S ⇒ a b ∈ S

and 1 ∈ S.
• Let M be an A-module. We define an equivalence relation ∼ on S × M

by (s,m) ∼ (s′,m′) if there exists t ∈ S such that t(sm′ − s′m = 0). The
localization of the A-module M with respect to S is the S−1A = {a/s |
(s, a) ∈ S ×A}-module

S−1M = (S ×M)/ ∼ .

If we denote by m/s the equivalence class of (s,m) in S−1M , then we have

S−1M = {(a/s)m | (s, a) ∈ S ×A, m ∈M} .
The localization of a module is just a way to extend the scalars of the A-module

M from A to S−1A. Moreover, we have the following canonical A-morphism:

iS : M −→ S−1M,
m −→ m/1,

from which we obtain ker iS = {m ∈M | ∃ 0 �= a ∈ S, am = 0} .
Definition 1.8. If S = A \0, then S is a multiplicative set of A, and the field

of fractions of A is defined by S−1A = Q(A) = {a/b | 0 �= b, a ∈ A}. We have

ker iS = t(M) = {m ∈M | ∃ 0 �= a ∈ A : am = 0}.(1.10)

In the course of the paper, we shall denote by K the field of fractions Q(A) of A.
Example 1.5. Let us reconsider the A-module M = A4/A2 R defined in Exam-

ple 1.4. We can check that the element z = y1− e−s
(s+1) u1− (s−1)

(s+1) u2 satisfies (s−1)
(s+1) z = 0,

i.e., z is a torsion element of M . (See Example 3.4 for an explicit computation of the
torsion elements of M .) If S = A \0, then, in the K = Q(A)-module S−1 M , we have

(s− 1)

(s + 1)

(z
1

)
=

(s−1)
(s+1) z

1
=

0

1
⇒ (s + 1)

(s− 1)

(s− 1)

(s + 1)

(z
1

)
=

z

1
=

0

1
⇒ iS(z) =

0

1
.

Moreover, we have the following isomorphism (see [1, 39]):

S−1M ∼= S−1A⊗AM,
(a/b)m ←→ a/b⊗m,

(1.11)
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which shows that the localization corresponds to the tensor product S−1A⊗A.
Definition 1.9 (see [1, 39]). The rank of an A-module is defined by

rankA(M) = dimK(K ⊗AM),

where K ⊗AM is a K-vector space and dimK(K ⊗AM) is its dimension over K.
Proposition 1.10 (see [1, 2, 39]). If S is a multiplicative set of A, then S−1A

is a flat A-module, and, for every exact sequence 0 −→M ′ −→M −→M ′′ −→ 0, we
have the following exact sequence:

0 −→ S−1A⊗AM ′ −→ S−1A⊗AM −→ S−1A⊗AM ′′ −→ 0.

Moreover, if M ′,M , and M ′′ are finitely generated A-modules, then we have

rankA(M) = rankA(M ′) + rankA(M ′′).(1.12)

2. Weakly doubly coprime factorizations. Since the work of Rosenbrock [38]
on coprime factorizations of rational matrices, this concept has played an increasing
role in analysis and synthesis problems. This technique has been popularized by the
book of Vidyasagar [49]. However, contrary to finite-dimensional systems, the transfer
matrices of more general systems (delay systems, partial differential equations) do not
generally admit doubly coprime factorizations. Intuitively, this comes from the fact
that the algebraic properties of rings such as H∞(C+), A, Â, and l1(Z+) are more
complex than the ones of RH∞ or k[s] (with k a field), which are used for finite-
dimensional systems. In the next section, we shall give a mathematical formulation
of the term “more complex.” In order to achieve this goal, we shall need to introduce
the concept of weakly doubly coprime factorizations of a transfer matrix.

2.1. Weak primeness and torsion-free modules. Let us introduce the con-
cept of a weakly left-prime matrix.

Definition 2.1. Let A be an integral domain and K = Q(A) its field of fractions.
The matrix R ∈Mq×p(A) is weakly left-prime if it satisfies

KqR ∩ Ap = AqR,

namely, if, for every λ ∈ Ap satisfying λ = µR for a certain µ ∈ Kq, there exists
ν ∈ Aq such that λ = ν R. The concept of weak right-primeness can be defined
similarly. Let us notice that R is weakly right-prime iff RT is weakly left-prime.

If R ∈ Mq×p(A) has full row rank, namely, if the q rows of R are A-linearly
independent, then R is weakly left-prime iff

µ ∈ Kq, µR ∈ Ap ⇒ µ ∈ Aq.

Example 2.1. Let us consider the full row rank matrix R defined by (1.6). This
matrix R is not weakly left-prime because ( s+1

s−1 : 0) /∈ A2 and we have

(
s+1
s−1 : 0

) ( s−1
s+1 0 − (s−1) e−s

(s+1)2 −
(
s−1
s+1

)2

0 s−1
s+1 0 − 1

s+1

)
=
(
1 : 0 : − e−ss+1 : − s−1

s+1

)
∈ A4.

Proposition 2.2 (see [43]). If A is a greatest common divisor domain (GCDD),
namely, every couple of elements of A has a greatest common divisor, then a full row
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rank matrix R ∈Mq×p(A) is weakly left-prime iff R is irreducible (or minor left-prime
[27]), namely, 1 is the greatest common divisor of the q × q minors of R.

Let us notice that if A is no longer a GCDD, then the previous result fails to be
true [43]. In particular, it is not known whether or not A or Â are GCDD.

Lemma 2.3. Let A be an integral domain, K = Q(A) its field of fractions, and
R ∈Mq×p(A). Then, we have

Kq R ∩Ap = Aq R,

where Aq R = {λ ∈ Ap | ∃ 0 �= a ∈ A : aλ ∈ Aq R} is called the A-closure of the
submodule Aq R in Ap (see [7]).

Proof. Let λ ∈ Kq R ∩ Ap; then λ ∈ Ap, and there exists µ ∈ Kq such that
λ = µR. Let us write µ = d−1 ν with ν ∈ Aq and 0 �= d ∈ A. Then, we have
d λ = ν R, i.e., λ ∈ Aq R. Conversely, let λ ∈ Aq R; then λ ∈ Ap, and there exists
0 �= d ∈ A such that d λ ∈ Aq R. Thus, there exists ν ∈ Aq such that d λ = ν R; i.e.,
λ = (d−1 ν)R ∈ Kq R, i.e., λ ∈ Kq R ∩Ap.

Proposition 2.4. Let A be an integral domain, K = Q(A) its field of fractions,
R ∈Mq×p(A), and M = Ap/Aq R. Then, we have{

t(M) = (Kq R ∩Ap)/Aq R,
M/t(M) = Ap/(Kq R ∩Ap).

Proof. Let us note that we have Aq R ⊆ Kq R ∩ Ap. Therefore, we have the
following commutative exact diagram,

0 0
↓ ↓

0 −→ Aq R −→ Ap −→ M −→ 0
↓ ‖ ↓

0 −→ Kq R ∩Ap −→ Ap −→ Ap/(Kq R ∩Ap) −→ 0
↓ ↓ ↓

(Kq R ∩Ap)/Aq R 0 0
↓
0

from which we deduce the following exact sequence (snake lemma [2, 39]):

0 −→ (Kq R ∩Ap)/Aq R −→M −→ Ap/(Kq R ∩Ap) −→ 0.(2.1)

Using Lemma 2.3, we obtain

(Kq R ∩Ap)/Aq R = AqR/AqR = {m ∈M | ∃ 0 �= a ∈ A : am = 0} = t(M).

Then, we have Ap/(Kq R ∩ Ap) = M/t(M) (see (1.9)), which proves the proposi-
tion.

A direct consequence of Proposition 2.4 is the following corollary, which gives a
module interpretation of the weak left-primeness.

Corollary 2.5. Let A be an integral domain and K = Q(A) its field of fractions,
R ∈Mq×p(A), and the A-module M = Ap/Aq R. Then, we have the equivalences

1. R is weakly left-prime, i.e., Aq R = Kq R ∩Ap = Aq R;
2. M is a torsion-free A-module, i.e., t(M) = 0.
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Example 2.2. From Example 2.1, we know that the matrix R defined by (1.6) is
not weakly left-prime. By Corollary 2.5, we deduce that the A-module M = A4/A2 R
is not torsion-free. A torsion element is obtained by taking the class of the vector

(1 : 0 : − e−ss+1 : − s−1
s+1 ) (see Example 2.1) in M to obtain z = y1− e−s

(s+1) u1− (s−1)
(s+1) u2.

We recover the torsion element z obtained in Example 1.5. It satisfies (s−1)
(s+1) z = 0.

Dually, we can prove that R̃ ∈Mp×(p−q)(A) is weakly right-prime iff the A-module

Ap/Ap−q R̃T is torsion-free.

2.2. Transfer matrices. The following lemma shows that if a transfer matrix
P ∈ Mq×(p−q)(K) is such that P = D−1 N , then the A-module Aq R depends only
on P and not on R = (D : −N) ∈Mq×p(A).

Lemma 2.6. Let A be an integral domain, K = Q(A) its field of fractions, and
P ∈ Mq×(p−q)(K) a transfer matrix. If P can be written as P = D−1

1 N1 = D−1
2 N2,

where R1 = (D1 : −N1) ∈Mq×p(A) and R2 = (D2 : −N2) ∈Mq×p(A), then we have

Aq R1 ⊆ Aq R2,

Aq R2 ⊆ Aq R1,
⇒ Aq R1 = Aq R2,

and thus, Aq Ri and Mi/t(Mi) = Ap/Aq Ri depend only on P and not on Ri, where
Mi = Ap/Aq Ri. In particular, if Aq R1 (resp., Aq R2) is A-closed, then we have

Aq R2 = Aq R1 (resp., Aq R1 = Aq R2). The same result holds for P = Ñi D̃i
−1

.
Proof. Clearing the denominators of P , we have P = d−1 H = H d−1, where

0 �= d ∈ A, and H ∈Mq×(p−q)(A). Let R = (d Iq : −H) ∈Mq×p(A). Then, we have

DiH = dNi,

(detDi)H = (Dci d)Ni,
⇒


DiR = dRi,

(detDi)R = (Dci d)Ri,
i = 1, 2,

where Dci is the cofactors matrix of Di, i.e., it satisfies Dci Di = (detDi) Iq. Let
λ ∈ Aq Ri; then there exists µ ∈ Aq such that λ = µRi, and thus,

d λ = µ (dRi) = µ (DiR) = (µDi)R⇒ λ ∈ Aq R⇒ Aq Ri ⊆ Aq R.

Conversely, let λ ∈ Aq R; then there exists µ ∈ Aq such that λ = µR. Thus,

(det Di)λ = µ ((det Di)R) = µ (Dci dRi) = (µDci d)Ri ⇒ λ ∈ Aq Ri ⇒ Aq R ⊆ Aq Ri.

Using the fact that X ⊆ Y ⇒ X ⊆ Y for two submodules X and Y of a free A-module,
we obtain

Aq Ri ⊆ Aq R ⊆ Aq Rj ⇒ AqRi = AqRj , i, j = 1, 2.

Now, if Aq Ri is A-closed, then

Aq Ri ⊆ Aq Rj ⊆ Aq Ri = Aq Ri ⇒ Aq Rj = Aq Ri.

Lemma 2.7. If R ∈ Mq×p(A) has full row rank and F is a free submodule of
ker .RT of rank p− q, then F = ker .RT , where F is the A-closure of F in Ap.

Proof. Let us note N � coker .RT . We have the following exact sequence:

0←− N ←− Aq
.RT←− Ap ←− ker .RT ←− 0.
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The A-module N is defined by the A-linear combinations of the equations RT z = 0,
where zi is the class of the ith vector of the canonical basis of Aq in N = Aq/ApRT (see
(1.5)). Using the fact that R has full row rank, then there exist q equations of RT z = 0
which are A-linearly independent. If we denote by RT0 ∈Mq(A) the full rank matrix
corresponding to these q A-linearly independent equations, then we have RT0 z = 0,
and thus, by multiplying RT0 by its cofactors matrix, we obtain (detRT0 ) z = 0 with
0 �= detRT0 ∈ A. This equation shows that N is a torsion A-module. Now, let us
notice that we have K ⊗A N = 0 because N is a torsion A-module: for all n ∈ N,
there exists 0 �= a ∈ A : an = 0, and thus, 1 ⊗ n = (a/a) ⊗ n = (1/a) ⊗ an = 0.
Using the fact that K = Q(A) is a flat A-module (see Proposition 1.10), we have the
following exact sequence:

0 = K ⊗A N ←− Kq
.RT←− Kp ←− K ⊗A ker .RT ←− 0.

Here K ⊗A ker .RT is a subvector space of Kp of dimension p − q. As F is a free
submodule of ker .RT of rank p−q, we have K⊗AF = K⊗A ker .RT ⊂ Kp, and thus,

F = (K ⊗A F ) ∩Ap = (K ⊗A ker .RT ) ∩Ap = ker .RT = ker .RT

because ker .RT is an A-closed submodule of Ap. Indeed, using the fact that A is an
integral domain, we obtain

λ ∈ ker .RT ⇒ ∃ 0 �= a ∈ A : aλ ∈ ker .RT ⇒ a (λRT ) = 0⇒ λRT = 0

⇒ λ ∈ ker .RT .

Proposition 2.8. Let P ∈ Mq×(p−q)(K) be such that P = D−1 N = Ñ D̃−1,

where R = (D : −N) ∈Mq×p(A) and R̃ = (ÑT : D̃T )T ∈Mp×(p−q)(A). If we define

the A-modules M = Ap/Aq R and M̃ = Ap/Ap−q R̃T , then we have{
ker .RT = Ap−q R̃T ,
ker .R̃ = Aq R,

{
M̃/t(M̃) ∼= ApRT ,

M/t(M) ∼= Ap R̃.

Proof. Using the fact that R R̃ = 0, we obtain the following two complexes:

0 −→ Aq
.R−→ Ap

.R̃−→ Ap−q,

Aq
.RT←− Ap

.R̃T←− Ap−q ←− 0.

Thus, Ap−q R̃T (resp., Aq R) is a free submodule of ker .RT (resp., ker .R̃) of rank
p− q (resp., q). By Lemma 2.7, Proposition 2.4, and Lemma 2.3, we obtain that{

ker .RT = Ap−q R̃T ,
ker .R̃ = Aq R,

⇒
{
ApRT ∼= Ap/ ker .RT = Ap/Ap−q R̃T = M̃/t(M̃),

ApR̃ ∼= Ap/ ker .R̃ = Ap/Aq R = M/t(M).

Let us notice that Proposition 2.8 is close in its spirit to some results obtained in
[26] for linear multidimensional systems in the behavioral approach.

From Proposition 2.8 and Lemma 2.6, we obtain that the A-modules Ap R̃ and
ApRT depend only, up to an isomorphism, on the transfer matrix P . This result was
proved in [22] in a different way (without any references to torsion-free A-modules).
Using the fact that the structural properties of P do not depend on the choice of the
fractional representation of P , we obtain the following corollary.
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Corollary 2.9. Let P ∈ Mq×(p−q)(K) be such that P = D−1 N = Ñ D̃−1,

where R = (D : −N) ∈ Mq×p(A) and R̃ = (ÑT : D̃T )T ∈ Mp×(p−q)(A). Then, the

structural (intrinsic) properties of P depend only on the A-modules Aq R and Ap−q R̃T
or, up to an isomorphism, on the A-modules Ap R̃ and ApRT .

2.3. Weakly doubly coprime factorizations. Let us introduce the concepts
of weakly left/right/doubly coprime factorizations.

Definition 2.10. Let A be an integral domain and K = Q(A).

• A transfer matrix P ∈ Mq×(p−q)(K) admits a weakly left-coprime factoriza-
tion if there exists a weakly left-prime matrix R = (D : −N) ∈ Mq×p(A),
with detD �= 0, such that P = D−1 N .

• A transfer matrix P ∈ Mq×(p−q)(K) admits a weakly right-coprime factor-

ization if there exists a weakly right-prime matrix R̃ = (ÑT : D̃T )T ∈
Mp×(p−q)(A), with det D̃ �= 0, such that P = Ñ D̃−1.

• A transfer matrix P admits a weakly doubly coprime factorization if P admits
weakly left- and right-coprime factorizations P = D−1 N = Ñ D̃−1.

Theorem 2.11. Let A be an integral domain, K = Q(A) its quotient field, P =
D−1 N = Ñ D̃−1 ∈ Mq×(p−q)(K) a transfer matrix, R = (D : −N) ∈ Mq×p(A), and

R̃ = (ÑT : D̃T )T ∈ Mp×(p−q)(A). Then, P = D−1 N admits a weakly left-coprime

factorization (resp., weakly right-coprime factorization) iff Aq R (resp., Ap−q R̃T ) is
a free A-module of rank q (resp., p− q).

Proof. ⇒ If P admits a weakly left-coprime factorization, then there exists a
weakly left-prime matrix R′ = (D′ : −N ′) ∈ Mq×p(A), with detD′ �= 0, such that

we have P = D′−1
N ′. Using Lemma 2.6, we deduce that Aq R = Aq R′. Moreover,

Aq R′ ∼= Aq because R′ has full row rank, and thus, Aq R ∼= Aq.

⇐ If Aq R is a finitely generated free A-module of rank q, then, choosing a basis
for Aq R, we obtain a full row rank matrix R′ ∈ Mq×p(A) such that Aq R = Aq R′,
and thus, R′ is weakly left-prime. If Ri is the ith row of R, then Ri ∈ Aq R = Aq R′

because Ri ∈ Aq R ⊆ Aq R. Therefore, there exists R′′
i ∈ Aq such that Ri = R′′

i R
′,

and then, there exists R′′ ∈ Mq(A) such that R = R′′ R′. Using the fact that R has
full row rank, we deduce that R′′ also has full row rank. Finally, let R′ = (D′ : N ′),
where R′ ∈Mq×p(A); then we have D = R′′ D′ and N = R′′ N ′, and thus, detD′ �= 0.

This proves the result because we have P = D−1 N = (R′′ D′)−1 (R′′ N ′) = D′−1
N ′.

The result for weak right-coprime factorizations can be proved similarly.

Corollary 2.12. A transfer matrix P = D−1 N = Ñ D̃−1 admits a weakly

doubly coprime factorization iff the A-modules Aq R and Ap−q R̃T are two free A-
modules of rank, respectively, q and p− q.

Let us notice that, from Corollary 2.9, Corollary 2.5, and the fact that a coprime
factorization is an intrinsic property of the transfer matrix, we deduce that weakly
left/right/coprime factorizations are the weakest possible coprime factorizations.

3. Coherent rings and modules.

3.1. Introduction. Any mathematical model of a plant is only an approxima-
tion of the real system. Thus, the algebra of SISO stable plants needs to be endowed
with a norm in order to take into account some errors in the modelization. For tech-
nical reasons, we usually prefer to ask this normed algebra to be complete. Therefore,
we generally require an algebra of SISO stable systems to be a Banach algebra [16, 49]
(e.g., H∞(C+), A, Â, l1(Z+) [3, 8, 9, 48, 49]).
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However, it is known that all noetherian k-Banach algebras (k = R,C)—namely,
Banach algebras such that every ideal is finitely generated—are k-finite-dimensional
[41]. Hence, for instance, H∞(C+), Â, L1(R+) + R δ, l1(Z+) are not noetherian
rings, and thus, an ideal I of these algebras A generally does not have the form
I =

∑n
i=1 Aai for a finite set {a1, . . . , an} of elements of A. A direct consequence

is that most of the algebraic objects (kernel, image, quotient, sum, intersection, etc.)
are generally not finitely generated. Hence, we cannot study the algebraic properties
of systems, defined by matrices whose entries belong to Banach algebras, by means
of the concepts and techniques developed for noetherian rings (i.e., the main part of
commutative algebra).

The concept of a coherent ring was first introduced in 1960 by Chase [5], and
the definition of a coherent module appeared in [1] in 1964 (see [17] for more details).
Coherent rings form a general class of rings including noetherian rings, Boolean rings,
Bézout domains, semihereditary rings, etc. [17, 39]. This concept is closely related to
the one of a coherent sheaf introduced by Cartan [4] and Serre [42] in the study of
analytic and algebraic geometries.

In this section, we show that one possible way to cope with the fact that most of
the integral domains of SISO stable plants are not noetherian is to require that these
domains be coherent rings. In particular, for coherent rings, we give algorithms which
compute the A-closure Aq R of an A-module of the form Aq R (see Theorem 2.11) and
which check whether or not a finitely generated A-module is torsion-free, reflexive,
or projective. Finally, we shall characterize explicitly the class of integral domains A
such that every transfer matrix, with entries in K = Q(A), admits a weakly doubly
coprime factorization.

3.2. Definitions and results.
Definition 3.1 (see [2, 15, 39]). We have the following definitions:
• An A-module M is coherent if M is a finitely generated A-module and every

finitely generated submodule of M is finitely presented.
• A ring A is coherent if it is coherent as an A-module.

Hence, A is a coherent ring iff every finitely generated ideal I =
∑n
i=1 Aai of A

is finitely presented, i.e., the module of relations of I (or syzygy of I), defined by

S(I) =

{
r = (r1 : · · · : rn) ∈ An |

n∑
i=1

ri ai = 0

}
,(3.1)

is finitely generated. In terms of equations, A is a coherent ring iff for every n ∈ Z+

and a = (a1 : · · · : an)T ∈ An there exist m ∈ Z+ and R ∈Mm×n(A) such that

∀ r = (r1 : · · · : rn) ∈ An : r a = 0⇔ ∃ b = (b1 : · · · : bm) ∈ Am : r = bR.

Example 3.1. Any noetherian ring, namely a ring where any ideal I is finitely
generated, i.e., has the form I =

∑n
i=1 Aai for a finite number of ai ∈ A, is coherent

[1, 39]. In particular, RH∞ and k[s], with k a field, are coherent domains. An
example of a coherent ring which is not noetherian is given by the ring k[χi, i ∈ N] of
polynomials in infinitely many variables χi with coefficients in a field k (see [39]).

We give a few definitions which are related to the extension of (1.4) on the left.
Definition 3.2. We have the following definitions (see [1, 14, 24, 39]):
• A projective (resp., free, flat) resolution of an A-module M is an exact se-

quence of the form

· · · d3−→ F2
d2−→ F1

d1−→ F0 −→M −→ 0,(3.2)
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where Fi is a projective (resp., free, flat) A-module and di is an A-morphism.
• A finite free resolution of an A-module M is an exact sequence of the form

(3.2), where Fi is a finite free A-module, i.e., Fi ∼= Ari , ri ∈ Z+, for i ≥ 0.
• The projective (resp., flat) dimension pdA(M) (resp., w.dimA(M)) of an A-

module M is the minimum n ∈ Z+ ∪{+∞} such that there exists a projective
(resp., flat) resolution of M of length n, i.e., of the form

0 −→ Fn
dn−→ Fn−1

dn−1−→ · · · d2−→ F1
d1−→ F0 −→M −→ 0.

• The global dimension and weak global dimension of A are defined by

gl.dim(A) = sup {pdA(M) | A−module M} ∈ Z+ ∪ {+∞},
w.gl.dim(A) = sup {w.dimA(M) | A−module M} ∈ Z+ ∪ {+∞}.

For a general ring A, we have the inequality w.gl.dim(A) ≤ gl.dim(A). If A is a
noetherian ring, then the equality holds [2, 39].

Remark 3.1. Using the canonical basis of the free A-module Fi ∼= Ari , every finite
free resolution of an A-module M has the form

· · · .R2−→ Ar1
.R1−→ Ar0 −→M −→ 0,(3.3)

where Ri is an (ri× ri−1)-matrix whose entries belong to A, and .Ri : Ari → Ari−1 is
defined by letting operate a row vector of length ri on the left of Ri to obtain a row
vector of length ri−1. Moreover, M is defined by the system R1 z = 0, where zi is the
class of ei in M and {e1, . . . , er0} is the canonical basis of Ar0 (see (1.5)).

Definition 3.3. We have the following definitions (see [1, 39]):
• A ring A is semihereditary if every finitely generated ideal of A is a projective

A-module.
• A semihereditary integral domain is called a Prüfer domain.
• A ring A is a Bézout domain if every finitely generated ideal of A is a principal

ideal, i.e., generated by a single element of A.
• A ring A is hereditary if every ideal of A is a projective A-module.
• A hereditary integral domain is called a Dedekind domain.
• A ring A is a principal ideal domain if every ideal of A is generated by a

single element of A.
We shall give in [33] some examples of Prüfer and Dedekind domains, as they

will play an important role in internal stabilizability. Coherent rings with small weak
global dimensions have been studied and classified largely in algebra [17, 39, 47].

Theorem 3.4 (see [2, 39]). We have the following results:
1. Semihereditary rings and Prüfer domains are coherent rings.
2. Hereditary rings and Dedekind domains are noetherian and, thus, coherent

rings.
3. If A is an integral domain, then w.gl.dim(A) ≤ 1⇔ A is a Prüfer domain.
4. If A is an integral domain, then gl.dim(A) ≤ 1⇔ A is a Dedekind domain.

We have the following inclusions of rings:

Noetherian rings: Principal ideal domains ⊂ Dedekind domains
∩ ∩ ∩

Coherent rings: Bézout domains ⊂ Prüfer domains

Example 3.2. The integral domains E(k), k = R, C, and E = E(R) ∩ R(s)[e−s],
defined in Theorem 1.6, are Bézout domains and, thus, two coherent rings.
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Proposition 3.5 (see [15, 47]). An integral domain with gl.dim(A) ≤ 2 is
coherent.

General rings with w.gl.dim(A) = 2 are less understood [14, 17, 24, 47].
Proposition 3.6 (see [1, 39]). If A is a coherent ring, then an A-module M is

coherent iff M is a finitely presented A-module.
Definition 3.7. We call an A-system a system of the form Rz = 0, where z is

a set of formal variables and R is a finite matrix whose entries belong to A.
From Proposition 3.6, we have the following corollary.
Corollary 3.8. If A is a coherent ring, then there is a one-to-one correspon-

dence between coherent A-modules and A-systems.
Proof. ⇒ Let

∑p
j=1 Rij zj = 0, Rij ∈ A, i = 1, . . . , q, be an A-system and

R = (Rij) ∈Mq×p(A). Let us define the following A-morphism:

.R = Aq −→ Ap,
(a1 : · · · : aq) −→ (a1 : · · · : aq)R.

If we note M = coker .R = Ap/Aq R, then we have the following exact sequence,

Aq
.R−→ Ap

π−→M −→ 0,(3.4)

and, by Proposition 3.6, M is a coherent A-module because A is a coherent ring.
⇐ Let M be a coherent A-module. Using the fact that A is a coherent ring, by

Proposition 3.6, M is a finitely presented A-module, there exists an exact sequence
of the form (3.4), and, thus, M is defined by means of a system of equations of the
form Rz = 0.

3.3. Elementary algebraic operations. The next proposition shows that the
class (category) of finitely presented A-modules over a coherent ring A, i.e., coherent
modules, is invariant under elementary algebraic operations. First, let us notice that
any finitely generated submodule of a coherent module is also coherent.

Proposition 3.9 (see [1, 39]). If two terms in the exact sequence

0 −→M ′ −→M −→M ′′ −→ 0

are coherent A-modules, so is the third one.
Corollary 3.10 (see [1, 39]). Let M, N, M ′ ⊂ M, M ′′ ⊂ M be coherent A-

modules, φ : M −→ N an A-morphism, I a coherent ideal, and S a multiplicative set
of A. Then, we have the following:

1. M/M ′,M ⊕N,M ′ ∩M ′′,M ′ + M ′′ are coherent A-modules.
2. ker φ, imφ, cokerφ, and coimφ are coherent A-modules.
3. M ⊗A N and homA(M,N) are coherent A-modules.
4. S−1 A is a coherent A-module.
5. IM = {∑n

i=1 aimi | ai ∈ I, mi ∈ I} is a coherent A-module.
6. ann(M) = {a ∈ A | aM = 0} is a coherent ideal of A.
Corollary 3.11. Let A be a coherent ring and M a finitely presented A-module.

Then there exists a finite free resolution of M of the form (3.3).
Proof. Using Proposition 3.9, we prove by induction that every finite power Ari

of A is a coherent A-module (take M = An,M ′ = An−1,M ′′ = A). The kernel of a
homomorphism di between two coherent A-modules is a coherent A-module and, by
Proposition 3.6, is a finitely presented A-module. Then, the module of relations of Ri
is finitely presented, and thus, M has a finite free resolution.

Definition 3.12. Let M be an A-module with a projective resolution of the form
(3.2) and N another A-module. Then we have the following definitions:
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• The defects of exactness of

· · · d
�
3←− homA(F2, N)

d�2←− homA(F1, N)
d�1←− homA(F0, N)←− 0,(3.5)

where d�i is defined by d�i (f) = f ◦ di for all f ∈ homA(Fi−1, N), depend only
on M and N and not on (3.2) and are called extiA(M,N) (see [2, 29, 39]).
In particular, we have{

ext0A(M,N) = ker d�1 = homA(M,N),
extiA(M,N) = ker d�i+1/im d�i , i ≥ 1.

• The defects of exactness of

· · · idN⊗d3−→ N ⊗A F2
idN⊗d2−→ N ⊗A F1

idN⊗d1−→ N ⊗A F0 −→ 0,(3.6)

where idN ⊗ di is defined by (idN ⊗ di)(n ⊗m) = n ⊗ di(m) for all n ∈ N,
for all m ∈ Fi, depend only on M and N and not on (3.2) and are called
torAi (M,N) (see [2, 29, 39]). In particular, we have{

torA0 (M,N) = coker (idN ⊗ d1) = N ⊗AM,
torAi (M,N) = ker(idN ⊗ di)/im(idN ⊗ di+1), i ≥ 1.

Remark 3.2. If M has a finite free resolution of the form (3.3), then (3.5) is

defined by · · · R3.←− Nr2
R2.←− Nr1

R1.←− Nr0 ←− 0, where Ri. : Nri−1 → Nri is defined
by letting operate a column vector of length ri−1, whose entries belong to N on the
right of Ri, to obtain a column vector of length ri, whose entries belong to N . We
have

extiA(M,N) = kerN (Ri+1.)/ imN (Ri.) ∀ i ≥ 1.

Similarly, (3.6) becomes the complex · · · .R3−→ Nr2
.R2−→ Nr1

.R1−→ Nr0 −→ 0, where
.Ri : Nri → Nri−1 is defined by letting operate a row vector of length ri, whose
entries belong to N on the right of Ri, to obtain a row vector of length ri−1, whose
entries belong to N and

torAi (M,N) = kerN .Ri/imN .Ri+1 ∀ i ≥ 1.

Proposition 3.13 (see [2, 39]). We have the following results:
• extiA(M,N) = 0 ∀ i ≥ 1, ∀N A−module ⇔M is a projective A-module.
• toriA(M,N) = 0 ∀ i ≥ 1, ∀N A−module ⇔M is a flat A-module.

Corollary 3.14. If A is a coherent ring, and M and N are two coherent A-
modules, then extiA(M,N) and torAi (M,N) are coherent A-modules for i ≥ 0. More-
over, extiA(M,A) is a torsion A-module for i ≥ 1.

Proof. Using the fact that extiA(M,N) (resp., torAi (M,N)) does not depend on
the projective resolution of M , by Proposition 3.6 and Corollary 3.11, we choose a
finite free resolution (3.3) for M . By Proposition 3.9, homA(Fi, N) (resp., N⊗AFi) is
a coherent A-module, and thus, ker d�i and im d�i (resp., ker(idN⊗di) and im(idN⊗di))
are coherent A-modules. Finally, extiA(M,N) (resp., torAi (M,N)) is also a coherent
A-module for i ≥ 0 as a quotient of two coherent A-modules. The proof of the fact
that extiA(M,A) is a torsion A-module is the same as that of Lemma 1 in [28].
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Definition 3.15. Let M be an A-module defined by a finite presentation:

F1
d1−→ F0 −→M −→ 0.

We call the transposed module1 of M , the A-module T (M) = coker d�1 defined by

0←− T (M)←− F �1
d�1←− F �0 .

Hence, if M = Ap/Aq R, then the transposed module is T (M) = Aq/RAp, where
the vectors of Aq and Ap are now column ones (duality). Using the fact that A is
commutative, we finally have T (M) = Aq/ApRT , where we use only row vectors.

If A is a coherent ring and M a coherent A-module, i.e., finitely presented A-
module, then T (M) is also a coherent A-module because it is finitely presented.

Remark 3.3. We commit a little abuse of notation in denoting the transposed
A-module of M by T (M): coker d�1 depends on the particular choice of d1, i.e., on the
particular form of the system of equations chosen to represent the module. However,
we have (see [29]):

1. If R has full row rank, then T (M) depends only on M and not on R.
2. If R does not have full rank, i.e., ker .R �= 0, then coker d�1 depends only on M

up to a projective equivalence [39], a fact which shows that extiA(T (M), N)
depends only on M and N for i ≥ 1.

The next theorem shows how to characterize the module properties in terms of
the extension and torsion functors.

Theorem 3.16. Let A be a coherent ring with w.gl.dim(A) ≤ n, M a finitely
presented A-module, and T (M) its transposed A-module. Then, we have

1. t(M) ∼= ext1A(T (M), A),
2. t(M) ∼= torA1 (K/A,M),
3. M is torsion-free iff ext1A(T (M), A) = 0,
4. M is reflexive iff extiA(T (M), A) = 0, i = 1, 2,
5. M is projective iff extiA(T (M), A) = 0, i = 1, . . . , n.

Proof. The proofs of 1, 3, 4, 5 are the same as those given in [27, 28] for noetherian
rings: we just need to change finitely generated modules (resp., noetherian rings) into
finitely presented (resp., coherent) ones. See also the proof of Proposition 3.4 of [33].
For a proof of 2, see [39].

Using Proposition 2.4, Lemma 2.3, and Theorem 3.16, we obtain an algorithm
which computes the closure Aq R of an A-module of the form Aq R.

Algorithm. Input: A coherent ring A and R ∈ Mq×p(A). Output: R′ ∈
Mr×p(A) such that Aq R = Ar R′.

1. Start with R ∈Mq×p(A).
2. Transpose R to obtain RT ∈Mp×q(A).
3. Find a family of generators of ker .RT = {λ ∈ Ap | λRT = 0}. If {λ1, . . . , λm}

is a family of generators of ker .RT , then denote by RT−1 ∈ Mm×p(A) the
matrix whose ith row is λi.

4. Transpose RT−1 to obtain R−1 ∈Mp×m(A).
5. Find a family of generators of ker .R−1 = {η ∈ Ap | η R−1 = 0}. If
{η1, . . . , ηr} is a family of generators of ker .R−1, then denote by R′ ∈
Mr×p(A) the matrix whose ith row is ηi. We have Aq R = Ar R′, Ap/AqR ∼=
ApR−1.

1Do not confuse the notation of the transposed module T (M) of an A-moduleM with the torsion
submodule t(M) of M .
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If R′ has full row rank, then Aq R = Ar R′ is a free A-module. (See Example 3.4
for the explicit computations of the A-closure Aq R of a certain A-module Aq R.) To
finish, let us note that we can use the previous algorithm to check whether a transfer
matrix admits a weakly left/right/doubly coprime factorization (see Theorem 2.11).
Indeed, the previous algorithm allows us to have a precise description of the A-closure
of an A-module of the form Aq R. However, checking whether such an A-closure is
free can be a very difficult algebraic problem (see, e.g., the proof of the Quillen–Suslin
theorem in [39]).

3.4. Coherent Sylvester domains.

Definition 3.17 (see [6, 10]). A projective-free coherent domain with

w.gl.dim(A) ≤ 2

is called a coherent Sylvester domain.

Example 3.3. A Bézout domain (e.g., E(k), E by Theorem 1.6) and thus, a
principal ideal domain (e.g., RH∞ by Theorem 1.6, k[s], with k a field) are coherent
Sylvester domains. More generally, A = B[x] is a coherent Sylvester domain iff B is a
Bézout domain [11] (e.g., A = Z[x], A = k[s][z] = k[s, z], with k a field, or A = B[x],
where B is the ring of all algebraic integers, i.e., the integral closure of Z in C; see
[39]).

Definition 3.18. A ring A is regular if every finitely generated ideal of A has a
finite projective dimension.

Theorem 3.19 (see [50]). A coherent regular domain A is a GCDD—every a
and b of A have a greatest common divisor [a, b]—iff every finitely generated projective
ideal of A is principal.

Corollary 3.20.2 A coherent Sylvester domain is a GCDD.

Proof. A coherent Sylvester domain is a projective-free coherent domain with
w.gl.dim(A) ≤ 2 and, thus, a regular ring which satisfies that every finitely generated
projective ideal is free, i.e., is principal, because A is an integral domain. Then, the
result follows directly from Theorem 3.19.

Proposition 3.21. If A is a coherent Sylvester domain, then, for every A-module
M defined by a finite free resolution,

F1
d1−→ F0 −→M −→ 0,

there exist a free A-module F ′
1 and two A-morphisms d′1 : F ′

1 → F0 and d′′1 : F1 → F ′
1

such that d1 = d′1 ◦ d′′1 and we have the following exact sequences:

0 −→ F ′
1

d′1−→ F0 −→M/t(M) −→ 0,(3.7)

0 −→ ker d1 −→ F1
d′′1−→ F ′

1 −→ t(M) −→ 0.(3.8)

2We would like to thank Prof. W. Dicks for pointing out to us that this result is already contained
in Lemma 4.1 of [11].
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Proof. We have the following commutative exact diagram:

0 0
↓ ↓

ker d′′1 0 t(M)
↓ ↓ ↓

0 −→ ker d1 −→ F1
d1−→ F0

π−→ M −→ 0
↓ d′′1 ‖ ↓ π′

0 −→ ker φ −→ F0
φ−→ M/t(M) −→ 0,

↓ ↓ ↓
coker d′′1 0 0
↓
0

where φ = π′◦π and d′′1 : F1 → kerφ is induced by the identity homomorphism from F0

to F0 and π′ : M →M/t(M). An easy chase in the diagram shows that ker d′′1 ∼= ker d1

and coker d′′1 ∼= t(M). Now, let us prove that kerφ is a finite free A-module. M/t(M)
is a coherent A-module over a coherent ring A [15] and, in particular, M/t(M) is a
finitely generated A-module. It is well known that M/t(M) can be imbedded into a
finitely generated free A-module F−1 (see, e.g., [39] or [15]), and we have the following
exact sequence:

0 −→M/t(M) −→ F−1 −→ F−1/(M/t(M)) −→ 0.

Hence, we have the following exact sequence:

0 −→ kerφ −→ F0
φ−→ F−1 −→ F1/(M/t(M)) −→ 0.

Using the fact that w.gl.dim(A) = 2, we then have pdA(F1/(M/t(M))) ≤ 2, and thus,
pdA(kerφ) = 0 [2, 39], i.e., kerφ is a projective A-module, and thus, a free A-module
because A is a projective-free ring. kerφ is a finitely generated A-module because kerφ
is a coherent A-module. (kerφ is the kernel of an A-morphism between two finite free
A-modules.) Thus, kerφ ∼= F ′

1
∼= Ar, r ∈ Z+, which gives (3.7) and (3.8).

In the next corollary, we reformulate Proposition 3.21 in terms of weakly doubly
coprime factorizations. It generalizes to coherent Sylvester domains a result obtained
by Smith in [43] for H∞(C+) (see section 3.5).

Corollary 3.22. If A is a coherent Sylvester domain, then every matrix P ,
whose entries belong to K = Q(A), admits a weakly doubly coprime factorization.

Proof. If P ∈ Mq×(p−q)(K), then we can define R = (dIq : −H) ∈ Mq×p(A),
where d is the product of the denominators of the entries of P and H = dP ∈
Mq×(p−q)(A). By Proposition 3.21, there exist a full rank matrix R′′ ∈ Mq(A) and
a weakly left-prime full row rank matrix R′ = (D : −N) ∈ Mq×p(A) such that
R = R′′ R′. Thus, we have (dIq : −H) = R′′ (D : −N) and detR′′ �= 0. Then, we
have{

d Iq = R′′ D ⇒ detD �= 0,
H = R′′ N,

⇒ P = (d Iq)
−1 H = (R′′ D)−1(R′′ N) = D−1 N.

Dually, we have P = G (d Ip−q)−1, and thus, there exists a weakly right-prime ma-

trix R̃′ = (ÑT : D̃T )T such that R̃ = (GT : (dIp−q)T )T = (ÑT : D̃T )T R̃′′.
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Therefore, P = G (d Ip−q)−1 = (Ñ R̃′′) (D̃ R̃′′)−1 = Ñ D̃−1 is a weakly right-coprime
factorization.

To prove the next theorem, we shall need the next proposition due to Dicks.

Proposition 3.23 (based on [12]). Let A be an integral domain. If, for every
finitely generated free A-module F0 and every finitely generated free A-submodule F1

of F0, the A-closure of F1 in F0 is a finitely generated free A-module, then A is a
coherent Sylvester domain.

Proof. Let K = Q(A), p, q ∈ Z+, F0 = Ap, and R be any matrix belonging to

Mp×q(A). We have the exact sequence Aq
.R←− Ap ←− ker .R ←− 0. Applying the

tensor product K⊗A to the previous exact sequence, we obtain the exact sequence (K

is a flat A-module) Kq
.R←− Kp ←− K⊗A ker .R←− 0. Therefore, K⊗A ker .R is a K-

subvector space of Kp, and thus, there exists a finite basis {e1, . . . , em} of K⊗Aker .R,
where m = dimK(K ⊗A ker .R) ≤ p. Let us note ei = fi/di, with fi ∈ Ap and
0 �= di ∈ A, and let F1 be the A-submodule of Kp generated by {f1, . . . , fm}. Then,
F1 is a free A-submodule of ker .R. Thus, F1 ⊆ ker .R = ker .R, because ker .R is an A-
closed submodule of Aq. Moreover, for every λ ∈ ker .R, we have λ =

∑m
i=1 ai ei, with

ai ∈ K, and clearing the denominators of ai and ei = fi/di, there exists 0 �= a ∈ A
such that aλ ∈ F1, i.e., λ ∈ F1, and thus F1 = ker .R ⊆ Ap = F0. Then, by
hypothesis, ker .R is a finitely generated free A-module. Using the implication (v) ⇒
(i) of Theorem 10 of [10] (namely, the annihilator of every matrix is free ⇒ A is a
coherent Sylvester domain), we obtain that A is a coherent Sylvester domain.

The next theorem characterizes the integral domains over which every transfer
matrix admits a weakly doubly coprime factorization.

Theorem 3.24. We have the following equivalences:

1. Every multi-input multi-output (MIMO) plant admits a weakly doubly coprime
factorization.

2. A is a coherent Sylvester domain.

Proof. 1 ⇒ 2. Let F0 be any finitely generated free A-module, and suppose
that F0 = Ap for a certain positive integer p. Let F1 be any finitely generated free
A-submodule of F0, and suppose that F1 has rank q. Taking a basis for F1, then
there exists a full row rank matrix R ∈ Mq×p(A) such that we have F1 = Aq R. We
can always suppose that R can be written as R = (D : −N), where D is a full rank
matrix. Then, by hypothesis, P = D−1 N has a weakly doubly coprime factorization,
i.e., there exists a weakly left-prime matrix R′ = (D′ : −N ′) ∈ Mq×p(A) such that

detD′ �= 0 and P = D′−1
N ′. Then, by Lemma 2.6 and Theorem 2.11, we have

Aq R = Aq R′ and, using the fact that Aq R′ is a free A-module of rank q, we obtain
that F1 = Aq R is a finite free A-submodule of F0. From Proposition 3.23, it follows
that A is a coherent Sylvester domain.

2⇒ 1 was already proved in Corollary 3.22.

3.5. An example: H∞(C+).

Theorem 3.25 (see [23, 37]). If D is a finitely connected domain of C, then
H∞(D) is a coherent domain. In particular, if we denote the open right half-plane
by C+ = {s ∈ C | Re s > 0} and the open unit disc by D = {z ∈ C | |z| < 1}, then
H∞(C+) and H∞(D) are two coherent integral domains.

In the rest of this paper, we shall consider only the case D = D and, by extension,
D = C+. The proof of the coherence of H∞(D) is based on the following theorem,
which is a weak-� version of the Beurling–Lax theorem [25]. The condition on m is
given by point 2 of the lemma on the local rank (p. 44) and Remark (p. 45) of [25].
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Theorem 3.26. Let R ∈Mq×p(H∞(D)), and let us define the H∞(D)-morphism:

R : H∞(D)p −→ H∞(D)q,
(a1 : · · · : ap)T −→ R (a1 : · · · : ap)T .

Then, there exists R−1 ∈Mp×m(H∞(D)) such that

kerR = R−1 H∞(D)m,(3.9)

(R−1(e
i θ))� R−1(e

i θ) = Im for almost every θ ∈ [0, 2π),(3.10)

m = p− rankR,(3.11)

where rankR is the number of H∞(D)-linearly independent rows of R.
Corollary 3.27. Let A = H∞(D). If M is a finitely presented A-module, then

pdA(M) ≤ 2.

Proof. Let A = H∞(D) and Aq
.R−→ Ap −→ M −→ 0 be a finite presentation of

M . Using Theorem 3.26, up to a transposition, there exists an r× q-matrix R1 whose
entries belong to A such that we have the following exact sequence:

0 −→ ker .R1 −→ Ar
.R1−→ Aq

.R−→ Ap −→M −→ 0.(3.12)

From the exactness of (3.12), we obtain (see Definition 1.9 and Proposition 1.10)

rank (ker .R1) + rankM = r + p− q.

From the exact sequence 0 −→ im.R −→ Ap −→ M −→ 0, we obtain rankM =
p − rankR. From (3.11), we have r = q − rankR, and thus, rank (ker .R1) = 0,
i.e., ker .R1 is a torsion A-module. However, ker .R1 is a submodule of the free A-
module Aq, and thus, ker .R1 = 0 because a free module is torsion-free. Hence, every
finitely presented A-module M has a finite free resolution of length at most 2, i.e.,
pdA(M) ≤ 2.

Corollary 3.28. H∞(D) has a weak global dimension 2, i.e.,

w.gl.dim(H∞(D)) = 2.(3.13)

Proof. Let A = H∞(D). Using Corollary 3.27 and the fact that every finitely
presented flat module is projective (see 3 of Proposition 1.4), then every finitely pre-
sented A-module M has a finite flat resolution of length at most 2, i.e., w.dimA(M) =
pdA(M) ≤ 2. Moreover, w.gl.dim(A) is attained by taking the supremum of the weak
dimension of finitely presented modules [14, 24], and thus, w.gl.dim(A) ≤ 2. In
Example 4.3, we shall give a finitely presented torsion-free H∞(C+)-module which
is not projective (similar examples can be exhibited for D = D). Thus, we have
w.gl.dim(A) = 2.

The next corollary follows directly from the fact that w.gl.dim(H∞(D)) = 2.
Corollary 3.29. H∞(D) is a regular ring.
The following corollary was first proved in [46] for full row rank matrices.
Corollary 3.30. H∞(D) is a projective-free integral domain.
Proof. Let A = H∞(D). Every finitely generated projective module is finitely

presented [2]. Hence, let us suppose that M is a finitely presented projective A-module

defined by a finite free resolution F1
d1−→ F0 −→M −→ 0. Then, T (M) is a coherent
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A-module and, by Theorem 3.26, T (M) has a finite free resolution of length 2 of the

form 0 ←− T (M) ←− F �1
d�1←− F �0

d�2←− F �−1 ←− 0. The fact that M is a projective
A-module implies that extiA(T (M), A) = 0, i ≥ 1 (see Theorem 3.16), and thus,

F1
d1−→ F0

d2−→ F−1 −→ 0 is an exact sequence; i.e., M = coker d1
∼= im d2 = F−1 is a

free A-module.
Corollary 3.31. H∞(D) is a coherent Sylvester domain and, thus, a GCDD.
The fact that H∞(D) is a GCDD was first proved in [36] (see also [43]).
Corollary 3.28 shows that, for any finitely presented A = H∞(D)–module M ,

we have extiA(T (M), A) = 0 for all i ≥ 3. Hence, by Theorem 3.16, every finitely
presented A-module M satisfies only one of the three following possibilities: M has a
nontrivial torsion submodule, M is torsion-free but not free, or M is free.

Example 3.4. In Example 2.1, we proved that the factorization P = D−1 N,
defined by (1.3), of the transfer matrix (1.2) was not weakly left-coprime. Let us
notice that R = (D : −N) was obtained by clearing the denominators of P once all
its entries were written as quotients of (stable) elements of A = H∞(C+). Hence,
clearing the denominators of P does not generally lead to weakly doubly coprime
factorizations. In general, we need to use the algorithm developed at the end of
section 3.3 to compute a weakly doubly coprime factorization of a transfer matrix.
Let us compute a weakly left-coprime factorization of the transfer matrix (1.2).

1. Let us reconsider the A-module M = A4/A2 R defined in Example 1.4. The
matrix R ∈M2×4(A) has full row rank, and thus, we have the finite free presentation

0 −→ A2 .R−→ A4 −→M −→ 0.

2. The transposed A-module T (M) is defined by the exact sequence

0←− T (M)←− A2 .R
T

←− A4 ←− ker .RT ←− 0.

3. Let λ = (λ1 : λ2 : λ3 : λ4)
T ∈ ker .RT ; then we have


(s−1)
(s+1) λ1 − (s−1) e−s

(s+1)2 λ3 −
(
s−1
s+1

)2

λ4 = 0,

(s−1)
(s+1) λ2 − 1

(s+1) λ4 = 0.
(3.14)

By Corollary 3.31, A is a GCDD. The greatest common factor of s−1
s+1 and 1

s+1 is 1;
thus, from the second equation of (3.14), we have{

λ2 = 1
(s+1) µ1,

λ4 = (s−1)
(s+1) µ1,

µ1 ∈ A.

Substituting λ4 in the first equation of (3.14), we obtain

(s−1)
(s+1)

(
λ1 − e−s

(s+1) λ3 −
(
s−1
s+1

)2

µ1

)
= 0⇒ λ1 = e−s

(s+1) λ3 +
(
s−1
s+1

)2

µ1

because A is an integral domain and λi, µ1 ∈ A. Finally, we have


λ1 =
(
s−1
s+1

)2

µ1 + e−s
(s+1) µ2,

λ2 = 1
(s+1) µ1,

λ3 = µ2,

λ4 = (s−1)
(s+1) µ1,

⇔ (λ1 : λ2 : λ3 : λ4) = (µ1 : µ2)

(
( s−1
s+1 )2 1

s+1 0 s−1
s+1

e−s
s+1 0 1 0

)
.
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If we call the matrix in the second member RT−1, then we have the following exact
sequence:

0←− T (M)←− A2 .R
T

←− A4 .R
T
−1←− A2 ←− 0.(3.15)

Moreover, if we note µ = (µ1 : µ2), then, from λ = µRT−1, we have

{
µ1 = 2λ2 + λ4,
µ2 = λ3,

⇒ ST−1 �




0 0
2 0
0 1
1 0


 : RT−1 S

T
−1 = I2 ⇒ S−1 R−1 = I2.

4. Dualizing (3.15), we obtain the following complex:

0 −→ A2 .R−→ A4 .R−1−→ A2 −→ 0.

Therefore, we have {
ext1A(T (M), A) = ker .R−1/A

2 R,
ext2A(T (M), A) = A2/A4 R−1.

From S−1 R−1 = I2, we deduce that for all ξ ∈ A2, the element η = ξ S−1 ∈ A4 is
such that ξ = η R−1, i.e., A4 R−1 = A2, and thus, ext2A(T (M), A) = A2/A4 R−1 = 0.

5. If η = (η1 : η2 : η3 : η4) ∈ ker .R−1, then we have



(
s−1
s+1

)2

η1 + 1
(s+1) η2 + (s−1)

(s+1) η4 = 0,

e−s
(s+1) η1 + η3 = 0,

⇔



η3 = − e−s
(s+1) η1,

(s−1)
(s+1)

(
(s−1)
(s+1) η1 + η4

)
= − 1

(s+1) η2.

(3.16)

Using the fact that the greatest common factor of s−1
s+1 and 1

s+1 is 1, we then have:

(3.16)⇔




η3 = − e−s
(s+1) η1,

η2 = (s−1)
(s+1) ζ2, ζ2 ∈ A,

(s−1)
(s+1) η1 + η4 = − 1

(s+1) ζ2,

⇔




η1 = ζ1, ζ1 ∈ A,

η2 = (s−1)
(s+1) ζ2, ζ2 ∈ A,

η3 = − e−s
(s+1) ζ1,

η4 = − (s−1)
(s+1) ζ1 − 1

(s+1) ζ2,

⇔ η = ζ R′,

where ζ = (ζ1 : ζ2) and the matrix R′ ∈M2×4(A) is defined by

R′ =

(
1 0 − e−s

(s+1) − s−1
s+1

0 s−1
s+1 0 − 1

s+1

)
.(3.17)

Thus, we have A2 R = A2 R′, and R′ has full row rank. Hence, A2 R is a free A-module
of rank 2, and, by Theorem 2.11, the transfer matrix P defined by (1.2) admits the
following weakly left-coprime factorization:

P =

(
e−s
s+1

s−1
s+1

0 1
s−1

)
=

(
1 0

0 s−1
s+1

)−1 ( e−s
s+1

s−1
s+1

0 1
s−1

)
.(3.18)
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Moreover, using the fact that R′ has full row rank, we have the exact sequence

0 −→ A2 .R′
−→ A4 .R−1−→ A2 −→ 0(3.19)

and {
t(M) ∼= ext1A(T (M), A) = A2 R′/A2 R,
M/t(M) = A4/A2 .R′ ∼= A4 R−1 = A2.

From t(M) ∼= A2 R′/A2 R, we obtain that the class of (1 : 0)R′ in t(M) is the

torsion element z1 = y1 − e−s
(s+1) u1 − (s−1)

(s+1) u2, which satisfies (s−1)
(s+1) z1 = 0. Similarly,

the class z2 of (0 : 1)R′ in t(M) is the trivial torsion element 0 because we have

z2 = (s−1)
(s+1) y2 − 1

(s+1) u2 = 0. Thus, M is not a torsion-free A-module and M/t(M) is

a free A-module of rank 2. Finally, we have(
s−1
s+1 0 − (s−1) e−s

(s+1)2 −
(
s−1
s+1

)2

0 s−1
s+1 0 − 1

s+1

)
=

(
s−1
s+1 0

0 1

)(
1 0 − e−s

(s+1) − s−1
s+1

0 s−1
s+1 0 − 1

s+1

)
.

Remark 3.4. For the sake of simplicity, we have treated here just a simple ex-
ample. Simple computations, which do not require the algorithm developed in sec-
tion 3.3, can easily give the weakly left-prime matrix (3.17) and, thus, the weakly
left-coprime factorization (3.18) of (1.2). However, for more general systems (see,

e.g., P = ( e
−s

(s−1) : e−s
(s−1)2 )T [32, 35]), it becomes more difficult to guess a weakly

left-coprime factorization, and thus, we really need the algorithm to obtain weakly
left/right/doubly coprime factorizations.

4. Doubly coprime factorizations.

4.1. Left-coprime factorizations and stably free modules. Let us intro-
duce the concept of a splitting exact sequence.

Definition 4.1 (see [2, 39]). An exact sequence 0 −→M ′ f−→M
g−→M ′′ −→ 0

is a splitting exact sequence if one of the following equivalent assertions is satisfied:
• there exists an A-morphism h : M ′′ −→M such that g ◦ h = idM ′′ ,
• there exists an A-morphism k : M −→M ′ such that k ◦ f = idM ′ ,
• there exist φ = (kg ) : M −→ M ′ ⊕M ′′ and ψ = (f : h) : M ′ ⊕M ′′ −→ M

such that φ ◦ ψ = idM ′⊕M ′′ and ψ ◦ φ = idM , where idM (m) = m, for all
m ∈M.

Proposition 4.2. We have the following results:
1. (see [2, 39]) Let R ∈Mq×p(A) be a full row rank matrix. Then, the A-module

M = Ap/Aq R is stably free iff the exact sequence

0 −→ Aq
.R−→ Ap −→M −→ 0(4.1)

is a splitting exact sequence, i.e., iff there exists S ∈Mp×q(A) such that

R S = Iq.(4.2)

2. (see [19]) Let R ∈Mq×p(A) be a full row rank matrix and M = Ap/Aq R the
corresponding A-module. Then, M is stably-free iff

T (M) = Aq/ApRT = 0.
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Example 4.1. Let us consider the full row rank matrix R′ ∈ M2×4(A) defined
by (3.17) and A = H∞(C+). By point 1 of Proposition 4.2, R′ admits a right-
inverse S′ ∈ M4×2(A) iff the A-module M ′ = A4/A2 R′ is stably free, i.e., iff the

A-module T (M ′) = A2/A4 R′T = 0 by point 2 of Proposition 4.2. The A-module

T (M ′) = A2/A4 R′T is defined by the following equations:


λ1 = 0,

(s−1)
(s+1) λ2 = 0,

− e−s
(s+1) λ1 = 0,

− (s−1)
(s+1) λ1 − 1

(s+1) λ2 = 0.

(4.3)

If we put a second member µ = (µ1 : µ2 : µ3 : µ4)
T in (4.3), then we have{

λ1 = µ1,

λ2 = −2 (s−1)
(s+1) µ1 + µ2 − 2µ4,

which proves that, from (4.3), we can deduce that λ1 = λ2 = 0, i.e., T (M ′) = 0 and
M ′ is a stably free A-module. A right-inverse S′ of R′, i.e., R′ S′ = I2, is defined by

S =




1 −2 (s−1)
(s+1)

0 1
0 0
0 −2


 ∈M4×2(A).(4.4)

Let us give the definition of the fitting ideals of a finitely presented A-module M .
Definition 4.3 (see [13]). Let d : F1 −→ F0 be an A-morphism between two finite

free A-modules F0 and F1. If we choose bases for F0 and F1 (F0
∼= Ap, F1

∼= Aq),
then d is defined by a matrix R ∈Mq×p(A).

• We denote by Ii(R) the ideal of A defined by
– all the i× i minors of R if 1 ≤ i ≤ min{p, q, },
– Ii(R) = 0 if i > min{p, q},
– Ii(R) = A if i ≤ 0.

• Let us define the A-module M = coker d, i.e., M = Ap/Aq R. The ith fitting
ideal Fitti(M) is the ideal of A defined by Ip−i(R). Fitti(M) does not depend
on the choice of the finite free presentation of M .
• We denote by I(M) the first nonzero fitting ideal Fitti(M) of M .

Proposition 4.4 (see [13]). Let M be a finitely presented A-module. Then, we
have the following:

• M is a projective A-module of rank r iff Fittr(M) = A and Fittr−1(M) = 0.
• M is a projective A-module of a certain rank iff I(M) = A.

Example 4.2. Let us reconsider Example 4.1. We have

Fitt0(M
′) = Fitt1(M

′) = 0, Fitt2(M
′) =

(
s− 1

s + 1
,

1

s + 1
,

e−s

(s + 1)2
,
(s− 1) e−s

(s + 1)2

)
.

We can check that 1 = s−1
s+1 + 2

s+1 ∈ Fitt2(M
′), and thus, Fitt2(M

′) = A; i.e., M ′ is
a projective A-module of rank 2 by Proposition 4.4.

The next proposition characterizes the projective modules over Banach algebras.
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Proposition 4.5. If A is a Banach algebra which is an integral domain without

radical, i.e.,
√
A = {a ∈ A | limn→+∞ ‖an‖1/nA = 0} = 0, then a full row rank matrix

R ∈Mq×p(A) defines a projective A-module M = Ap/Aq R iff rk(R̂(χ)) is a constant

function on the maximal ideal space X(A) of A (see [16, 49]), where R̂ denotes the
Gelfand transform of R (see [16, 49]), or, equivalently, iff

inf
χ∈X(A)

∑
i∈I
|R̂i(χ)| ≥ δ > 0,

where (R̂i)i∈I is the family of the q × q minors of R.
Proof. Using the fact that the maximal ideal space X(A) of a Banach algebra is a

Hausdorff compact set and A has only two idempotent elements 1 and 0, then, by the
Shilov theorem [16], X(A) is a connected space. By the Swan theorem [45], any vector
bundle over X(A) is in one-to-one correspondence to a projective module over the ring
of continuous functions C(X(A)) on X(A). The fact that X(A) is a connected space
implies that the rank of any vector bundle over X(A) is globally constant. Finally,
using the fact that A is without radical, by the Gelfand transform [16], any matrix
whose entries belong to A can be seen as a matrix whose entries belong to C(X(A)).
Hence, we find that M is a projective A-module iff rk(R̂(χ)) is a constant function
on X(A).

Example 4.3. H∞(C+) and Â are two integral domains which are Banach algebras
without radical. We can use Proposition 4.5 to check whether or not an A-module
is projective. For A = H∞(C+), we can use the fact that C+ is dense in X(A) (by
the Corona theorem; see [25]) in order to take χ only in C+ instead of the whole
X(A). Similarly, for A = Â, we can restrict the evaluation of infχ∈X(A)

∑
i∈I |R̂i(χ)|

to χ ∈ C+, where C+ = {s ∈ C | Re s ≥ 0} (see [3, 8]).

• Let A = H∞(C+). Let R = ( s−1
s+1 : e−s

s+1 ) ∈ M1×2(A) and the A-module

M = A2/AR. Then, M is a projective A-module (i.e., free because A is a
coherent Sylvester domain) because we have

inf
s∈C+

(∣∣∣∣s− 1

s + 1

∣∣∣∣+
∣∣∣∣ e−ss + 1

∣∣∣∣
)

> 0.

We can check that we have the following Bézout identity:(
s− 1

s + 1

) (
1 + 2

(
1− e−(s−1)

s− 1

))
+ 2 e

(
e−s

s + 1

)
= 1.

• Let A = H∞(C+). The matrix R = ( 1
s+1 : e−s) ∈ M1×2(A) does not define

a projective A-module M = A2/AR because we have

inf
s∈C+

(∣∣∣∣ 1

s + 1

∣∣∣∣+ | e−s |
)

= 0.

Indeed, if (xn)n∈Z+ is a sequence of strictly positive real numbers tending to
+∞, we check that limn→+∞ | 1

xn+1 | = 0 and limn→+∞ |e−xn | = 0. However,

the greatest common divisor of 1
s+1 and e−s is 1, and thus, R is a weakly left-

prime matrix by Proposition 2.2 and Corollary 3.31; i.e., M is a torsion-free
(see Corollary 2.5) but not free A-module.

Definition 4.6. Let A be an integral domain and K = Q(A) its field of fractions.
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• A transfer matrix P ∈ Mq×(p−q)(K) admits a left-coprime factorization if
there exists a matrix R = (D : −N) ∈ Mq×p(A), with detD �= 0, such that
P = D−1 N and R has a right-inverse S = (XT : Y T )T ∈Mp×q(A), i.e.,

RS = DX −N Y = Iq.

• A transfer matrix P ∈ Mq×(p−q)(K) admits a right-coprime factorization if

there exists a matrix R̃ = (ÑT : D̃T )T ∈Mp×(p−q)(A), with det D̃ �= 0, such

that P = Ñ D̃−1 and R̃ has a left-inverse S̃ = (−Ỹ : X̃) ∈ M(p−q)×p(A),
i.e.,

S̃ R̃ = −Ỹ Ñ + X̃ D̃ = Ip−q.

Proposition 4.7. Let P = D−1 N = Ñ D̃−1 ∈ Mq×(p−q)(K) be a transfer

matrix, where R = (D : −N) ∈Mq×p(A) and R̃ = (ÑT : D̃T )T ∈Mp×(p−q)(A). Let

us define the A-modules M = Ap/Aq R and M̃ = Ap/Ap−q R̃T . Then, we have
1. P admits a left-coprime factorization iff Aq R is a free A-module of rank q

and M/t(M) = Ap/Aq R is a stably free A-module.

2. P admits a right-coprime factorization iff Ap−q R̃T is a free A-module of rank

p− q and M̃/t(M̃) = Ap/Ap−q R̃T is a stably free A-module.
Proof. 1. ⇒ Let us suppose that P admits a left-coprime factorization of the

form P = D′−1
N ′, where the matrix R′ = (D′ : −N ′) ∈ Mq×p(A) has right-inverse

S′ = (X ′T : Y ′T )T ∈ Mp×q(A). In particular, R′ is weakly left-prime and, by
Lemma 2.6, we have Aq R = Aq R′. Moreover, R′ is a full row rank matrix, and thus,
Aq R′ = Aq R is a free A-module of rank q. We have the exact sequence

0 −→ Aq
.R′
−→ Ap −→M/t(M) = Ap/Aq R −→ 0.(4.5)

Using the fact that R′ has a right-inverse S′, we obtain that (4.5) splits, and thus, we
have Ap ∼= Aq ⊕M/t(M); i.e., M/t(M) is a stably free A-module.
⇐ Let P = D−1 N be such that Aq R is a free A-module of rank q and the A-

module M/t(M) = Ap/Aq R is stably free. Using the fact that Aq R is a free A-module
of rank q, there then exists a weakly left-prime matrix R′ = (D′ : −N ′) ∈ Mq×p(A)

such that Aq R = Aq R′ and P = D′−1
N ′. Then, we have the exact sequence (4.5),

which splits because M/t(M) = Ap/Aq R′ is a stably free A-module, and thus, there

exists S′ = (X ′T : Y ′T )T ∈Mp×q(A) such that D′ X ′−N ′ Y ′ = Iq, i.e., P = D′−1
N ′

is a left-coprime factorization of P . Part 2 can be proved similarly.
Example 4.4. In Example 3.4, we proved that A2 R = A2 R′, where R (resp.,

R′) is defined by (1.6) (resp., (3.17)), is a free A-module of rank 2. Moreover, in
Example 4.1, we proved that M/t(M) = A4/A2 R′ is a stably free A-module. Hence,
from point 1 of Proposition 4.7, we deduce that (3.18) is a left-coprime factorization
of the transfer matrix (1.2). Finally, using S′ obtained in Example 4.1, we obtain




P =

(
e−s
s+1

s−1
s+1

0 1
s−1

)
=

(
1 0

0 s−1
s+1

)−1 ( e−s
s+1

s−1
s+1

0 1
s+1

)
,

(
1 0

0 s−1
s+1

) (
1 −2 (s−1)

(s+1)

0 1

)
−
(

e−s
s+1

s−1
s+1

0 1
s+1

) (
0 0

0 −2

)
= I2.
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Example 4.5. Let us consider the example defined in [49, p. 349]. Let us consider
the integral domain A = R[t0, t1, t2]/(t

2
0+t21+t22−1) of polynomials on the unit sphere

of R
3. Let xi be the class of ti in A. We have A = R[x0, x1, x2] with the relation

x2
0 + x2

1 + x2
2 = 1. It is shown in [20, p. 32] that A is a unique factorization domain

(UFD) [39], and thus, A is a GCDD.
Let us consider P = −(x1/x0 : x2/x0) ∈ M1×2(K) with K = R(x0, x1, x2). We

have P = −x−1
0 (x1 : x2) and, if we define R = (x0 : x1 : x2) ∈ A3, then we have

RRT = 1. Thus, AR = AR is a free A-submodule of rank 1, and M = A3/AR
is a stably free A-module, which proves that P admits a (normalized) left-coprime
factorization. Moreover, we have P = −(x1 : x2) (x−1

0 I2). Let us define the matrix

R̃ =


 −x1 −x2

x0 0
0 x0


 ∈M3×2(A)

and the corresponding A-module M̃ = A3/A2 R̃T . We easily check that Fitt0(M̃) = 0
and Fitt1(M̃) = (x0 x1, x0 x2, x

2
0). Thus, x0 is a greatest common factor of all the

2× 2 minors, which, by Proposition 2.2, proves that R̃T is not weakly left-prime, i.e.,
the A-module M̃ , defined by the equations{ −x1 y0 + x0 y1 = 0,

−x2 y0 + x0 y2 = 0,

has a nonzero torsion submodule. We easily check that z = −x2 y1 + x1 y2, satisfying
x0 z = 0, defines the torsion submodule of M̃ . Therefore, A2 R̃T is not A-closed, and

we have M̃/t(M̃) = A3/A3 R̃′T , where R̃′T is defined by

R̃′T =


 −x1 x0 0
−x2 0 x0

0 −x2 x1


 ∈M3(A).

We have Fitt0(M̃/t(M̃)) = 0 and x2
0, x

2
1, x

2
2 ∈ Fitt1(M̃/t(M̃))⇒ 1 ∈ Fitt1(M̃/t(M̃)),

and thus, by Proposition 4.4, M̃/t(M̃) is a projective A-module of rank 1. However,
a projective module of rank 1 over a UFD is free (see [20, 45]), and thus, M̃/t(M̃) is
a free A-module of rank 1: u = x0 y0 + x1 y1 + x2 y2 is a basis of M̃/t(M̃) because
we have yi = xi u for i = 1, . . . , 3. Thus, we obtain that M̃/t(M̃) ∼= A3 RT ∼= A.

Moreover, by Proposition 2.8, we know that ker .RT = A2 R̃T = A3 R̃′T . However,
it is well known that ker .RT is a stably free but not a free A-module [20, 49]. By
Proposition 4.7, P does not admit a right-coprime factorization.

Corollary 4.8. Let P = D−1 N = Ñ D̃−1 ∈Mq×(p−q)(K) be a transfer matrix,

where R = (D : −N) ∈ Mq×p(A) and R̃ = (ÑT : D̃T )T ∈ Mp×(p−q)(A). Let us

define the A-modules M = Ap/Aq R and M̃ = Ap/Ap−q R̃T . Then, we have

1. P admits a left-coprime factorization iff M̃/t(M̃) = Ap/Ap−q R̃T is a free
A-module of rank q.

2. P admits a right-coprime factorization iff M/t(M) = Ap/Aq R is a free A-
module of rank p− q.

Proof. 1. ⇒ Let us suppose that P admits the left-coprime factorization P =
D′−1

N ′, where R′ = (D′ : −N ′) ∈ Mq×p(A) has a right-inverse S′. Then, Aq R =
Aq R′ is a free A-module of rank q, and thus, M/t(M) = Ap/Aq R′, i.e., we have the
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following exact sequence:

0 −→ Aq
.R′
−→ Ap −→M/t(M) −→ 0.

By Proposition 4.2, this exact sequence splits, and thus, ApR′T ∼= Aq. Finally, by
Proposition 2.8, we now have M̃/t(M̃) ∼= ApR′T ∼= Aq.
⇐ Let us suppose that the A-module M̃/t(M̃) is a free A-module of rank q. t(M̃)

is a torsion A-module, and thus, we have (t(M̃))� = 0. Hence, dualizing the exact
sequence 0 −→ t(M̃) −→ M̃ −→ M̃/t(M̃) −→ 0, we obtain M̃� ∼= (M̃/t(M̃))� ∼= Aq.
By Proposition 2.8, we know that M̃� ∼= ker .R̃ = Aq R, and thus, Aq R is a free A-
module of rank q. Moreover, by Proposition 1.9 of [33], Ap R̃ is a projective A-module
because so is M̃/t(M̃). Thus, the exact sequence 0 −→ ker .R̃ −→ Ap −→ Ap R̃ −→ 0
splits, and we obtain that Ap ∼= Ap R̃⊕ ker .R̃. However, by Proposition 2.8, Ap R̃ ∼=
M/t(M). Thus, we have Ap ∼= M/t(M)⊕Aq; i.e., M/t(M) is a stably-free A-module.
Then, by Proposition 4.7, P admits a left-coprime factorization. Point 2 can be proved
similarly.

Example 4.6. Let us reconsider the system defined in Example 4.5. We proved
that the A-module M̃/t(M̃) is a free A-module of rank 1, and thus, by Corollary 4.8,
P admits a left-coprime factorization. Moreover, it is known that M/t(M) = M is
a stably free but not a free A-module [20, 45], i.e., P does not admit right-coprime
factorizations.

4.2. Doubly coprime factorizations and free modules. The following re-
sult characterizes generalized Bézout identities in terms of free A-modules.

Proposition 4.9. Let M = Ap/Aq R be an A-module defined by a full row rank
matrix R ∈Mq×p(A), i.e., by the following finite free resolution:

0 −→ Aq
.R−→ Ap −→M −→ 0.(4.6)

Then, M is a free A-module iff there exist three matrices R−1, S−1, and S such that
we have the following splitting exact sequence,

0 −→ Aq
.R−→ Ap

.R−1−→ Ap−q −→ 0,
.S←− .S−1←−

(4.7)

or equivalently, iff we have the following generalized Bézout identities:

(i)
(
S R−1

) ( R
S−1

)
= Ip,

(ii)

(
R
S−1

) (
S R−1

)
=

(
Iq 0
0 Ip−q

)
= Ip.

Proof. ⇒ The A-module M is free, and thus, there exists a p × (p − q) matrix
R−1 with entries in A such that the exact sequence (4.6) has the form

0 −→ Aq
.R−→ Ap

.R−1−→ Ap−q −→ 0.

This exact sequence finishes by the free A-module Ap−q, and thus, by Proposition 4.2,
it splits; i.e., there exists a (p− q)× p matrix S−1 such that R−1 S−1 = Ip−q. By the
equivalences of Definition 4.1, we have the Bézout identities (i) and (ii).
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⇐ If we have the splitting exact sequence (4.7) or, equivalently, the Bézout iden-
tities (i) and (ii), then M ∼= ApR−1 = Ap−q, i.e., M is a free A-module of rank
p− q.

Definition 4.10. A transfer matrix P ∈Mq×(p−q)(K) admits a doubly coprime

factorization if there exist (D : −N) ∈ Mq×p(A), (ÑT : D̃T )T ∈ Mp×(p−q)(A),

(XT : Y T )T ∈Mp×q(A), and (−Ỹ : X̃) ∈M(p−q)×p(A) such that

• P = D−1 N = Ñ D̃−1,

• ( D−Ỹ
−N
X̃

) (XY
Ñ
D̃ ) = Ip,

• (XY
Ñ
D̃ ) ( D−Ỹ

−N
X̃

) = Ip.

Theorem 4.11. Let P = D−1 N = Ñ D̃−1, R = (D : −N), R̃ = (ÑT : D̃T )T ,
and the A-modules M = Ap/Aq R and M̃ = Ap/Ap−q R̃T . Then, P admits a doubly
coprime factorization iff M/t(M) and M̃/t(M̃) are free A-modules of rank p − q
and q.

Proof. ⇒ If P admits a doubly coprime factorization, then P admits left and
right-coprime factorizations, and thus, by Proposition 4.8, the A-modules M/t(M)
and M̃/t(M̃) are free A-modules of rank, respectively, p− q and q.
⇐ By Proposition 4.8, there exist a left and a right-coprime factorization of P :

P = D′−1
N ′ = Ñ ′ D̃′−1

,

{
D′ X −N ′ Y = Iq,

−Ỹ ′ Ñ ′ + X̃ ′ D̃′ = Ip−q.

From P = D′−1
N ′ = Ñ ′ D̃′−1

, we deduce that (D′ : −N ′) ( Ñ
′

D̃′ ) = 0. If we take{
X ′ = X + Ñ ′ (Ỹ ′ X − X̃ ′ Y ),

Y ′ = Y + D̃′ (Ỹ ′ X − X̃ ′ Y ),

we can easily check that P = D′−1
N ′ = Ñ ′ D̃′−1

is a doubly coprime factorization:(
D′ −N ′

−Ỹ ′ X̃ ′

) (
X ′ Ñ ′

Y ′ D̃′

)
= Ip,

(
X ′ Ñ ′

Y ′ D̃′

) (
D′ −N ′

−Ỹ ′ X̃ ′

)
= Ip.

Using Proposition 2.8, we obtain the following corollary of Theorem 4.11.
Corollary 4.12. Let P = D−1 N = Ñ D̃−1 ∈ Mq×(p−q)(A) be a transfer

matrix, R = (D : −N) ∈Mq×p(A), and R̃ = (ÑT : D̃T )T ∈Mp×(p−q)(A). Then, P

admits a doubly coprime factorization iff the A-modules Ap R̃ and ApRT are two free
A-modules of rank, respectively, p− q and q.

This corollary was first proved in [44]. We have the following corollary of Propo-
sition 4.12, which was first obtained in [49].

Corollary 4.13. A SISO plant, defined by p = n/d (0 �= d, n ∈ A), admits a
coprime factorization iff the ideal I = (n, d) of A is principal.

Proof. By Proposition 4.12, p = n/d has a coprime factorization iff the A-module
I = A2 RT = (d, n) is free of rank 1, where R = (d : −n) ∈M1×2(A). Using the fact
that A is an integral domain, I is a free A-module iff I is a principal ideal.

The next corollary of Proposition 4.7 was first proved in [49].
Corollary 4.14. If A is a Hermite ring, then every transfer matrix P with

a left-coprime (resp., right-coprime) factorization admits a doubly coprime factoriza-
tion.

Proof. Let P = D−1 N be a left-coprime factorization of the transfer matrix P ,
where R = (D : −N) ∈ Mq×p(A). By Proposition 4.7, the A-module M = Ap/Aq R
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is stably free. Using the fact that A is a Hermite ring, then M is free, and the result
follows directly from Corollary 4.8, and similarly for right-coprime factorizations.

Example 4.7. In Example 4.4, we proved that the transfer matrix P defined
by (1.2) admits a left-coprime factorization. Using the fact that A = H∞(C+) is
a coherent Sylvester domain and, in particular, a Hermite ring, by Corollary 4.14,
we know that P admits a doubly coprime factorization. In fact, we have already
done all the computations to obtain a right-coprime factorization of P . Indeed, we
proved that (3.19) is an exact sequence, and thus it splits. Hence, using the matrices
R−1 = (ÑT : D̃T )T ∈ M4×2(A) and S−1 = (−Ỹ : X̃) ∈ M2×4(A), defined in
Example 3.4, we obtain the following right-coprime factorization of P :



P = Ñ D̃−1 =



(
s−1
s+1

)2
e−s
s+1

1
s+1 0


 (

0 1
s−1
s+1 0

)−1

,

−
(

0 −2
0 0

) 
(
s−1
s+1

)2
e−s
s+1

1
s+1 0


+

(
0 1
1 0

) (
0 1
s−1
s+1 0

)
= I2.

Theorem 4.15 (see [49]). The following assertions are equivalent:
1. every MIMO plant admits doubly coprime factorizations,
2. every SISO plant admits coprime factorizations,
3. A is a Bézout domain.

Proof. 1⇒ 2 is trivial. 2⇒ 3 is given by Lemma 4.13.
3 ⇒ 1. If A is a Bézout domain, then every A-module M = Ap/Aq R, defined

by a full row rank matrix R = (D : −N) ∈ Mq×p(A), is such that M/t(M) is a free
A-module. Moreover, a Bézout domain A is a coherent Sylvester domain, and thus, by
Proposition 3.21, there exists a full row rank matrix R′ = (D′ : −N ′) ∈Mq×p(A) such

that M/t(M) = Ap/Aq R′ and P = D−1 N = D′−1
N ′. Finally, using Proposition 4.9,

we obtain that P admits a doubly coprime factorization.

Conclusion. We hope we have convinced the reader that the reformulation of the
fractional representation approach to analysis problems within the algebraic analysis
framework allows us to obtain some new results. These results will be used in the
second part of this work [33] to obtain necessary and sufficient conditions for internal
stabilizability and to determine the class of rings A over which every plant is internally
stabilizable. For the sake of simplicity, we have treated only the case of integral
domains, but all the results are still valid for general rings: we need only to slightly
change some definitions (e.g., K = Q(A) = {a/b | a ∈ A, b ∈ A \Z(A)}, where Z(A)
is the set of the nonzero divisors of A, t(M) = {m ∈ M | ∃ a ∈ A\Z(A) : am = 0},
etc.).
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Céline. I would like to thank the University of Leeds for its hospitality and, especially,
J. R. Partington and H. G. Dales.



298 A. QUADRAT

REFERENCES
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Cambridge, MA, 1985.
[20] T. Y. Lam, Serre’s Conjecture, Lecture Notes in Math., 635, Springer-Verlag, New York, 1978.
[21] J. J. Loiseau, Algebraic tools for the control and stabilization of time-delay systems, IFAC

Reviews, Annual Reviews in Control, 24 (2000), pp. 135–149.
[22] K. Mori and K. Abe, Feedback stabilization over commutative rings: Further study of

coordinate-free approach, SIAM J. Control Optim., 39 (2001), pp. 1952–1973.
[23] W. S. McVoy and L. A. Rubel, Coherence of some rings of functions, J. Funct. Anal., 21

(1976), pp. 76–87.
[24] D. G. McRae, Homological dimensions of finitely presented modules, Math. Scand., 28 (1971),

pp. 70–76.
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Abstract. In this second part of the paper [A. Quadrat, SIAM J. Control Optim., 40 (2003),
pp. 266–299], we show how to reformulate the fractional representation approach to synthesis prob-
lems within an algebraic analysis framework. In terms of modules, we give necessary and suffi-
cient conditions for internal stabilizability. Moreover, we characterize all the integral domains A
of SISO stable plants such that every MIMO plant—defined by means of a transfer matrix whose
entries belong to the quotient field K = Q(A) of A—is internally stabilizable. Finally, we show
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Introduction. Using the algebraic analysis viewpoint of the fractional represen-
tation approach to analysis and synthesis problems [5, 28, 29], developed in the first
part of the paper [17], we give necessary and sufficient conditions for internal stabiliz-
ability. Moreover, using these results, we prove that every multi-input multi-output
(MIMO) plant—defined by means of a transfer matrix P = D−1 N = Ñ D̃−1, where
R = (D : −N) and R̃ = (ÑT : D̃T )T are matrices whose entries belong to an integral
domain A of single input single output (SISO) stable plants—is internally stabiliz-
able iff A is a Prüfer domain [6, 23]. From the fact that the intersection between
coherent Sylvester domains (see [17] for more details) and Prüfer domains are just
Bézout domains, we also recover the result of Vidyasagar [29]: every MIMO plant
admits doubly coprime factorizations iff A is a Bézout domain. Hence, if the algebra
A is a Prüfer domain but not a Bézout domain, there exist plants which are inter-
nally stabilizable but fail to admit doubly coprime factorizations. Therefore, it is not
possible to parametrize all their stabilizing controllers by means of the Youla–Kučera
parametrization [4, 28]. These results allow us to explain the counterexamples exhib-
ited in [1, 12]. We prove that, over a projective-free domain A (e.g., H∞(C+), RH∞),
every stabilizable system admits doubly coprime factorizations. Finally, we show that
the previous results allow us to recover, on the one hand, the results of [25] and, on

∗Received by the editors November 15, 1999; accepted for publication (in revised form) November
4, 2002; published electronically April 17, 2003. This work was supported by grant HPMF-CT-1999-
00095 during my stay at the University of Leeds.

http://www.siam.org/journals/sicon/42-1/41713.html
†INRIA Sophia Antipolis, CAFE project, 2004 Route des Lucioles, BP 93, 06902 Sophia Antipolis

cedex, France (Alban.Quadrat@sophia.inria.fr).

300



INTERNAL STABILIZATION 301
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Fig. 1. Closed-loop.

the other hand, the ones developed in [12, 13, 24, 26, 27, 28, 29]. We refer to [17] for
the development of the algebraic analysis approach used in this second part, as well
as for some results that will be continually used in what follows.

Notation. In the course of the text, A denotes a commutative integral domain
(a b = 0, a �= 0 ⇒ b = 0) with a unit, Mq×p(A) (resp., Mp(A)), the set of q× p (resp.,
p × p) matrices with entries in A and Ip the identity matrix. If R ∈ Mq×p(A), then
RT is the transposed matrix. By convention, every vector with entries in A is a row
vector. The positive integers p, q ∈ Z+ will always satisfy p ≥ q. If M and N are
two A-modules, then M ∼= N means that M and N are isomorphic as A-modules,
homA(M,N) is the A-module of the A-morphisms (i.e., A-linear maps) from M to
N , and M∗ = homA(M,A). Finally, (a1, . . . , an) denotes the ideal Aa1 + · · ·+Aan
and � means “by definition.”

1. Closed-loop systems. Let A be an algebra of SISO stable systems which
forms an integral domain and letK = Q(A) be its field of fractions. Let us consider the
closed-loop formed by a plant P ∈ Mq×(p−q)(K) and a controller C ∈ M(p−q)×q(K)
as it is shown in Figure 1. The equations of the closed-loop are


e1 = u1 + P e2,
e2 = u2 + C e1,
y1 = e2 − u2,
y2 = e1 − u1.

(1.1)

Definition 1.1 (see [5, 28, 29]). The plant P ∈ Mq×(p−q)(K) is internally
stabilizable if there exists a controller C ∈ M(p−q)×q(K) such that all the entries of
the following transfer matrix

H(P,C) =

(
Iq −P
−C Ip−q

)−1

=

(
(Iq − P C)−1 (Iq − P C)−1 P
C (Iq − P C)−1 Ip−q + C (Iq − P C)−1 P

)
(1.2)

are stable, i.e., H(P,C) ∈ Mp(A).
Let us write P and C in the form P = Dp

−1 Np and C = Dc
−1 Nc, where

Rp = (Dp : −Np) ∈ Mq×p(A) and Rc = (−Nc : Dc) ∈ M(p−q)×p(A). Thus, we have

(1.1) ⇔



Dp e1 −Np e2 −Dp u1 = 0,
−Nc e1 +Dc e2 −Dc u2 = 0,
y1 − e2 + u2 = 0,
y2 − e1 + u1 = 0.

(1.3)

Let us define the matrices

R =

(
Dp −Np −Dp 0
−Nc Dc 0 −Dc

)
∈ Mp×2p(A)
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and

Rs =




Dp −Np −Dp 0 0 0
−Nc Dc 0 −Dc 0 0
0 −Ip−q 0 Ip−q Ip−q 0

−Iq 0 Iq 0 0 Iq


 ∈ M2p×3p(A),

as well as the following A-modules

Mp = Ap/Aq Rp,
Mc = Ap/Ap−q Rc,
M = A2p/ApR,
Ms = A3p/A2pRs.

Lemma 1.2. We have Ms = M ∼= Mp ⊕Mc, and thus

Ms/t(Ms) = M/t(M) ∼= Mp/t(Mp)⊕Mc/t(Mc),(1.4)

or equivalently

A3p/A2pRs = A2p/ApR ∼= Ap/Aq Rp ⊕Ap/Ap−q Rc,

where, for instance, ApR is the A-closure of ApR in A2p (see [17] for more details).
Proof. We have the following equality:

(
Dp −Np −Dp 0
−Nc Dc 0 −Dc

) 


0 0 Iq 0
0 Ip−q 0 0

−Iq 0 Iq 0
0 Ip−q 0 −Ip−q




=

(
Dp −Np 0 0
0 0 −Nc Dc

)
.

The second matrix in the left-hand side of the previous equality is unimodular, and
thus, invertible. Let us denote this matrix by U . Then, from the previous equality,
i.e., RU = Rp ⊕Rc, we obtain the following commutative exact diagram:

0 0
↓ ↓

0 −→ Ap
.R−→ A2p π−→ M −→ 0

↓ .Ip ↓ .U
0 −→ Ap

. (Rp⊕Rc)−→ A2p
π′ −→ Mp ⊕Mc −→ 0.

↓ ↓
0 0

From the previous commutative exact diagram, we deduce that there exists an iso-
morphism φ : M → Mp ⊕ Mc, defined by φ(m) = π′(z U), where z ∈ A2p is such
that π(z) = m, and thus, M ∼= Mp ⊕ Mc. Moreover, using the equations which
define the A-module Ms, we can easily check that Ms = M . Finally, using the fact
that Ms = M ∼= Mp ⊕ Mc, we obtain t(Ms) = t(M) ∼= t(Mp) ⊕ t(Mc), and thus,
M/t(M) ∼= Mp/t(Mp)⊕Mc/t(Mc).
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2. Internal stabilization: A particular case. We refer the reader to [17] for
the definition of a weakly left/right/doubly coprime factorization.

Theorem 2.1. Let P = D−1
p Np and C = D−1

c Nc be two weakly left-coprime fac-
torizations, i.e., Rp = (Dp : −Np) ∈ Mq×p(A) and Rc = (−Nc : Dc) ∈ M(p−q)×p(A)
are weakly left-prime matrices. Then, P = D−1

p Np is internally stabilized by the
controller C = D−1

c Nc iff

(
Rp
Rc

)−1

∈ Mp(A), i.e.,

(
Rp
Rc

)
∈ GLp(A).(2.1)

The same result also holds for weakly right-coprime factorizations.
Proof. ⇒ By hypothesis, Rp and Rc are two weakly left-prime matrices, and thus,

by Corollary 2.5 of [17], the A-modules Mp = Ap/Aq Rp and Mc = Ap/Ap−q Rc are
torsion-free. Thus, t(M) ∼= t(Mp⊕Mc) ∼= t(Mp)⊕ t(Mc) = 0, i.e., M is a torsion-free
A-module. Then, by Corollary 2.5 of [17], R is weakly left-prime. Now, the fact that
C internally stabilizes P implies (see Definition 1.1)

H(P,C) =

(
Iq −P
−C Ip−q

)−1

=

(
Rp
Rc

)−1(
Dp 0
0 Dc

)
∈ Mp(A).

Therefore, we have(
Rp
Rc

)−1

R =

(
Rp
Rc

)−1 (
Rp −Dp 0
Rc 0 −Dc

)

=

(
Ip −

(
Rp
Rc

)−1(
Dp 0
0 Dc

) )
∈ Mp×2p(A).

Finally, using the fact that R is a weakly left-prime full row rank matrix, we obtain
(2.1) (see [17] for more details).

⇐ We have

(2.1) ⇒
(
Rp
Rc

)−1(
Dp 0
0 Dc

)
=

(
Iq −P
−C Ip−q

)−1

∈ Mp(A),

i.e., the controller C = D−1
c Nc internally stabilizes the plant P = D−1

p Np.
Corollary 2.2. Let P = D−1

p Np ∈ Mq×(p−q)(K) be a weakly left-coprime
factorization of P . Then, P is internally stabilized by a controller C ∈ M(p−q)×q(K)
which admits a weakly left-coprime factorization C = D−1

c Nc iff P admits a doubly
coprime factorization. The same result also holds for a stabilizable plant P admitting
a weakly right-coprime factorization.

Proof. ⇒ Let us suppose that the plant P = D−1
p Np is internally stabilized by a

controller C = D−1
c Nc and Rp and Rc are two weakly left-prime matrices. Then, by

Theorem 2.1, we have (2.1). Let us note

(
Rp
Rc

)−1

=

(
U1 V1

U2 V2

)
∈ Mp(A).

Then, we have the following Bézout identities:(
Dp −Np
−Nc Dc

) (
U1 V1

U2 V2

)
= Ip,

(
U1 V1

U2 V2

) (
Dp −Np
−Nc Dc

)
= Ip.(2.2)
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In particular, we have(
Dp −Np
0 Ip−q

) (
U1 V1

U2 V2

)
=

(
Iq 0
U2 V2

)
⇒ detDp det

(
U1 V1

U2 V2

)
= detV2,

and, using the fact that the second matrix is unimodular and detDp �= 0, we obtain
that detV2 �= 0. Finally, from (2.2), we deduce


Dp V1 −Np V2 = 0,
Dp U1 −Np U2 = Iq,
−Nc V1 +Dc V2 = Ip−q,

which shows that P = D−1
p Np = V1 V

−1
2 is a doubly coprime factorization of P .

⇐ If P = D−1
p Np = Ñp D̃p

−1
is a doubly coprime factorization of P , then

there exist Bézout identities of the form (2.2). Thus, Rp = (Dp : −Np) ∈ Mq×p(A)
can be complemented into (RTp : RTc )

T ∈ GLp(A), with Rc ∈ M(p−q)×p(A). The
complement Rc = (−Nc : Dc) to Rp into a unimodular matrix (RTp : RTc )

T is not
uniquely defined (see Corollary 6.1 on the Youla–Kučera parametrization) and we
can choose Dc ∈ Mp−q(A) such that detDc �= 0. Finally, Rc admits a right-inverse,
i.e., C = D−1

c Nc is in particular a weakly left-coprime factorization. Finally, by
Theorem 2.1, C = D−1

c Nc internally stabilizes P .
The next corollary generalizes a result obtained by Smith for H∞(C+) [25].
Corollary 2.3. If A is a coherent Sylvester domain (e.g., A = H∞(C+),

RH∞, Bézout domains), then P ∈ Mq×(p−q)(K) is internally stabilizable iff P admits
a doubly coprime factorization.

Proof. By Theorem 3.24 of [17], every transfer matrix whose entries belong to
K = Q(A) admits a weakly doubly coprime factorization. Then, the result follows
directly from Corollary 2.2.

3. Internal stabilization: The general case. In the previous section, we
have obtained some results on internal stabilization in the particular case where the
transfer matrices admit weakly left- or right-coprime factorizations. In this section,
we give some necessary and sufficient conditions for internal stabilizability without
any assumption on the transfer matrices.

Lemma 3.1. Let P = D−1
p Np ∈ Mq×(p−q)(K) (resp., C = D−1

c Nc ∈ M(p−q)×q(K))
be a plant (resp., a controller). If C internally stabilizes P , then the A-modules
Mp = Ap/Aq Rp and Mc = Ap/Ap−q Rc, where Rp = (Dp : −Np) ∈ Mq×p(A),
Rc = (−Nc : Dc) ∈ M(p−q)×p(A), satisfy

Mp/t(Mp)⊕Mc/t(Mc) ∼= Ap,

i.e., Mp/t(Mp) = Ap/Aq Rp and Mc/t(Mc) = Ap/Ap−q Rc are projective A-modules.
Proof. By hypothesis, P is internally stabilized by C, and thus, we have

H(P, C) =

(
Iq −P
−C Ip−q

)−1

=

(
Rp
Rc

)−1(
Dp 0
0 Dc

)
= N ∈ Mp(A).

Let us define the following A-modules M = A2p/ApR and M ′ = A2p/Ap (Ip : −N).
By Lemma 2.6 of [17], we have ApR = Ap (Ip : −N) because Ap (Ip : −N) is an
A-closed submodule of A2p, and thus, we have

M/t(M) = A2p/ApR = A2p/Ap (Ip : −N) = M ′.
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Moreover, it is easy to see that the A-module M ′ is free of rank p and thus, that we
have M/t(M) ∼= Ap. Finally, using (1.4), we obtain

M/t(M) ∼= Mp/t(Mp)⊕Mc/t(Mc) ∼= Ap,

which shows thatMp/t(Mp) = Ap/Aq Rp andMc/t(Mc) = Ap/Ap−q Rc are projective
A-modules.

Theorem 3.2. A plant P = D−1
p Np ∈ Mq×(p−q)(K) is internally stabilizable iff

Mp/t(Mp) = Ap/Aq Rp is a projective A-module, with Rp = (Dp : −Np) ∈ Mq×p(A)
and Mp = Ap/Aq Rp.

Proof. ⇒ It was proved in Lemma 3.1.
⇐ Let Mp/t(Mp) be a projective A-module. We have the following commutative

exact diagram:

0
↓

0 0 t(Mp)
↓ ↓ ↓

0 −→ Aq
.Rp−→ Ap

π−→ Mp −→ 0
↓ κ ‖ ↓ π′

0 −→ kerφ −→ Ap
φ−→ Mp/t(Mp) −→ 0,

↓ ↓ ↓
cokerκ 0 0

↓
0

(3.1)

where φ = π′ ◦ π and κ : Aq → kerφ is induced by id : Ap → Ap and π′ : Mp →
Mp/t(Mp). The fact that Mp/t(Mp) is a projective A-module implies that the exact
sequence

0 −→ kerφ −→ Ap
φ−→ Mp/t(Mp) −→ 0(3.2)

splits (see [17]), and thus, Ap ∼= Mp/t(Mp)⊕kerφ, i.e., kerφ is a projective A-module.
The fact that kerφ is a projective A-module is equivalent to the existence of a

family {a1, . . . , am} of elements of A satisfying [3, 23]:
1. The ideal (a1, . . . , am) is equal to A, i.e., ∃ xi ∈ A :

∑m
i=1 xi ai = 1.

2. If Sai = {1, ai, a2
i , . . . } is the multiplicative set defined by ai, then S−1

ai kerφ
is a free S−1

ai A-module (see [17]).
By Proposition 1.10 of [17], we obtain the exact sequence of S−1

ai A-modules:

0 −→ S−1
ai (kerφ) −→ (S−1

ai A)p
S−1
ai
φ−→ S−1

ai (Mp/t(Mp)) −→ 0.(3.3)

The fact that t(Mp) is a torsion A-module implies that K⊗A t(Mp) = 0 (see (1.10) of
[17]), and thus, rankA(t(Mp)) = dimK(K ⊗A t(Mp)) = 0 (see [17] for more details).
Applying Proposition 1.10 of [17] to the exact sequence

0 −→ t(Mp) −→ Mp −→ Mp/t(Mp) −→ 0,

we obtain rankA(Mp/t(Mp)) = rankA(Mp) − rankA(t(Mp)) = p − q. Applying again
Proposition 1.10 of [17] to the exact sequence (3.2), we obtain

rankA(kerφ) = p− rankA(Mp/t(Mp)) = p− (p− q) = q.(3.4)



306 A. QUADRAT

If we note S−1
ai A = Ai, then S−1

ai kerφ is a free Ai-module of rank q. Taking a basis
of S−1

ai kerφ ∼= Aqi , there exists a matrix Ri ∈ Mq×p(Ai) such that (3.3) becomes

0 −→ Aqi
.Ri−→ Api −→ S−1

ai (Mp/t(Mp)) −→ 0.

By hypothesis, Mp/t(Mp) is a projective A-module, and thus, S−1
ai (Mp/t(Mp)) is also

a projective Ai-module [3, 23]. Hence, using Proposition 4.2 of [17], the previous
exact sequence splits, and thus there exists Si ∈ Mp×q(Ai) such that

Ri Si = Iq.(3.5)

Let us note Rp = (Dp : −Np) ∈ Mq×p(A) and Ri = (Di : −Ni) ∈ Mq×p(Ai).
First, we prove that P = D−1

p Np = D−1
i Ni. By localization of (3.1) with respect to

Sai , we obtain the commutative exact diagram (S−1
ai A is a flat A-module [17])

0
↓

0 0 S−1
ai t(Mp)

↓ ↓ ↓
0 −→ Aqi

.Rp−→ Api −→ S−1
ai Mp −→ 0

↓ .R′′
i ‖ ↓

0 −→ Aqi
.Ri−→ Api −→ S−1

ai (Mp/t(Mp)) −→ 0,
↓ ↓ ↓

Aqi /A
q
i R

′′
i 0 0

↓
0

where R′′
i ∈ Mq(Ai) corresponds to S−1

ai κ : Aqi → S−1
ai kerφ ∼= Aqi . Hence, we have

Rp = R′′
i Ri, i.e.,

(Dp : −Np) = R′′
i (Di : −Ni),(3.6)

where R′′
i ∈ Mq(Ai) has full rank and S−1

ai t(Mp) ∼= Aqi /A
q
i R

′′
i . Hence, we have

P = D−1
p Np = (R′′

i Di)
−1(R′′

i Ni) = D−1
i Ni.

Cleaning the denominators of each Ri and Si = (XT
i : Y Ti )T , there exists αi ∈ Z+

such that all the entries of the matrix aαii SiRi are in A. If α = max1≤i≤m αi, then

aαi SiRi = aαi

(
XiDi −XiNi
YiDi −YiNi

)
∈ Mp(A), i = 1, . . . ,m.(3.7)

Using the fact that (a1, . . . , am) = A, then there exists a family {b1, . . . , bm} of
elements of A such that

∑m
i=1 bi a

α
i = 1. Therefore, we have

Dp = R′′
i Di ⇒ Dp =

m∑
i=1

bi a
α
i Dp =

m∑
i=1

bi a
α
i R

′′
i Di,(3.8)

Np = R′′
i Ni ⇒ Np =

m∑
i=1

bi a
α
i Np =

m∑
i=1

bi a
α
i R

′′
i Ni.(3.9)
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If we define S =
∑m
i=1 bi a

α
i SiDi, then we have

S =


( m∑

i=1

bi a
α
i XiDi

)T
:

(
m∑
i=1

bi a
α
i YiDi

)T
T

.

We claim that the controller C ∈ Mq×(p−q)(K), defined by

C =

(
m∑
i=1

bi a
α
i YiDi

)(
m∑
i=1

bi a
α
i XiDi

)−1

,

internally stabilizes the plant P ; i.e., we have(
Iq −P
−C Ip−q

)−1

=

(
(Iq − PC)−1 (Iq − PC)−1P
C(Iq − PC)−1 Ip−q + C(Iq − PC)−1P

)
∈ Mp(A).

We easily check that

Iq − PC

= Iq −D−1
p Np (

∑m
i=1 bi a

α
i YiDi) (

∑m
i=1 bi a

α
i XiDi)

−1

= D−1
p [Dp (

∑m
i=1 bi a

α
i XiDi)−Np (

∑m
i=1 bi a

α
i YiDi)] (

∑m
i=1 bi a

α
i XiDi)

−1

= D−1
p [
∑m
i=1 bi a

α
i (DpXi −Np Yi)Di] (

∑m
i=1 bi a

α
i XiDi)

−1

= D−1
p [
∑m
i=1 bi a

α
i R′′

i (DiXi −Ni Yi)Di] (
∑m
i=1 bi a

α
i XiDi)

−1
(by (3.6))

= D−1
p [
∑m
i=1 bi a

α
i R′′

i Di] (
∑m
i=1 bi a

α
i XiDi)

−1
(by (3.5))

= D−1
p Dp (

∑m
i=1 bi a

α
i XiDi)

−1
(by (3.8))

= (
∑m
i=1 bi a

α
i XiDi)

−1

⇒ (Iq − PC)−1 =
∑m
i=1 bi a

α
i XiDi ∈ Mq(A),

⇒ C(Iq − PC)−1 =
∑m
i=1 bi a

α
i YiDi ∈ M(p−q)×q(A),

⇒ (Iq − PC)−1P =
∑m
i=1 bi a

α
i XiNi ∈ Mq×(p−q)(A),

⇒ Ip−q + C(I − PC)−1P = Ip−q +
∑m
i=1 bi a

α
i YiNi ∈ Mp−q(A).

Remark 3.1. Let us note that the proof of Theorem 3.2 seems to be dual to
the one given in [13]. The duality between the approach developed in [26], using
the A-modules ApRT and Ap R̃T , and the one developed here, using the A-modules

Ap/Aq R and Ap/Ap−q R̃T , will be explained in Proposition 3.4 (see also Proposition
2.8 of [17]). We refer the reader to [20] for another proof of Theorem 3.2 and where
it is shown that

C ′ =

(
m∑
i=1

bia
α
i YiR

′′−1
i

)(
m∑
i=1

bia
α
i XiR

′′−1
i

)−1

is also a stabilizing controller of P .
Example 3.1. Let A = H∞(C+) and let us consider the following transfer matrix:

P =

(
e−s
s−1 a

b 1
s−1

)
∈ M2(K),(3.10)
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where a, b ∈ A. The A-system (see [17]) which corresponds to P is defined by


(s−1)
(s+1) y1 − e−s

(s+1) u1 − a (s−1)
(s+1) u2 = 0,

(s−1)
(s+1) y2 − b (s−1)

(s+1) u1 − 1
(s+1) u2 = 0,

i.e., Rz = 0, where z = (y1 : y2 : u1 : u2)
T and R is the matrix defined by

R =

(
s−1
s+1 0 − e−s

s+1 −a (s−1)
(s+1)

0 s−1
s+1 −b (s−1)

(s+1) − 1
s+1

)
∈ M2×4(A).(3.11)

Let us check whether or not the A-module M = A4/A2 R is projective. We have
Fitt0(M) = 0, Fitt1(M) = 0, and

Fitt2(M) =

((
s−1
s+1

)2

, (s−1)
(s+1)2 ,

e−s
(s+1)2 ,

(s−1) e−s

(s+1)2

)
.

Then, we have 

(
s−1
s+1

)2

+ 2 (s−1)
(s+1)2 = s−1

s+1 ∈ Fitt2(M),

(s−1) e−s

(s+1)2 + 2 e−s
(s+1)2 = e−s

s+1 ∈ Fitt2(M).

Moreover,

(
s−1
s+1

) (
1 + 2

(
1−e−(s−1)

s−1

))
+ 2 e

(
e−s
s+1

)
= 1 ∈ Fitt2(M) ⇒ Fitt2(M) = A,

(3.12)

and thus, by Proposition 4.4 of [17], M is a projective A-module of rank 2. Thus,
by Theorem 3.2, P is internally stabilizable. Let us find a controller C using the
construction given in the proof of Theorem 3.2. First, let us notice that the fact
that M = A4/A2 R is a projective A-module implies that M/t(M) = M = A4/A2 R.
Second, from (3.12), with the notations of the proof of Theorem 3.2, we have


a1 = s−1

s+1 ∈ Fitt2(M),

a2 = e−s
s+1 ∈ Fitt2(M),

b1 = 1 + 2 (1−e−(s−1))
(s−1) ∈ A,

b2 = 2 e ∈ A.

In A s−1
s+1

, we have the following right-inverse S s−1
s+1

of R s−1
s+1

= R:

(
s−1
s+1 0 − e−s

s+1 −a (s−1)
(s+1)

0 s−1
s+1 −b (s−1)

(s+1) − 1
s+1

)
s+1
s−1 0

0 s+1
s−1

0 0
0 0


 =

(
1 0
0 1

)
.

In A e−s
s+1

, we have the following right-inverse S e−s
s+1

of R e−s
s+1

= R:

(
s−1
s+1 0 − e−s

s+1 −a (s−1)
(s+1)

0 s−1
s+1 −b (s−1)

(s+1) − 1
s+1

)
0 −2 a

−b (s+1)
e−s 1

− (s+1)
e−s 0
0 −2


 =

(
1 0
0 1

)
.
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Hence, S is defined by

S=


 (s−1)

(s+1)

(
1 + 2 (1−e−(s−1))

(s−1)

)
s+1
s−1 0

0 s+1
s−1

0 0
0 0


+ e−s

(s+1) 2 e




0 −2 a

−b (s+1)
e−s 1

− (s+1)
e−s 0
0 −2






(s−1)
(s+1) I2

= (s−1)
(s+1)




1 + 2 (1−e−(s−1))
(s−1) −4 a e−(s−1)

s+1

−2 e b 1 + 2 (1−e−(s−1))
(s−1) + 2 e

−(s−1)

(s+1)

−2 e 0

0 −4 e−(s−1)

s+1


 .

Then, a stabilizing controller C of P is defined by

C =

(
−2 e 0

0 −4 e−(s−1)

s+1

)1 + 2 (1−e−(s−1))
(s−1) −4 a e−(s−1)

(s+1)

−2 e b 1 + 2 (1−e−(s−1))
(s−1) + 2 e

−(s−1)

(s+1)




−1

.

Remark 3.2. Dually to Theorem 3.2, P = Ñp D̃
−1
p ∈ Mq×(p−q)(K) is inter-

nally stabilized by C = X̃−1
c Ỹc ∈ M(p−q)×q(K) iff M̃p = Ap/Ap−q R̃p

T
is such that

M̃p/t(M̃p) is a projective A-module, with R̃p
T

= (ÑT
p : D̃T

p )
T ∈ Mp×(p−q)(A). In

order to shorten the paper, we let the readers check this result themselves. (We can
use the fact that C internally stabilizes P iff CT internally stabilizes PT .)

Corollary 3.3. If P = D−1
p Np ∈ Mq×(p−q)(K) is a weakly left-coprime fac-

torization of P , then P is internally stabilizable iff the A-module Mp = Ap/Aq Rp
is stably free, i.e., iff P = D1

pNp is a left-coprime factorization of P . Moreover, a
stabilizing controller C of P has the form

C = YcX
−1
c ,

where S = (XT
c : Y Tc )T ∈ Mp×q(A) is a right inverse of Rp, i.e., DpXc−Np Yc = Iq.

Proof. ⇒ If P = D−1
p Np is internally stabilizable, then, by Theorem 3.2, the

A-module Ap/Aq Rp is a projective A-module, where Rp = (Dp : −Np) ∈ Mq×p(A).
Using the fact that P = D−1

p Np is a weakly left-coprime factorization of P , then, by

Lemma 2.6 and Theorem 2.11 of [17], we have Aq Rp = Aq Rp. Thus, the A-module
Mp = Ap/Aq Rp is projective and, using the fact that Mp is a projective A-module

and Rp is a full row rank matrix, the exact sequence 0 −→ Aq
.Rp−→ Ap −→ Mp −→ 0

splits [3, 23]. Thus, we have Mp ⊕Aq ∼= Ap, i.e., Mp is a stably free A-module.
⇐ Let us suppose that Mp is a stably free A-module. In particular, Mp =

Mp/t(Mp) is a stably free A-module, and thus, by Theorem 3.2, P is internally sta-
bilizable.

Moreover, we have the exact sequence 0 −→ Aq
.Rp−→ Ap −→ Mp −→ 0. Using

the fact that Mp is a stably free A-module, then this exact sequence splits, i.e., there
exists S = (XT

c : Y Tc )T ∈ Mp×q(A) such that Rp S = Iq. We check that C = YcX
−1
c

is a stabilizing controller of P = D−1
p Np by computing (1.2) [29]. (We can also

use the construction of the stabilizing controller given in the proof of Theorem 3.2:
kerφ = Aq, C = (YcDp) (XcDp)

−1 = Yc ·X−1
c .)
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Example 3.2. Let us reconsider the transfer matrix P defined by (3.10). In
Example 3.1, we proved that the A = H∞(C+)-module M = A4/A2 R, where R is
defined by (3.11), is projective. Let us check whether or not the A-moduleM is stably
free. The A-module T (M) = A2/A4 RT is defined by the following equations:



(s−1)
(s+1) λ1 = 0,

(s−1)
(s+1) λ2 = 0,

− e−s
(s+1) λ1 − b (s−1)

(s+1) λ2 = 0,

−a (s−1)
(s+1) λ1 − 1

(s+1) λ2 = 0.

(3.13)

If we denote by µ = (µ1 : µ2 : µ3 : µ4)
T the second member of (3.13), we have{

λ1 = (1 + 2 (1−e−(s−1))
(s−1) )µ1 − 2 e b µ2 − 2 e µ3,

λ2 = −2 aµ1 + µ2 − 2µ4,

which proves that, from (3.13), we can deduce λ1 = λ2 = 0, i.e., T (M) = 0, and thus,
by 2 of Proposition 4.2 of [17], M is a stably free A-module. Moreover, a right-inverse
S of R, i.e., RS = I2, is defined by

S =



1 + 2 (1−e−(s−1))

(s−1) −2 a

−2 e b 1
−2 e 0
0 −2


 .(3.14)

Thus, a stabilizing controller C of P is defined by

C =

(−2 e 0
0 −2

)(
1 + 2 (1−e−(s−1))

(s−1) −2 a

−2 e b 1

)−1

.

The next example shows a situation where Corollary 3.3 cannot be used to con-
struct a stabilizing controller for a plant.

Example 3.3. Let us consider the ring A = R[t0, t1]/(t
2
0 + t21 − 1) of polynomials

on the unit circle and xi the class of ti in A. We have A = R[x0, x1] with the relation
x2

0 + x2
1 = 1. Let 0 �= a, b ∈ R be such that a2 + b2 = 1 and let us consider

p = (b− x1)/(x0 − a) ∈ K = Q(A).(3.15)

It is easy to check that R = (x0 − a : x1 − b) ∈ M1×2(A) is not weakly left-prime:(
x0+a
x1−b

)
(x0 − a : x1 − b) = (−(x1 + b) : x0 + a) ∈ A � (x0 + a)/(x1 − b) ∈ A.

Therefore, by Corollary 2.5 of [17], the A-module M = A2/AR is not torsion-free.
We can show that the torsion submodule t(M) of M is generated by

z = (x1 + b) y − (x0 + a)u,

which satisfies (x1 − b) z = 0. In particular, M is not a free A-module, a fact that
implies that there do not exist r and s in A such that (b− x1) s− (x0 + a) r = 1, i.e.,
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p does not admit a coprime factorization. Moreover, we have M/t(M) = A2/A2 R′,
where R′ is defined by

R′ =
(
x0 − a x1 − b
x1 + b −x0 − a

)
∈ M2(A)(3.16)

and we easily check that{
Fitt0(M/t(M)) = (−x2

0 + a2 − x2
1 + b2) = 0,

Fitt1(M/t(M)) = (x0 − a, x0 + a, x1 − b, x1 + b).

Moreover, we have

(x0 + a)/2 a− (x0 − a)/2 a = 1 ∈ Fitt1(M/t(M)) ⇒ Fitt1(M/t(M)) = A.(3.17)

Thus, by Proposition 4.4 of [17], we obtain that M/t(M) is a projective A-module
of rank 1 and, then, by Theorem 3.2, p is internally stabilizable. Hence, we are in a
situation where Corollary 3.3 cannot be used to determine a stabilizing controller of p
because p does not admit any weakly coprime factorization. (AR = A2 R′ and A2 R′

is not a free A-module.)
We show how to construct a stabilizing controller c for p by following the explicit

construction given in the proof of Theorem 3.2. Using the fact M/t(M) = A2/A2 R′,
we obtain that kerφ defined by (3.2) satisfies kerφ = A2 R′, where

A2 R′ = {λ1 (x0 − a : x1 − b) + λ2 (x1 + b : −(x0 + a)) | λ1, λ2 ∈ A}.
Let α = (x0 − a : x1 − b) and β = (x1 + b : −(x0 + a)). We have the relations{

(x0 + a)α+ (x1 − b)β = 0,
(x1 + b)α− (x0 − a)β = 0.

Ax0+a ⊗A kerφ is a free Ax0+a-module generated by β because we have

α = −[(x1 − b)/(x0 + a)]β.

Thus, we have Ax0+a⊗A (M/t(M)) = A2
x0+a/Ax0+a (x1 + b : −(x0 +a)) and we have


− (x1−b)

(x0+a)
(x1 + b : −(x0 + a)) = (x0 − a : x1 − b) ⇒ R′′

x0+a = − (x1−b)
(x0+a)

,

(x1 + b : −(x0 + a))

(
0
−1
x0+a

)
= 1.

Ax0−a ⊗A kerφ is a free Ax0−a-module generated by α because we have

β = [(x1 + b)/(x0 − a)]α.

Thus, we have Ax0−a ⊗A (M/t(M)) = A2
x0−a/Ax0−a (x0 − a : x1 − b), and


(x0 − a : x1 − b) = (x0 − a : x1 − b) ⇒ R′′

x0−a = 1,

(x0 − a : x1 − b)

(
1

x0−a
0

)
= 1.

Hence, from (3.17), we obtain

S = (x0+a)
2 a


 0

−1

x0 + a


 (x1 + b)− (x0−a)

2 a


 1

x0 − a
0


 (x0 − a) = − 1

2 a

(
x0 − a
x1 + b

)
,
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and thus, the controller defined by

c =
(
− (x1+b)

2 a

)
/
(
− (x0−a)

2 a

)
= (x1+b)

(x0−a)

internally stabilizes p. We can easily check that we have

(
1 −p
−c 1

)−1

= − 1

2 a

(
x0 − a −x1 + b
x1 + b x0 − a

)
∈ M2(A).

Remark 3.3. Let us notice that Corollary 2.3 also follows from Corollary 3.3: If
A satisfies the conditions of Corollary 2.3, then, by Corollary 3.22 of [17], there exists

a weakly left-prime matrix R′
p = (D′

p : −N ′
p) ∈ Mq×p(A) such that P = D′

p
−1

N ′
p.

By Corollary 3.3, P is internally stabilizable iff P admits a left-coprime factorization,
i.e. the A-module M ′

p = Ap/Aq R′
p is a stably free A-module (see Proposition 4.7 of

[17]). Using the fact that A is a projective-free ring, and thus, a Hermite ring, then
M ′
p is a free A-module and, by Proposition 4.9 of [17], P is internally stabilizable iff

P admits a doubly coprime factorization.
Proposition 3.4. Let R ∈ Mq×p(A) and M = Ap/Aq R be an A-module. Then,

M/t(M) = Ap/Aq R is a projective A-module iff ApRT is a projective A-module.
Proof. ⇒ Let M/t(M) be a projective A-module. We have the commutative

exact diagram

0 0
↓ ↓

kerκ 0 t(M)
↓ ↓ ↓

0 −→ ker .R −→ Aq
.R−→ Ap

π−→ M −→ 0
↓ κ ‖ ↓ π′

0 −→ kerφ −→ Ap
φ−→ M/t(M) −→ 0,

↓ ↓ ↓
cokerκ 0 0

↓
0

(3.18)

where φ = π′ ◦ π and κ : Aq → kerφ is induced by id : Ap → Ap and π′ :
M → M/t(M). Thus, by the snake lemma [3, 23], we obtain kerκ ∼= ker .R and
cokerκ ∼= t(M). M/t(M) is a projective A-module, and thus, the last horizontal
exact sequence splits and Ap ∼= kerφ ⊕ M/t(M). Then, kerφ is a finitely gener-
ated projective A-module. Therefore, its dual (kerφ)� � homA(kerφ,A) is also a
projective A-module [3, 23]. Dualizing the previous diagram and using the fact that
t(M)� � homA(t(M), A) = 0, we obtain the following commutative exact diagram:

0 0
↑ ↑

0 ←− ApRT
.RT←− Ap ←− M� ←− 0

‖ ↑
0 ←− (kerφ)� ←− Ap ←− (M/t(M))� ←− 0.

↑ ↑
0 0
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Hence, we deduce that ApRT ∼= (kerφ)�, and thus, ApRT is a projective A-module.
⇒ Let ApRT be a projective A-module. Then, the exact sequence

0 ←− ApRT
.RT←− Ap ←− M� ←− 0

splits, and thus, we have Ap ∼= ApRT ⊕M�, which implies that M� � homA(M,A) is
a finitely generated projective A-module, and thus, M�� is also a projective A-module
[3, 23]. Moreover, using the fact that M� is a finitely generated A-module, then M�

has a finite free resolution [3], and thus, T (M) = Aq/ApRT has a finite free resolution:

0 ←− T (M) ←− Aq
.RT←− Ap

.RT−1←− An
.RT−2←− Am

.RT−3←− . . . .

Dualizing this exact sequence, we obtain the following complex:

0 −→ Aq
.R−→ Ap

.R−1−→ An
.R−2−→ Am

.R−3−→ . . . .

Therefore, we have the following exact sequence (see [3] for more details):

0 −→ ext1A(T (M), A) −→ M −→ ker .R−2 −→ ext2A(T (M), A) −→ 0.

Moreover, we have the exact sequence 0 ←− M� ←− An
.RT−2←− Am, which gives by

duality the exact sequence 0 −→ M�� −→ An
.R−2−→ Am, from which we deduce that

ker .R−2 = M��. Hence, we obtain the following exact sequence [14]:

0 −→ ext1A(T (M), A) −→ M
ε−→ M�� −→ ext2A(T (M), A) −→ 0.

We have ext2A(T (M), A) ∼= ext1A(A
pRT , A) = 0 because ApRT is a projective A-

module [3, 23]. Using the fact that M is a finitely presented A-module, we have the
following commutative exact diagram (see [14] for more explanations):

0
↓

0 0 0 t(M)
↓ ↓ ↓ ↓

0 −→ homA(T (M), A) −→ Aq .R−→ Ap −→ M −→ 0
↓ ↓ ↓ ↓

0 −→ homA(T (M),K) −→ Kq .R−→ Kp −→ K ⊗A M −→ 0
↓ ↓ ↓ ↓

0 −→ homA(T (M),K/A) −→ (K/A)q −→ (K/A)p −→ (K/A) ⊗A M −→ 0,
↓ ↓ ↓ ↓

ext1A(T (M), A) 0 0 0
↓

ext1A(T (M),K) = 0

where ext1A(T (M),K) = 0 because K is an injective A-module [3]. Thus, a chase
in the diagram shows that ext1A(T (M), A) ∼= t(M). Finally, using the fact that
ext1A(T (M), A) ∼= t(M), we have M/t(M) ∼= M��. The result follows from the fact
that M�� is projective, and thus, so is M/t(M) = Ap/Aq R.

Using Theorem 3.2 and Proposition 3.4, we obtain the following corollary.
Corollary 3.5 (see [26]). The system P = D−1 N ∈ Mq×(p−q)(K) is internally

stabilizable iff the A-module ApRT is projective, where R = (D : −N) ∈ Mq×p(A).
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From Corollary 3.5, we deduce the next result. We refer to [20] for more details
and a direct proof of this result.

Corollary 3.6. The system P = D−1 N ∈ Mq×(p−q)(K) is internally stabiliz-
able iff there exists S = (XT : Y T )T ∈ Mp×q(K) such that

1. S R =
(
XD −XN
Y D −Y N

)
∈ Mp(A),

2. RS = DX −N Y = Iq,
where R = (D : −N) ∈ Mq×p(A). Then, C = Y X−1 internally stabilizes P.

Proposition 3.7. Let P = (P1 +P2) ∈ Mq×(p−q)(K) be a transfer matrix where
P1 ∈ Mq×(p−q)(A) is the stable part of P and P2 ∈ Mq×(p−q)(K) the instable one.
Then, we have the following results:

(1) P is internally stabilizable iff P2 is internally stabilizable.
(2) If P2 = D−1

2 N2 admits a left-coprime factorization and S2 = (XT
2 : Y T2 )T is

a right-inverse of R2 = (D2 : −N2) ∈ Mq×p(A), then a stabilizing controller
of P is given by C = C2 (Iq + P1 C2)

−1, where C2 = Y2 X
−1
2 is a stabilizing

controller of P2. A similar result exists if P2 admits a right-coprime factor-
ization.

Proof. (1) Let us suppose that P2 = D−1
2 N2 is a fractional representation of

P2 where R2 = (D2 : −N2) ∈ Mq×p(A). Then, P has the following fractional
representation: P = D−1

2 (D2 P1 +N2) with R = (D2 : −(D2 P1 +N2)) ∈ Mq×p(A).
Let M = Ap/Aq R and M2 = Ap/Aq R2; then we have to prove that the A-module
M/t(M) is projective iff M2/t(M2) is projective or, equivalently by Proposition 3.4,
that the A-module Aq RT is projective iff Aq RT2 is also projective. But, we have
trivially Aq RT = Aq RT2 .

(2) The A-module T (M2) = Aq/ApRT2 is defined by the following equations:{
DT

2 λ = 0,
−(NT

2 + PT1 DT
2 )λ = 0.

Putting a second member µ = (µT1 : µT2 )
T in the previous equations and using the

fact that S2 is a right-inverse of R2, we obtain λ = (XT
2 + Y T2 PT1 )µ1 + Y T2 µ2, i.e.,

S = ((X2 + P1 Y2)
T : Y T2 )T is a right-inverse of R. Therefore, by Corollary 3.3,

C = Y2 (X2 + P1 Y2)
−1 = Y2 ((I + P1 Y2 X

−1
2 )X2)

−1

= Y2 X
−1
2 (I + P1 (Y2 X

−1
2 ))−1 = C2 (I + P1 C2)

−1

is a stabilizing controller of P .
Proposition 3.8. A system of the form P ∈ M1×(p−1)(K) is internally stabiliz-

able iff one of the following assertions is satisfied:
• The ideal I = (a1, . . . , ap) is invertible [22, 23], namely we have

I (A : I) �
{

n∑
i=1

ai bi | ai ∈ I, bi ∈ (A : I)

}
= A,(3.19)

where (A : I) = {k ∈ K = Q(A) | (k) I ⊆ A} is a fractional ideal of A
and P = d−1 N , 0 �= d ∈ A, N ∈ M1×(p−1)(A), a1 = d, and ai = Ni for
2 ≤ i ≤ p.

• For i = 1, . . . , p, there exist xi ∈ K = Q(A) such that{ ∑p
i=1 ai xi = 1,

ai xj ∈ A, i, j = 1, . . . , p.
(3.20)
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Then, the inverse I−1 � A : I of I is defined by I−1 = (x1, . . . , xp) and

C = − (x2/x1 : . . . : xp/x1)
T ∈ M(p−1)×1(K)(3.21)

internally stabilizes P .
Proof. By Theorem 3.2, a plant defined by P = d−1 N ∈ M1×(p−1)(K) is inter-

nally stabilizable iff the A-module M = Ap/AR is such that the A-module M/t(M)
is projective, where R = (d : −N) = (a1 : . . . : ap) ∈ M1×p(A). ApRT is the ideal
I = (a1, . . . , ap) of A. Thus, by Proposition 3.4, M/t(M) is a projective A-module
iff the ideal I = (a1, . . . , ap) is also a projective A-module. Using the fact that I �= 0,
then I is a projective A-module iff I is an invertible ideal, i.e., I (A : I) = A [2, 22, 23].
Finally, (3.20) is just (3.19) written in terms of equations (see [23]).

4. Internal stabilization of SISO plants. The following corollary of Propo-
sition 3.8 gives a characterization of internal stabilization for SISO plants.

Corollary 4.1. A SISO plant, defined by p = n/d (0 �= d, n ∈ A), is internally
stabilizable iff one of the following equivalent assertions is satisfied:

• The ideal I = (n, d) is invertible, i.e., we have

I (A : I) = A,(4.1)

where A : I = {k ∈ K = Q(A) | k n, k d ∈ A} is a fractional ideal of A.
• There exist x, y ∈ K = Q(A) such that{

d x− n y = 1,
d x, n x, d y, n y ∈ A.

(4.2)

Then, I−1 = A : I = (x, y) and c = y/x internally stabilizes p = n/d.
Remark 4.1. We can also check Corollary 4.1 by computing(

1 −n/d
−y/x 1

)−1

=
1

(d x− n y)

(
d x nx
d y d x

)
∈ M2(A),

because d x− n y = 1 and d x, n x, d y ∈ A. We refer to [16, 19] for more characteri-
zations of stabilization problems of SISO plants in terms of fractional ideals.

Example 4.1. Let us consider the ring A = R[t0, t1]/(t
2
0 + t21 − 1) of polynomials

on the unit circle S1. Let xi be the class of ti in R1 and let us reconsider

p = (b− x1)/(x0 − a) ∈ K = Q(A), where a2 + b2 = 1, 0 �= a, b ∈ R.

Let us define the ideal I = (b− x1, x0 − a) of A; then, using the fact that

(x0 − a) (x0 + a) = (b− x1) (b+ x1),

we have A : I = (1, (x0 + a)/(b− x1)) and(−1
2a

)
(x0 − a)−

(
− x0+a

2a(b−x1)

)
(b− x1) = 1 ∈ I (A : I) ⇒ I (A : I) = A.

Thus, c = (x0+a)/(b−x1) = (x1+b)/(x0−a) internally stabilizes p = (b−x1)/(x0−a).
Example 4.2. Let us consider p = (1 + i

√
5)/2 [1]. Let us define the ideal

I = (2, 1 + i
√
5) of A = Z[i

√
5]. Using the fact that 6 = 2× 3 = (1− i

√
5)(1 + i

√
5),

we obtain that A : I =
(
1, (1− i

√
5)/2

)
. Moreover, we have

(−1) 2−
(
− 1−i√5

2

)
(1 + i

√
5) = 1 ∈ I (A : I) ⇒ I (A : I) = A,
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and thus, c = (1− i
√
5)/2 is a stabilizing controller of the plant p = (1 + i

√
5)/2.

Lemma 4.2 (see [15]). Let I = (n, d) be an ideal of A such that d �= 0; then we
have

I (A : I) = (d : n) + (n : d),

where (a : b) � {c ∈ A | c b ∈ (a)} for all a, b ∈ A [24].
Proof. Let us prove that (d : n) + (n : d) ⊆ I (A : I). Let us choose an element

a ∈ (d : n) = {b ∈ A | ∃ k ∈ A : b n = k d}; then we have{
(a/d)n = k ∈ A,
(a/d) d = a ∈ A,

⇒ (a/d) ∈ (A : I), d ∈ I ⇒ a = d (a/d) ∈ I (A : I).

Similarly, we prove that b/n ∈ (A : I), and using the fact that n ∈ I, we obtain that
b = n (b/n) ∈ I (A : I). Finally, any element c ∈ (d : n) + (n : d) can be written as
c = a+ b with a ∈ (d : n) and b ∈ (n : d), and thus, c = d (a/d) + n (b/n) ∈ I (A : I),
which proves the first inclusion. Second, let us prove that I (A : I) ⊆ (d : n)+(n : d).
Any element c ∈ I (A : I) can be written as

c =

(
l∑
i=1

ai xi

)
n+


 m∑
j=1

bj xj


 d,

where ai, bj ∈ A and xi ∈ K is such that xi n ∈ A and xi d ∈ A. We have

d (
∑l
i=1 ai xi n) = (

∑l
i=1 ai xi d)n ∈ (n) because

∑l
i=1 ai xi d ∈ A. In a similar way,

we have n (
∑m
j=1 bj xj d) = (

∑m
j=1 bj xj n) d ∈ (d), and thus, c ∈ (d : n) + (n : d),

which concludes the proof.
Using Lemma 4.2, we have the following corollary of Proposition 4.1.
Corollary 4.3 (see [24]). A SISO plant, defined by p = n/d (0 �= d, n ∈ A), is

internally stabilizable iff (d : n) + (n : d) = A.

5. Characterization of the classes of internal stabilizable plants. The
following proposition characterizes the integral domains A of SISO stable plants over
which every plant is internally stabilizable. We refer to section 3.2 of [17] for the
definition of a Prüfer domain.

Proposition 5.1 (see [6, 23]). An integral domain A is a Prüfer domain iff
every finitely generated torsion-free A-module M is projective.

Theorem 5.2 (see [15]). We have the equivalences:
1. every MIMO plant is internally stabilizable,
2. every SISO plant is internally stabilizable,
3. A is a Prüfer domain.

Proof. 1 ⇒ 2 follows from the fact that MIMO plants contain SISO plants.
2 ⇒ 3 Let us suppose that every SISO system, defined by p = n/d, is internally

stabilizable. Then, R = (d : −n) ∈ M1×2(A) has full row rank. By Theorem 3.2,
the A-module M = A2/AR is such that M/t(M) is a projective A-module. But,
A2 RT = (n, d) is the ideal of A defined by n and 0 �= d. By Proposition 3.4, M/t(M)
is a projective A-module iff I = (n, d) is a projective A-module. Hence, every ideal I,
generated by two elements n and 0 �= d of A, is a projective A-module, a result which
is equivalent to the fact that A is a Prüfer domain (see Lemma 3 of [9]).

3 ⇒ 1 Let us note K = Q(A) and P = D−1 N ∈ Mq×(p−q)(K). Let us define the
A-module M = Ap/Aq R, where R = (D : −N) ∈ Mq×p(A). By hypothesis, A is a
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Prüfer domain, and thus, by Proposition 5.1, the torsion-free A-module M/t(M) is
projective. Finally, by Theorem 3.2, P is internally stabilizable.

Example 5.1. We have the following examples of Prüfer domains.
• The domain of entire functions E(k) is a Bézout domain (k = R,C) [8], and
thus, a Prüfer domain [17]. So is E = R(s)[e−s] ∩ E(R) [11] and RH∞ [29].

• The integral closure of Z into a finite extension of Q is a Dedekind domain,
and thus, a Prüfer domain (see section 3.2 of [17] for more details). For
instance, the integral closure of Z in Q(i

√
5) is the Dedekind domain Z[i

√
5].

• If A is a one-dimensional Noetherian domain, K is its field of fractions, and L
is a finite algebraic extension field of K, then the integral closure of A in L is
a Dedekind domain, and thus, a Prüfer domain. In particular, a nonsingular
algebraic surface defines a Dedekind affine domain. For instance, the ring
R[t0, t1]/(t

2
0 + t21 − 1) of polynomials on the unit circle is a Dedekind domain.

• IfX is an affine irreducible nonsingular real algebraic variety of dimensionm+
1 and Y is any subset of X, then the ring HY (X) of rational functions on X,
which are locally bounded on Y (i.e., for all y ∈ Y , there exist a neighborhood
V(y) and a positive real number M(y) such that |n(x)/d(x)| ≤ M(y) for all
x ∈ V(y)\ (d−1(0)y), is a Prüfer domain and every finitely generated ideal
of HY (X) is generated by m + 1 elements [10]. More generally, the ring
of meromorphic bounded Nash functions on a Nash submanifold of R

m is a
Prüfer domain [10].

• The integral domain A = {P ∈ Q[x] | P (Z) ⊆ Z} of Z-valued polynomials in
Q[x] is a Prüfer domain [6].

6. Youla–Kučera parametrization of the stabilizing controllers. The ma-
trices S and S−1 defined in Proposition 4.9 of [17] are defined up to an arbitrary matrix
which corresponds to the free parameter in the Youla–Kučera parametrization [4, 29].

Corollary 6.1. With the same hypothesis as in Proposition 4.9 of [17], we have
the following splitting exact sequence:

0 −→ Aq
.R−→ Ap

.R−1−→ Ap−q −→ 0,
.S(Q)←− .S−1(Q)←−

(6.1)

with {
S−1(Q) = S−1 +Q R,
S(Q) = S −R−1 Q,

(6.2)

where R−1, S, and S−1 are defined in Proposition 4.9 of [17] and Q ∈ M(p−q)×q(A).
This is equivalent to the following two Bézout identities:

(1)
(
S(Q) R−1

) (
R

S−1(Q)

)
= Ip,

(2)
(

R
S−1(Q)

) (
S(Q) R−1

)
=
(
Iq 0
0 Ip−q

)
= Ip.

Proof. We have the following relations which prove the identities (1) and (2):
• S(Q) R+R−1 S−1(Q) = S R+R−1 S−1 = Ip,
• R S(Q) = R S = Iq,
• S−1(Q) R−1 = S−1 R−1 = Ip−q,
•

S−1(Q) S(Q) = S−1 S − S−1 R−1 Q+Q R S −Q R R−1 Q = Q−Q

= 0.
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Corollary 6.2. Let P ∈ Mq×(p−q)(K) be a transfer matrix which admits a dou-
bly coprime factorization. Then, all the stabilizing controllers of P are parametrized
by means of the Youla–Kučera parametrization

C(Q) = Y (Q)X(Q)−1 = X̃(Q)−1 Ỹ (Q),

where Q ∈ M(p−q)×q(A) is a free parameter such that detX(Q) �= 0, det X̃(Q) �= 0,

and S1(Q) = (−Ỹ (Q) : X̃(Q)) and S(Q) = (X(Q)T : Y (Q)T )T are defined by (6.2).
Example 6.1. In Example 4.3 of [17], we proved that the A = H∞(C+)-module

M = A2/AR, with R = ( s−1
s+1 : e−s

s+1 ) ∈ M1×2(A), is projective and thus free because
A is a coherent Sylvester domain (see Corollary 3.31 of [17]). Few computations lead
to the following Bézout identity (q ∈ A):


s−1
s+1 − e−s

s+1

2 e+ (s−1)
(s+1) q 1 + 2 (1−e−(s−1))

(s−1) − e−s
(s+1) q




1 + 2 (1−e−(s−1))

(s−1) − e−s
(s+1) q

e−s
s+1

−2 e− (s−1)
(s+1) q

s−1
s+1


=I2.

Thus, all the stabilizing controllers of p = e−s/(s− 1) are parametrized by

c(q) =
−(2 e+ (s−1)

(s+1) q)

1 + 2 (1−e−(s−1))
(s−1) − e−s

(s+1) q
, q ∈ A.

Theorem 6.3. If A is a projective-free domain, then every internally stabiliz-
able plant, defined by a transfer matrix P with entries in K = Q(A), admits doubly
coprime factorizations and all the stabilizing controllers of a stabilizable plant can be
parametrized by means of the Youla–Kučera parametrization.

Proof. Using Theorem 3.2 and the exact sequence (3.2), we obtain thatMp/t(Mp)
and kerφ are two projective A-modules. Using the fact that A is a projective-free
ring, we obtain that Mp/t(Mp) and kerφ are two free A-modules. From (3.4), we
obtain that kerφ ∼= Aq, and thus, we have the following exact sequence:

0 −→ Aq
.R′
−→ Ap −→ Mp/t(Mp) −→ 0,

with R′ ∈ Mq×p(A). Using (3.1), we obtain that there exists a full rank matrix
R′′ ∈ Mq(A) such that R = R′′R′, i.e., (D : −N) = R′′ (D′ : −N ′), and thus

P = D−1 N = (R′′D′)−1 (R′′N ′) = D′−1
N ′.

Therefore, by Proposition 4.9 of [17] and Corollary 6.1, the plant P admits doubly
coprime factorizations and all the stabilizing controllers of P are parametrized by the
Youla–Kučera parametrization.

Corollary 6.4 (see [25]). If A = H∞(C+), then a plant is internally stabilizable
iff it admits a doubly coprime factorization.

Example 6.2. The ring A = R[t0, t1](t
2
0+t21−1) (resp., A = Z[i

√
5]) is a Dedekind

domain which is not a principal ideal domain: The ideal I = (x0 − a, −x1 + b) (resp.,
I = (2, 1 + i

√
5)) is not a principal ideal [22]. By Corollary 4.13 of [17], it is not

possible to parametrize all the stabilizing controllers of p = (b− x1)/(x0 − a) (resp.,
p = (1 + i

√
5)/2) by means of the Youla–Kučera parametrization.

It is possible to obtain a parametrization of all the stabilizing controllers which
generalizes the Youla–Kučera parametrization for a stabilizable plant which does not
admit doubly coprime factorizations. We refer the reader to [19, 20] for more details.
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Proposition 6.5. The intersection between the sets of coherent Sylvester do-
mains and Prüfer domains is exactly the set of Bézout domains.

Proof. ⇒ If A is a Prüfer domain, then every ideal I = (d, n), generated by two
elements 0 �= d and n of A, is invertible [9]. Using the fact that A is also a coherent
Sylvester domain, and thus, a greatest common divisor domain (see Corollary 3.20 of
[17]), then I−1 = (1, 1/[d, n]), where [d, n] denotes the greatest common divisor of d
and n, and thus, we have

I I−1 = (d/[d, n], n/[d, n]) = A ⇒ ∃ x, y ∈ A : d x+ n y = [d, n],

which proves that I is a principal ideal of A, and thus, A is a Bézout domain.
⇐ By definition, a Bézout domain is a Prüfer and a coherent Sylvester

domain.

Conclusion. We hope we have convinced the reader that the algebraic analysis
framework developed in this paper allows us to generalize some results on internal
stabilization and to obtain new ones. Due to a lack of space, it was not possible to
develop here the strong and the simultaneous stabilization problems [29]. We refer the
reader to [16, 18] for a description of a canonical form, based on the concept of stable
range, that certain stabilizing controllers possess. This canonical form allows us to
show that, over a ring A of SISO stable plants of stable range 1 (e.g., A = H∞(C+)),
every plant which admits a doubly coprime factorization is strongly stabilizable (i.e.,
stabilized by means of a stable controller). We also refer the reader to [19, 20] for
other results on synthesis problems using fractional ideal and lattice approaches. In
particular, a new parametrization of the stabilizing controllers for plants which do
not admit doubly coprime factorizations is obtained. Moreover, in this paper the
concept of class group C(A) and the group K0(A) of nontrivial isomorphism classes
of projective A-modules [22] are introduced. The computations of these groups allow
us to check whether or not every internally stabilizable plant admits a doubly coprime
factorization (e.g., C(R[t0, t1]/(t

2
0 + t21 − 1)) ∼= Z/2Z �= 0 and C(Z[i√5]) ∼= Z/2Z �= 0

[22] showing that there exist internal stabilizable plants which do not admit a doubly
coprime factorization). Finally, in [21], from the algebraic analysis point of view,
we show how to recover the operator-theoretic approach developed in [7] (graphs,
domains, unbounded operators, etc.) and to obtain new results.
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Abstract. The main objective of this paper is to consider time-varying linear systems within
the framework of the inclusion principle. Starting from general definitions, conditions are derived
for a dynamic system to include a dynamic system of smaller dimension. Particular attention is
paid to restriction and aggregation, the most important special cases of inclusion. It is proved, using
geometric arguments within the general time-varying context, that any inclusion relationship on a
given time-interval can be decomposed into a sequence of restriction-aggregation pairs. Connections
between inclusion and zero-state equivalence are discussed. The paper also presents a formulation of
the contractibility (expandability) conditions for time-varying state-feedback controllers.

Key words. time-varying linear dynamic systems, inclusion principle, restriction, aggregation,
composition, zero-state equivalence, controller contractibility

AMS subject classifications. 93C05, 93C15, 93B17, 93B27

PII. S0363012901390609

1. Introduction. In modeling of large dynamic systems, it is desirable to end
up with a model which is small enough to be manageable and yet one that represents
salient features of the original system. A mathematical framework for comparing
dynamic systems of different dimensions has been offered by the inclusion principle.
The interesting part of motions of the original large-scale system is reproduced by
the smaller one; that is, the solution space (and, perhaps, performance indices) of the
smaller system are included in the solution space (and indices) of the original large
system.

Alternatively, a system may be expanded into a larger space in order for over-
lapping systems, which share common parts, to become disjoint. The expansion-
contraction process in control engineering is attractive because we can use well-
established design methods for decentralized control of disjoint subsystems in the
expanded space and, subsequently, contract the design for implementation in the
original space.

The expansion-contraction process, which served as a foundation for the inclu-
sion principle, was introduced in [28] within the concept of reliable control involving
overlapping multiple controller systems. A formal definition of the principle was pre-
sented in [17, 18] using the fundamental geometric arguments [37]. At present, there
are generalizations and applications of the inclusion principle in a wide variety of the-
oretical and practical situations involving model-reduction, time-delay, discrete-time,
nonlinear, and large dynamic systems. (For a survey of these areas, see [29, 30].)
More recent developments present new results concerning optimal control [13], paral-
lel computations [27, 7], inclusion of dynamic controllers and observers [12, 32, 35],
stochastic inclusion [21, 33], expert systems [9], hybrid systems [15], and choice of
complementary matrices in dynamic inclusions [3, 4]. Recent applications of the prin-
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ciple are in a wide variety of decentralized control problems in mechanical systems [2],
electric power systems [33], platoons of vehicles [34], and large segmented telescope
[22].

Almost all of the existing results within the inclusion principle paradigm are
concerned with the time-invariant dynamic systems. Exceptions are the papers [17]
and [10], where the problem of time-varying inclusion was constrained to the time-
invariant expansion-contraction framework, without the full generality that can be
provided by a natural use of time-varying transformations.

In this paper a general treatment of the inclusion principle applied to linear
continuous-time time-varying dynamic systems is presented. Starting from a formu-
lation of the inclusion principle for time-varying systems, necessary and sufficient
inclusion conditions are given in terms of the functions characterizing systems un-
der time-varying input/state/output expansion-contraction relationships. A set of
conditions, involving time-varying matrices of the basic state models, is derived and
compared to the time-invariant case.

We focus our attention on the input/state/output restrictions and aggregations for
time-varying systems. Fundamental properties of a variety of the proposed restriction-
aggregation types are made evident through a specific state-space realization of the
expanded system. A special emphasis is on the composition property. It is proved that
any input/state/output inclusion on a given time-interval can be decomposed into
a sequence of time-varying input/state/output aggregation and input/state/output
restriction pairs. The proof of the theorem provides an insight into some fundamental
aspects of the inclusion of time-varying systems.

Connections between the zero-state equivalence of time-varying systems and the
inclusion principle are also discussed. The results presented in [18] are extended to the
time-varying case, demonstrating that the inclusion of dynamic time-varying systems
can be regarded as an extension of the equivalent transformation that does not require
preservation of dimensionality.

A definition of state-feedback contractibility (expandability) is also presented.
Diverse restriction-aggregation types are considered, together with the conditions en-
suring inclusion of the resulting closed-loop systems. Examples, related to both ex-
pansion and contraction of the state feedback, indicate some possible applications of
the inclusion concept for time-varying systems.

2. Inclusion principle for time-varying systems. Consider a pair of linear
time-varying dynamic systems

S: ẋ(t) = A(t)x(t) + B(t)u(t) (x(t0) = x0), y(t) = C(t)x(t),(1)

S̃: ˙̃x(t) = Ã(t)x̃(t) + B̃(t)ũ(t) (x̃(t0) = x̃0), ỹ(t) = C̃(t)x̃(t),(2)

where x ∈ X , u ∈ U , and y ∈ Y are n-, m-, and l-vectors and x̃ ∈ X̃ , ũ ∈ Ũ , and
ỹ ∈ Ỹ are ñ-, m̃-, and l̃-vectors, respectively, satisfying n ≤ ñ, m ≤ m̃, and l ≤ l̃.
For t ≥ t0, the input functions u[t0,t]: [t0, t] → U and ũ[t0,t]: [t0, t] → Ũ belong to

the sets of piecewise continuous functions Uf and Ũf , respectively. The elements of

the matrices in S = (A(t), B(t), C(t)) and S̃ = (Ã(t), B̃(t), C̃(t)) are assumed to be
piecewise continuous functions of t. Denote by x(t; t0, x0, u[t0,t]) and x̃(t; t0, x̃0, ũ[t0,t])
the unique solutions of (1) and (2) for the initial time t0, initial states x0 and x̃0, and
fixed control functions u[t0,t] ∈ Uf and ũ[t0,t] ∈ Ũf , respectively.

It is assumed further that the inputs, states, and outputs of S and S̃ are related by
linear time-varying expansion-contraction transformations defined by the monomor-
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phisms V (t): X → X̃ , R(t): U → Ũ , and T (t): Y → Ỹ and the epimorphisms U(t):
X̃ → X , Q(t): Ũ → U , and S(t): Ỹ → Y so that x̃(t) = V (t)x(t) or x(t) = U(t)x̃(t),
ũ(t) = R(t)u(t) or u(t) = Q(t)ũ(t), and ỹ(t) = T (t)y(t) or y(t) = S(t)ỹ(t). We also
assume that U(t) = V (t)L, Q(t) = R(t)L, and S(t) = T (t)L, where the superscript L
denotes the left inverse, and that the elements of U(t), V (t), Q(t), R(t), S(t), and T (t)
are piecewise continuous functions of t.

Definition 2.1. The system S̃ includes the system S on [ta, tb], that is, S ⊂ S̃
(S̃ is an expansion of S and, vice versa, S is a contraction of S̃), if there exists a
quadruplet of full rank matrices (U(t), V (t), R(t), S(t)) such that, for any t0 ∈ [ta, tb]
and any x0 ∈ X and u[t0,t] ∈ Uf , the choice x̃0 = V (t0)x0 and ũ(t) = R(t)u(t) implies
x(t; t0, x0, u[t0,t]) = U(t)x̃(t; t0, x̃0, ũ[t0,t]) and y[x(t)] = S(t)ỹ[x̃(t)] for all t ∈ [t0, tb],
t ≥ t0.

In order to obtain compact formulations, we shall introduce two ordered pairs of
variables, composed of the independent variables in the above expansion-contraction
relationships between the variables in S and S̃. The first pair, P1, corresponds to the
pairs of variables (x0, x̃0) and (u, ũ) that can be chosen exogenously, irrespective of
the system dynamics, while the second, P2, corresponds to the pairs (x, x̃) and (y, ỹ),
reflecting the system behavior. For example, P1 = {x0, ũ} stands for x̃0 = V (t0)x0

and u(t) = Q(t)ũ(t), P1 = {x̃0, u} for x0 = U(t0)x̃0 and ũ(t) = R(t)u(t), P2 = {x̃, y}
for x(t) = U(t)x̃(t) and ỹ(t) = T (t)y(t), etc. Using the pairs P1 and P2, we introduce
the form P1 ⇒ P2 as a shorthand notation for different types of inclusion in the
sense of Definition 2.1. In such a way, P1 ⇒ P2, where, for example, P1 = {x0, u}
and P2 = {x̃, y}, written also directly as {x0, u} ⇒ {x̃, y}, will be given the following
meaning: conditions x̃0 = V (t0)x0 and ũ(t) = R(t)u(t) imply that, for any x0 ∈ X and
any u[t0,t] ∈ Uf , x̃(t; t0, x̃0, ũ[t0,t]) = V (t)x(t; t0, x0, u[t0,t]) and y[x(t)] = S(t)ỹ[x̃(t)],
t ≥ t0. Definition 2.1 can now be reformulated as follows.

Definition 2.2. S ⊂ S̃ on [ta, tb] if ∃(U(t), V (t), R(t), S(t)) {x0, u} ⇒ {x̃, ỹ}
for all t0, t ∈ [ta, tb].

Definitions 2.1 and 2.2 provide a generalization of the approach presented in [17],
where only time-invariant state contractions-expansions for time-varying systems have
been considered.

Denote by Φ(t, τ) and Φ̃(t, τ) the transition matrices of S and S̃, respectively, and
by ψ(t) = Φ(t, 0) and ψ̃(t) = Φ̃(t, 0) the correspondingWronskians [23]. Introduce also
ν(t) = ψ̃(t)−1V (t)ψ(t), µ(t) = ψ(t)−1U(t)ψ̃(t), b(t) = ψ(t)−1B(t), b̃(t) = ψ̃(t)−1B̃(t),
c(t) = C(t)ψ(t), and c̃(t) = C̃(t)ψ̃(t); obviously, maps ν(t) and µ(t) are monic and
epic, respectively [23, 25].

Inclusion conditions expressed in terms of the properties of S and S̃ can be for-
mulated as follows.

Theorem 2.3. S ⊂ S̃ on [ta, tb] iff for all t0, t, τ ∈ [ta, tb], t0 ≤ τ ≤ t,

µ(t)ν(t0) = I, b(τ) = µ(t)b̃(τ)R(τ), c(t) = S(t)c̃(t)ν(t0),

c(t)b(τ) = S(t)c̃(t)b̃(τ)R(τ).
(3)

Proof. According to Definition 2.1, condition x(t) = U(t)x̃(t) is equivalent to

Φ(t, t0)x0 +

∫ t

t0

Φ(t, τ)B(τ)u(τ)dτ

= U(t)Φ̃(t, t0)V (t0)x0 + U(t)

∫ t

t0

Φ̃(t, τ)B̃(τ)R(τ)u(τ)dτ,

(4)
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whence Φ(t, t0) = U(t)Φ̃(t, t0)V (t0) or µ(t)ν(t0) = I, and

Φ(t, τ)B(τ) = U(t)Φ̃(t, τ)B̃(τ)R(τ) ⇔ b(τ) = µ(t)b̃(τ)R(τ).(5)

The remaining relations in (3) are obtained in a similar way. Hence we have the
result.

Example 2.4. The purpose of this simple example is to illustrate a wide area of
diverse relationships between two linear dynamic systems which can be described by
using time-varying expansions-contractions.

Let, for all t, t0 ∈ [ta, tb], t ≥ t0,

S: ẋ = (sin t)x + 2u (x(t0) = x0), y = x;(6)

that is, in terms of (1), A(t) = sin t, B(t) = 2, and C(t) = 1. Let V (t)T = [1 1
2 sin t].

It is easy to verify that

Ã(t)V (t)− V (t) sin t = V̇ (t),(7)

where

Ã(t) =

[
0 2

1
2 cos t sin t

]
.

Let ψ(t) and ψ̃(t) denote Wronskians of the homogeneous differential equations ẋ =
(sin t)x and ˙̃x = Ã(t)x̃, x̃T = (x̃1, x̃2). After multiplying (7) by ψ̃(t)−1 from the
left and by ψ(t) from the right, one obtains (according to the definition of ν(t)) that
ν̇(t) = 0 or ν(t) = ν(ta) for all t ∈ [ta, tb]. If µ(t) is any left inverse of ν(t), which
obviously exists for all ν(t), one obtains µ(t)ν(ta) = 1, that is, the first relation
in (3). Notice that the corresponding state map U(t) can always be found from
U(t) = ψ(t)µ(t)ψ̃(t)−1, according to the definition of µ(t).

Similarly, if for all τ ∈ [ta, tb]

B̃(τ) =

[
2

sin τ

]
= V (τ)B(τ) = 2V (τ),

after multiplying both sides by ψ̃(t)ψ̃(τ)−1 (t ≥ τ) and noticing that the condition
ν(t) = ν(τ) is equivalent to V (t)ψ(t)ψ(τ)−1 = ψ̃(t)ψ̃(τ)−1, one gets that ν(t)b(τ) =
b̃(τ), which implies b(τ) = µ(t)b̃(τ), the second relation in (3) (assuming that R(t) =
1).

The third and fourth relations in (3) are verifiable analogously if one assumes
that S(t) = 1 and

C(t) = 1 = [1 0]V (t) = C̃(t)V (t).

Consequently, the system

S̃: ˙̃x =

[
0 2

1
2 cos t sin t

]
x̃ +

[
2

sin t

]
u (x̃(t0) = x̃0), y = [1 0]x̃(8)

includes S given by (6) in the sense of Theorem 2.3.
Notice that (7) does not have a time-invariant solution for V (t) (satisfying V̇ (t) =

0).
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The definitions of the matrix functions ν(t), µ(t), b(t), b̃(t), c(t), and c̃(t) involve
the transition matrices of both S and S̃, implying problems in direct applications of
the general inclusion conditions (3) in practice, especially when one has to design one
of the systems under the inclusion relation when the other one is given. The need
for simpler and more tractable formulations arises within both model-reduction and
model-expansion frameworks. One of the principal aims of all further elaborations in
this paper is to obtain inclusion conditions in the form suitable for practical applica-
tions. However, in the general time-varying case it is hardly possible to express the
inclusion conditions through direct and simple relations between the system matrices
of S and S̃. For example, using the Peano–Baker series (e.g., [25]), one obtains for
µ(t)ν(τ) = I the following general formulation:

I +

∫ t

τ

A(σ1)dσ1 +

∫ t

τ

A(σ1)

∫ σ1

τ

A(σ2)dσ2dσ1 + · · ·

= U(t)

(
I +

∫ t

τ

Ã(σ1)dσ1 +

∫ t

τ

Ã(σ1)

∫ σ1

τ

Ã(σ2)dσ2dσ1 + · · ·
)

V (τ).(9)

Assuming that, in addition, the commutativity condition holds for both A(t) and

Ã(t), that is, A(t)
∫ t
τ

A(σ)dσ =
∫ t
τ

A(σ)dσA(t) and Ã(t)
∫ t
τ

Ã(σ)dσ =
∫ t
τ

Ã(σ)dσÃ(t)
(for all t, τ), (9) gives only

e
∫ t
τ
A(σ)dσ =

∞∑
k=0

1

k!

[∫ t

τ

A(σ)dσ

]k
= U(t)e

∫ t
τ
Ã(σ)dσV (τ)

=

∞∑
k=0

1

k!
U(t)

[∫ t

τ

Ã(σ)dσ

]k
V (τ).

(10)

More compact formulations can be obtained in two important particular cases.
Time-invariant systems. For time-invariant systems and time-invariant expansion-

contraction maps, the known conditions for state inclusion Ai = UÃiV , i = 0, 1, . . . ,
ñ− 1, follow from either (9) or (10) after replacing Φ(t, τ) and Φ̃(t, τ) by eA(t−τ) and
eÃ(t−τ), respectively, and applying the Cayley–Hamilton theorem [18, 16, 29, 35].

Periodic systems. When both A(t) and Ã(t) are T -periodic, i.e., A(t+ T ) = A(t)
and Ã(t + T ) = Ã(t), the Floquet decomposition gives Φ(t, τ) = Π(t)eΓ(t−τ)Π(τ)−1

and Φ̃(t, τ) = Π̃(t)eΓ̃(t−τ)Π̃(τ)−1, where Π(t) and Π̃(t) are nonsingular T -periodic

matrices, while Γ and Γ̃ are constant matrices defined by eΓT = Φ(T, 0) and eΓ̃T =
Φ̃(T, 0), respectively; see, for example, [24, 25]. Assume that the time-invariant parts
of these decompositions satisfy the inclusion conditions in the sense that Γi = U0Γ̃

iV0,
i = 0, 1, . . . , where U0 and V0 are time-invariant full rank matrices satisfying U0V0 = I.
Then

Φ(t, τ) = Π(t)U0Π̃(t)
−1Φ̃(t, τ)Π̃(τ)V0Π(τ)

−1.(11)

Thus U(t) = Π(t)U0Π̃(t)
−1 and V (t) = Π̃(t)V0Π(t)

−1 are now T -periodic full rank
matrices satisfying U(t)V (t) = I, and the inclusion conditions from Theorem 2.3 hold
for S and S̃.

A set of interesting and useful relations between the matrices in S and S̃, enabling
comparisons with the time-invariant case, can be derived from the general inclusion
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relations (3). Assuming that the indicated derivatives exist and are continuous, define
the following sequences of matrix functions for S and S̃, respectively:

Fi(t;F0(t)) = −A(t)Fi−1(t;F0(t)) + Ḟi−1(t;F0(t))(12)

and

F̃i(t; F̃0(t)) = −Ã(t)F̃i−1(t; F̃0(t)) +
˙̃F i−1(t; F̃0(t)),(13)

i = 1, 2, . . . , where F0(t) = F0(t;F0(t)) and F̃0(t) = F̃0(t; F̃0(t)).
Corollary 2.5. Assume that S ⊂ S̃ and that the matrices in (1) and (2), to-

gether with the expansion-contraction matrices, are continuously differentiable a suf-
ficient number of times. Then, for i = 0, 1, 2, . . . ,

Fi(t; I) = U(t)F̃i(t;V (t)), Fi(t;B(t)) = U(t)F̃i(t; B̃(t)R(t)),(14)

C(t)Fi(t; I) = S(t)C̃(t)F̃i(t;V (t)), C(t)Fi(t;B(t)) = S(t)C̃(t)F̃i(t; B̃(t)R(t)).

Proof. The first relation in (14) follows from Φ(t, τ) = U(t)Φ̃(t, τ)V (τ) after differ-
entiating both sides i times with respect to τ and calculating the obtained derivatives

at τ = t. Namely, we have ∂i

∂τ iΦ(t, τ) |τ=t= U(t) ∂
i

∂τ i Φ̃(t, τ)V (τ)|τ=t, whence

Fi(t; I) =
∂i

∂τ i
Φ(t, τ) |τ=t, F̃i(t;V (t)) =

∂i

∂τ i
Φ̃(t, τ)V (τ) |τ=t,

having in mind that ∂
∂τΦ(t, τ) = −Φ(t, τ)A(τ) and ∂

∂τ Φ̃(t, τ) = −Φ̃(t, τ)Ã(τ). The
remaining relations in (14) are obtained analogously.

For i = 0, the first relation in (14) gives U(t)V (t) = I; for i = 1 and i = 2, it
provides

A(t) = U(t)[Ã(t)V (t)− V̇ (t)],

A(t)2 − Ȧ(t) = U(t)[Ã(t)2 − ˙̃A(t)]V (t) + U(t)[V̈ (t)− 2Ã(t)V̇ (t)].
(15)

The remaining relations in (14) give for i = 0 and i = 1

B(t) = U(t)B̃(t)R(t),

A(t)B(t)− Ḃ(t) = U(t)[Ã(t)B̃(t)− ˙̃B(t)]R(t)− U(t)B̃(t)Ṙ(t),
(16)

C(t) = S(t)C̃(t)V (t), C(t)A(t) = S(t)C̃(t)[Ã(t)V (t)− V̇ (t)],

C(t)B(t) = S(t)C̃(t)B̃(t)R(t),
(17)

C(t)[A(t)B(t)− Ḃ(t)] = S(t)C̃(t)[Ã(t)B̃(t)− ˙̃B(t)]R(t)− S(t)C̃(t)B̃(t)Ṙ(t).(18)

In the case of time-invariant expansions-contractions, we have

A(t) = UÃ(t)V, A(t)2 = UÃ(t)2V, B(t) = UB̃(t)R,

A(t)B(t) = UÃ(t)B̃(t)R, C(t) = SC̃(t)V, C(t)A(t) = SC̃(t)Ã(t)V,

C(t)B(t) = SC̃(t)B̃(t)R, C(t)A(t)B(t) = SC̃(t)Ã(t)B̃(t)R.

(19)
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If, in addition, the systems themselves are time-invariant, one obtains

Ai = UÃiV, AiB = UÃiB̃R, CAi = SC̃ÃiV,

CAiB = SC̃ÃiB̃R, i = 0, 1, . . . , ñ− 1,
(20)

the known set of necessary and sufficient inclusion conditions (e.g., [16, 35]).
Notice that (14) gives for i = 0 the basic conditions U(t)V (t) = I, B(t) =

U(t)B̃(t)R(t), C(t) = S(t)C̃(t)V (t), and C(t)B(t) = S(t)C̃(t)B̃(t)R(t) appearing in
all the cases discussed above (compare with (19) and (20)). Notice also the form of
these conditions, recalling the form of (3).

3. Restrictions and aggregations. Restriction and aggregation represent the
most important special cases of inclusion in the time-invariant case [16, 18, 29]. The
situation is the same in the time-varying case. We give here general definitions, cov-
ering a variety of input/output expansion-contraction combinations, which represent
a generalization to the time-varying case of the definitions proposed in [33, 35].

Definition 3.1. S is a restriction of S̃ on [ta, tb] if one of the following conditions
is satisfied for all t0, t ∈ [ta, tb], t0 ≤ t:

R(a): ∃(V (t), R(t), T (t)) {x0, u} ⇒ {x, y}, R(b): ∃(V (t), R(t), S(t)) {x0, u} ⇒ {x, ỹ},
R(c): ∃(V (t), Q(t), T (t)) {x0, ũ} ⇒ {x, y}, R(d): ∃(V (t), Q(t), S(t)) {x0, ũ} ⇒ {x, ỹ}.

Consequently, we shall distinguish four restriction types: restriction (a), denoted as

S
R(a)⊂ S̃ or R(a), restriction (b), denoted as S

R(b)⊂ S̃ or R(b), etc.
In the time-invariant case, the state restriction (not including input and output

contractions-expansions) has been presented in [18], restriction (a) in [16], and re-
striction (c) in [14] under the name of extension. In [33, 32, 35], a general treatment
has been presented. The state restriction for time-varying systems is formulated in
[17] under the assumption that the expansions-contractions are time-invariant.

Definition 3.2. S is an aggregation of S̃ on [ta, tb] if one of the following
conditions is satisfied for all t0, t ∈ [ta, tb], t0 ≤ t:

A(a): ∃(U(t), Q(t), S(t)) {x̃0, ũ} ⇒ {x̃, ỹ}, A(b): ∃(U(t), R(t), S(t)) {x̃0, u} ⇒ {x̃, ỹ},
A(c): ∃(U(t), Q(t), T (t)) {x̃0, ũ} ⇒ {x̃, y}, A(d): ∃(U(t), R(t), T (t)) {x̃0, u} ⇒ {x̃, y}.

We have four aggregation types: aggregation (a), denoted as S
A(a)⊂ S̃ or A(a), etc.

In the time-invariant case, the state aggregation and aggregation (a) have been
described in [1, 16, 18, 29]; a general treatment is presented in [33, 32, 35]. In the case
of time-varying systems, the state aggregation has been formulated in [17], assuming
that the expansions-contractions are time-invariant.

Let us represent, in general, the matrices in S̃ as

Ã(t) = V (t)A(t)U(t) + M(t), B̃(t) = V (t)B(t)Q(t) + N(t),

C̃(t) = T (t)C(t)U(t) + L(t),

where M(t), N(t), and L(t) are complementary matrices. The following theorems
present the restriction and aggregation conditions expressed in terms of the properties
of S and S̃.
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Theorem 3.3.

S
R(a)⊂ S̃ iff (ν(t) = ν(t0)) ∧ (ν(t)b(τ) = b̃(τ)R(τ)) ∧ (T (t)c(t) = c̃(t)ν(t0)),

S
R(b)⊂ S̃ iff (ν(t) = ν(t0)) ∧ (ν(t)b(τ) = b̃(τ)R(τ)) ∧ (c(t) = S(t)c̃(t)ν(t0)),

S
R(c)⊂ S̃ iff (ν(t) = ν(t0)) ∧ (ν(t)b(τ)Q(τ) = b̃(τ)) ∧ (T (t)c(t) = c̃(t)ν(t0)),

S
R(d)⊂ S̃ iff (ν(t) = ν(t0)) ∧ (ν(t)b(τ)Q(τ) = b̃(τ)) ∧ (c(t) = S(t)c̃(t)ν(t0))

(∀t0, τ, t ∈ [ta, tb], t0 ≤ τ ≤ t).

Proof. According to Definition 3.1, for all the restriction types, V (t)Φ(t, t0) =
Φ̃(t, t0)V (t0) or ν(t) = ν(t0). The remaining conditions follow directly from the
corresponding definitions.

Theorem 3.4. Assume that V (t) is continuously differentiable. Then

S
R(a)⊂ S̃ if (M(t)V (t) = V̇ (t)) ∧ (N(t)R(t) = 0) ∧ (L(t)V (t) = 0),

S
R(b)⊂ S̃ if (M(t)V (t) = V̇ (t)) ∧ (N(t)R(t) = 0) ∧ (S(t)L(t)V (t) = 0),

S
R(c)⊂ S̃ if (M(t)V (t) = V̇ (t)) ∧ (N(t) = 0) ∧ (L(t)V (t) = 0),

S
R(d)⊂ S̃ if (M(t)V (t) = V̇ (t)) ∧ (N(t) = 0) ∧ (S(t)L(t)V (t) = 0)

(∀t ∈ [ta, tb]).

Proof. As ν(t) = ν(t0), according to Definition 3.1, we have ν̇(t) = 0 for all
t ∈ [ta, tb], or

−ψ̃(t)−1Ã(t)V (t)ψ(t) + ψ̃(t)−1V̇ (t)ψ(t) + ψ̃(t)−1V (t)A(t)ψ(t) = 0,(21)

giving Ã(t)V (t)−V (t)A(t) = V̇ (t) or M(t)V (t) = V̇ (t). For R(a) we have Φ̃(t, τ)B̃(τ)
R(τ) =V (t)Φ(t, τ)B(τ) so that Φ̃(t, τ) N(τ) R(τ) = 0 ⇔ N(t) R(t) = 0 and T (t)
C(t) Φ(t, t0) = S(t) C̃(t) Φ̃(t, t0) V (t0), giving L(t) V (t) Φ(t, τ) = 0⇔ L(t) V (t) = 0.
The remaining relations, characterizing R(b), R(c), and R(d), can be derived
analogously.

We remark that systems S and S̃ in Example 2.4 satisfy, in fact, restriction con-
ditions with the triplet of expansion-contraction matrices (V (t) = [1 1

2 sin t], R(t) =
1, T (t) = 1).

Theorem 3.5.

S
A(a)⊂ S̃ iff (µ(t) = µ(t0)) ∧ (b(τ)Q(τ) = µ(t)b̃(τ)) ∧ (c(t)µ(t0) = S(t)c̃(t)),

S
A(b)⊂ S̃ iff (µ(t) = µ(t0)) ∧ (b(τ) = µ(t)b̃(τ)R(τ)) ∧ (c(t)µ(t0) = S(t)c̃(t)),

S
A(c)⊂ S̃ iff (µ(t) = µ(t0)) ∧ (b(τ)Q(τ) = µ(t)b̃(τ)) ∧ (T (t)c(t)µ(t0) = c̃(t)),

S
A(d)⊂ S̃ iff (µ(t) = µ(t0)) ∧ (b(τ) = µ(t)b̃(τ)R(τ)) ∧ (T (t)c(t)µ(t0) = c̃(t))

(∀t0, τ, t ∈ [ta, tb], t0 ≤ τ ≤ t).

Proof. The condition common for all the aggregation types is U(t)Φ̃(t, t0) =
Φ(t, t0)U(t0) ⇔ µ(t) = µ(t0). The remaining conditions are obtained similarly to
those in Theorem 3.3.
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Theorem 3.6. Assume that U(t) is continuously differentiable. Then

S
A(a)⊂ S̃ iff (U(t)M(t) = −U̇(t)) ∧ (U(t)N(t) = 0) ∧ (S(t)L(t) = 0),

S
A(b)⊂ S̃ iff (U(t)M(t) = −U̇(t)) ∧ (U(t)N(t)R(t) = 0) ∧ (S(t)L(t) = 0),

S
A(c)⊂ S̃ iff (U(t)M(t) = −U̇(t)) ∧ (U(t)N(t) = 0) ∧ (L(t) = 0),

S
A(d)⊂ S̃ iff (U(t)M(t) = −U̇(t)) ∧ (U(t)N(t)R(t) = 0) ∧ (L(t) = 0)

(∀t ∈ [ta, tb]).

Proof. Condition µ̇(t) = 0, resulting from Definition 3.2, is equivalent toA(t)U(t)−
U(t)Ã(t) = U̇(t) and U(t)M(t) = −U̇(t). The remaining conditions can be derived
as in Theorem 3.4.

It is easy to verify that the conditions for all the types of restriction and aggrega-
tion satisfy the general inclusion conditions from Theorem 2.3. For example, condi-
tions ν(t) = ν(t0) and µ(t) = µ(t0) imply that there exist a left inverse µ(t) = ν(t)L

and a right inverse ν(t0) = µ(t0)
R, respectively, so that µ(t)ν(t0) = I.

The known conditions for the time-invariant case (e.g., [29, 35]) can be easily
derived. In [17], the state restriction and aggregation conditions are discussed in the
case of time-varying parameters and constant expansion-contraction maps; then we
have, for restriction M(t)V = 0 and N(t) = 0 and for aggregation UM(t) = 0 and
UN(t) = 0, special cases of Theorems 3.4 and 3.6.

Essential properties of input/state/output restrictions and aggregations can be
seen from a specific equivalent representation of S̃, similarly as in [18]. Define a

nonsingular transformation P (t) = [V (t)
...W (t)], where W (t) is chosen such that

R(W (t)) = N (U(t)). (R(.) denotes the range space and N (.) the null space of the
indicated map.) Then there exists W ∗(t), the unique left inverse of W (t), satisfying

N (W ∗(t)) = R(V (t)), and we have P (t)−1 =
[
U(t)
W∗(t)

]
. Assuming, in addition, that

P (t) is continuously differentiable, the change of basis x∗(t) = P (t)−1x̃(t) leads to the
following equivalent representation of S̃:

S∗: ẋ∗(t) = [P (t)−1Ã(t)P (t)− P (t)−1Ṗ (t)]x∗(t) + P (t)−1B̃(t)ũ(t)

=

[
A(t) Aa(t)
Ar(t) A∗(t)

]
x∗(t) +

[
B1(t)
B2(t)

]
ũ(t),(22)

ỹ(t) = P (t)C̃(t)x∗(t) = [C1(t) C2(t)]x
∗(t).

In the case in which S
R(.)⊂ S̃, we have Ar(t) = W ∗(t)Ã(t)V (t)− W ∗(t)V̇ (t) =

W ∗(t)V (t)A(t) = 0 (having in mind the assumed properties of W ∗(t)). Similarly,

when S
A(.)⊂ S̃, Aa(t) = U(t)Ã(t)W (t) − U(t)Ẇ (t) = [−U̇(t) + A(t)U(t)]W (t) −

U(t)Ẇ (t) = 0 because U(t)W (t) = 0 ⇒ U̇(t)W (t) + U(t)Ẇ (t) = 0. In both cases,
the block A(t) remains invariant since U(t)Ã(t)V (t)−U(t)V̇ (t) = A(t) for restriction,
and U(t)Ã(t)V (t)+ U̇(t)V (t) = A(t) for aggregation (having in mind that U(t)V̇ (t)+
U̇(t)V (t) = 0). Also, in both cases, A∗(t) = W ∗(t)Ã(t)W (t)−W ∗(t)Ẇ (t).

The control and output matrices in S∗ depend on the inclusion type. For R(a) and
R(b), we have B1(t) = B(t)Q(t)+U(t)N(t) and B2(t) = W ∗(t)N(t), and, for R(c) and
R(d), B1(t) = B(t)Q(t) and B2(t) = 0. In the case of A(a) and A(c), B1(t) = B(t)Q
and B2(t) = W ∗(t)N(t), and, in the case of A(b) and A(d), B1(t) = B(t)Q(t) +
U(t)N(t) and B2(t) = W ∗(t)N(t). Also, for R(a) and R(c), C1(t) = T (t)C(t) and
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C2(t) = L(t)W (t), while, for R(b) and R(d), C1(t) = T (t)C(t)+L(t)V (t) and C2(t) =
L(t)W (t). For A(a) and A(b), C1(t) = T (t)C(t) + L(t)V (t) and C2(t) = L(t)W (t),
and, for A(c) and A(d), C1(t) = T (t)C(t) and C2(t) = 0.

Using geometric arguments from [37, 18, 32, 35], it can be concluded that the
principal property of all the restriction types is that the two-argument map Φ(t, t0)
describes, in fact, the action of the restriction of the map Φ̃(t, t0) to R(V (t0)) with
reduced codomain R(V (t)) (V (t) being considered as the insertion map). In the case
of time-invariant expansions-contractions, we have, moreover, that A(t) = Ã(t)|R(V );
that is, A(t) represents the restriction of Ã(t) to R(V ) with codomain R(V ) (as in the
case of time-invariant systems). Therefore, in the case of time-varying expansions-
contractions, the “dynamic” restriction of S̃ does not correspond, in general, to the
“static” restriction of the system matrix Ã(t) itself. Similarly, in the case of aggrega-
tion, Φ(t, t0) is obtained by aggregating Φ̃(t, t0), according to [1, 29]. A(t) represents
an aggregation of Ã(t) (the map induced in R(U) by Ã(t)) only in the case of time-
invariant expansion-contraction maps.

However, only R(a) can be considered as a “pure” restriction, having in mind that
N(t)R(t) = 0 ⇔ B̃(t)R(t) = V (t)B(t) and L(t)V (t) = 0 ⇔ C̃(t)V (t) = T (t)C(t);
that is, B(t) is the restriction of B̃(t) to R(R(t)) with the reduced codomain X , and
C(t) is the restriction of C̃(t) to R(V (t)) with the reduced codomain Y. In R(c),
for example, we have N(t) = 0 ⇔ B̃(t) = V (t)B(t)Q(t), that is, B(t) is the map

induced in R(Q(t)) (aggregation of ˜B(t) to R(Q(t))), with the reduced codomain X .
Analogous statements hold for aggregation. In the case of A(a), we have U(t)N(t) =
0⇔ U(t)B̃(t) = B(t)Q(t) and S(t)L(t) = 0⇔ S(t)C̃(t) = C(t)U(t); that is, B(t) and
C(t) represent aggregations of B̃(t) and C̃(t). The other aggregation types involve
restrictions either in the domain or in the codomain.

The controllability and observability of systems including each other represent an
important issue (e.g., [36]). It is easy to see from (22) that, in the case of R(c) and
R(d), S∗ (and, therefore, S̃) is not controllable even when S is controllable (having
in mind that B2(t) = 0). However, in the case of R(a) and R(b), controllability of S
could be preserved in the expanded space of S̃ by a proper choice of the complemen-
tary matrix N(t). Analogously, in the case of A(c) and A(d), S∗ is not observable
(C2(t) = 0), while, in the case of A(a) and A(b), observability could be achieved by
a proper choice of L(t). This is an interesting aspect introduced by input/output
expansions-contractions: compare this with the analysis in [18] related to the state
restriction-aggregation, and with the general treatment of the time-invariant case in
[32, 35]. There is a recent development [4, 5, 6], which expands the freedom in choos-
ing complementary matrices in time-invariant inclusions, that can be applied to the
time-varying case as well. It would be also possible to extend to the time-varying
case the results presented in [36] related to the implementation of controllability and
observability in systems satisfying restriction or aggregation conditions. As will be
seen from the next two sections, the notions of instantaneous controllability and in-
stantaneous observability (see [25]) play important roles in the characterization of
time-varying systems under the inclusion relation.

4. Composition. The fundamental importance of restrictions and aggregations
for inclusion relationships in the time-varying case will be emphasized by the fol-
lowing theorem, where we shall prove that any input/state/output inclusion can be
considered as a specific composition of one input/state/output restriction and one in-
put/state/output aggregation. This property has been shown for the state inclusion
of time-invariant linear systems in [18].
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Let

S̄: ˙̄x(t) = Ā(t)x̄(t) + B̄(t)ū(t) (x̄(t0) = x̄0), ȳ(t) = C̄(t)x̄(t),(23)

where x̄(t) ∈ X̄ , ū(t) ∈ Ū , and ȳ(t) ∈ Ȳ with n ≤ d(X̄ ) ≤ ñ, m ≤ d(Ū) ≤ m̃, and
l ≤ d(Ȳ) ≤ l̃. (d(.) denotes the dimension of the indicated space.)

Theorem 4.1. Assume that the matrices in both S and S̃, as well as the
expansion-contraction matrices V (t), U(t), R(t), Q(t), T (t), and S(t) are continuously
differentiable a sufficient number of times (≤ ñ). Then S ⊂ S̃ on [ta, tb] iff for each
t ∈ [ta, tb] there exist both an interval [ts, tf ) containing t ([ts, tf ) ⊂ [ta, tb]) and a

system S̄ defined on the same interval, such that S
A(b)⊂ S̄

R(b)⊂ S̃ on [ts, tf ). (ts = tf
on a set of measure zero.)

Proof. The sufficiency follows from the basic fact that restrictions and aggrega-
tions are special cases of inclusion and that (S̄ ⊂ S̃) ∧ (S ⊂ S̄) ⇒ S ⊂ S̃. Namely,
it follows from the assumption of the theorem that any [ta, tb] can be represented
as a union of consecutive nonoverlapping intervals: τ1 = [t1s = ta, t

1
f ), τ2 = [t2s =

t1f , t
2
f ), . . . , τi = [tis, t

i
f ), . . . , so that [ta, tb] =

⋃
i τi. (For finite intervals [ta, tb], the

last interval reduces to the isolated point tb.) Take one set {τi} covering [ta, tb]. By
assumption, on each τi there exists a system S̄ represented by (23) which satisfies

S
A(b)⊂ S̄

R(b)⊂ S̃. Assign quadruplets (Uri (t), V
r
i (t), R

r
i (t), T

r
i (t)) to S̄ ⊂ S̃ and quadru-

plets (Uai (t), V
a
i (t), R

a
i (t), T

a
i (t)) to S ⊂ S̄ on τi, i = 1, 2, . . . . Therefore, the choice

x̃(ti0) = V ri (t
i
0)x̄(t

i
0) and ũ(t) = Rri (t)ū(t) implies x̄(t) = Uri (t)x̃(t; t

i
0, x̃(t

i
0), ũ[ti0,t]

)

and ȳ[x̄(t)] = Sri (t)ỹ[x̃(t)], and the choice x̄(ti0) = V ai (t
i
0)x(t

i
0) and ū(t) = Rai (t)u(t)

implies x(t) = Uai (t)x̄(t; t
i
0, x̄(t

i
0), ū[ti0,t]

) and y[x(t)] = Sai (t)ȳ[x̄(t)] for all ti0, t ∈ τi =

[tis, t
i
f ), t

i
0 ≤ t, i = 1, 2, . . . . Consequently, the choice x̃(ti0) = V ri (t

i
0)V

a
i (t

i
0)x(t

i
0) and

ũ(t) = Rri (t)R
a
i (t)u(t) implies x(t; ti0, x(t

i
0), u[ti0,t]

) = Uai (t)U
r
i (t)x̃(t; t

i
0, x̃(t

i
0), ũ[ti0,t]

)

and y[x(t)] = Sai (t)S
r
i (t)ỹ[x̃(t)] for all ti0, t ∈ τi = [tis, t

i
f ), t

i
0 ≤ t, and, therefore,

S ⊂ S̃ on each τi, i = 1, 2, . . . . The continuity of both x(t) and x̃(t), as solutions
of (1) and (2), implies that Uai (t

i
s)U

r
i (t

i
s) = Uai−1(t

i−1
f )Uri−1(t

i−1
f ), V ri (t

i
s)V

a
i (t

i
s) =

V ri−1(t
i−1
f )V ai−1(t

i−1
f ), and Sai (t

i
s)S

r
i (t
i
s) = Sai−1(t

i−1
f )Sri−1(t

i−1
f ). (The same conclusion

holds for isolated points corresponding to tis = tif .) Analogously, Rri (t
i
s)R

a
i (t
i
s) =

Rri−1(t
i−1
f )Rai−1(t

i−1
f ) except for a set of measure zero. Thus S ⊂ S̃ on [ta, tb],

with the quadruplet (U(t) = Uai (t)U
r
i (t), V (t) = V ri (t)V

a
i (t), R(t) = Rri (t)R

a
i (t),

S(t) = Sai (t)S
r
i (t)).

The necessity will be proven constructively, extending the essential idea presented
in [18] to a more complex situation arising in the time-varying case.

Assume that S ⊂ S̃ on [ta, tb], with the assigned quadruplet (U(t), V (t), R(t), S(t)).

Choose V r(t) = [V
′
(t)

...V (t)], where V
′
(t) = (I−V (t)U(t))Ŵ (t), and Ŵ (t) is any

basis matrix for

Ŵ(t) = [R(〈Ã(t)|V (t)〉) +R(〈Ã(t)|N(t)R(t)〉)] ∩R(V (t))⊥,

where

〈Ã(t)|V (t)〉 = [V (t)
...F̃1(t;V (t))

.... . .
...F̃ñ−1(t;V (t))],

〈Ã(t)|N(t)R(t)〉 = [N(t)R(t)
...F̃1(t;N(t)R(t))

.... . .
...F̃ñ−1(t;N(t)R(t))].(24)

((.)⊥ denotes the annihilator of the indicated map.) Notice that F̃j(t; .) for j ≥ ñ

represents a linear combination of F̃i(t, .), i = 0, . . . , ñ − 1, so that the matrices
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〈Ã(t)|V (t)〉 and 〈Ã(t)|N(t)R(t)〉 in (24) have the maximal possible rank. Having in
mind that

[V
′
(t)

...V (t)] = [Ŵ (t)
...V (t)]

[
I 0

−U(t)Ŵ (t) I

]

and U(t)V (t) = I, we conclude that V r(t) is monic as well as that R(V r(t)) =
R(〈Ã(t)|V (t)〉) +R(〈Ã|(N(t)R(t)〉) and N (U(t)) = R(V ′

(t)), implying the existence

of the left inverse V
′
(t)L such that the choice Ur(t) =

[
V

′
(t)L

U(t)

]
implies Ur(t)V r(t) = I.

However, the rank of both 〈Ã(t)|V (t)〉 and 〈Ã(t)|N(t)R(t)〉 is, in general, time-
varying, and, consequently, the dimensions of both V r(t) and Ur(t) are, in general,
time-varying. An insight into the properties of these matrices can be obtained by
analyzing the symmetric positive semidefinite matrices 〈Ã(t)|V (t)〉〈Ã(t)|V (t)〉T and
〈Ã(t)|N(t)R(t)〉〈Ã(t)|N(t)R(t)〉T . Their elements are, by assumption, continuous
functions of time, which implies that their nonnegative real eigenvalues λvi (t) and
λnri (t), i = 1, . . . , ñ, respectively, are continuous functions of time as well (see, for
example, [11]). Consequently, these eigenvalues can be equal to zero either on closed
intervals of nonzero length or on a set of time-instants of measure zero. Therefore,
rank〈Ã(t)|V (t)〉 and rank〈Ã(t)|N(t)R(t)〉 are piecewise continuous functions of time,
implying that, for each t ∈ [ta, tb], there exists an interval [ts, tf ) containing t on which
both functions have constant values. (These intervals reduce to single points, that is,
ts = tf , on a set of points of measure zero, corresponding either to simple zeros of
the functions λvi (t) and λnri (t) or to the right end points of the segments of nonzero
length, where these functions are equal to zero.) Starting from the differentiability
assumption, we shall choose a continuously differentiable Ŵ (t) for all the continuity
points of λvi (t) and λnri (t) by selecting, for example, the linearly independent columns
of 〈Ã(t)|V (t)〉 and 〈Ã(t)|N(t)R(t)〉.

We shall choose, also, Rr(t) = [R
′
(t)

...R(t)], where R
′
(t) is any basis matrix for

Ū ∩U⊥ ⊂ N (N(t))∩U⊥ (if N (N(t))∩R(R(t))⊥ = ∅, then Rr(t) = R(t)), and T r(t) =

[T
′
(t)

...T (t)], where T
′
(t) is any basis matrix for Ȳ ⊂ Y⊥. Therefore, there exist left

inverses R
′
(t)L and T

′
(t)L such that the choice Qr(t) =

[
R

′
(t)L

Q(t)

]
and Sr(t) =

[
T

′
(t)L

S(t)

]
implies both Qr(t)Rr(t) = I and Sr(t)T r(t) = I.

Let the matrices in S̄ be

Ā(t) = Ur(t)Ã(t)V r(t)− Ur(t)V̇ r(t), B̄(t) = Ur(t)B̃(t)Rr(t),

C̄(t) = Sr(t)C̃(t)V r(t).
(25)

From the general expression Ã(t) = V r(t)Ā(t)Ur(t)+ Mr(t), we obtain

Mr(t)V r(t)− V̇ r(t) = [Ã(t)− V r(t)Ā(t)Ur(t)]V r(t)− V̇ r(t)
= [I − V r(t)Ur(t)][Ã(t)V r(t)− V̇ r(t)] = 0

after replacing the expression for Ā(t) and using the fact that Ã(t)V r(t) − V̇ r(t) ⊂
R(V r(t)) by assumption. Note also that

R(B̃(t)Rr(t)) ⊂ R(V (t)) +R(N(t)Rr(t)) ⊂ R(V r(t)),
having in mind that B̃(t) = V (t)B(t)Q(t) + N(t) and R(N(t)Rr(t)) = R(N(t)R(t)),
according to the definition of Rr(t). From B̃(t) = V r(t)B̄(t)Qr(t)+Nr(t) we conclude,
consequently, that

Nr(t)Rr(t) = [B̃(t)− V r(t)B̄(t)Qr(t)]Rr(t) = [I − V r(t)Ur(t)]B̃(t)Rr(t) = 0.
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Also, from C̃(t) = T r(t)C̄(t)Ur(t) + Lr(t) we obtain

Sr(t)Lr(t)V r(t) = Sr(t)[C̃(t)− T r(t)C̄(t)Ur(t)]V r(t) = 0.

Therefore, according to Theorem 3.4, S̄
R(b)⊂ S̃ on [ts, tf ) with the quadruplet (Ur(t),

V r(t), Rr(t), Sr(t)).

Choose now V a(t) =
[
0
I

]
, Ua(t) = [0 I], Ra(t) =

[
0
I

]
, Qa(t) = [0 I], T a(t) =

[
0
I

]
, and

Sa(t) = [0 I]. Obviously, Ua(t)Ur(t) = U(t), V r(t)V a(t) = V (t), Rr(t)Ra(t) = R(t),
and Sa(t)Sr(t) = S(t).

From Ā(t) = V a(t)A(t)Ua(t) + Ma(t) we obtain

Ua(t)Ma(t) = Ua(t)[Ur(t)Ã(t)V r(t)− Ur(t)V̇ r(t)− V a(t)A(t)Ua(t)]

= U(t)Ã(t)[V
′
(t)

...V (t)]− U(t)[V̇
′
(t)

...V̇ (t)]−A(t)[0
...I],(26)

having in mind that Ā(t) = Ur(t)Ã(t)V r(t) − Ur(t)V̇ r(t) according to (12), since
S̄ ⊂ S̃.

Consider

U(t)F1(t;V
′
(t)) = U(t)(−Ã(t)V

′
(t) + V̇

′
(t)),(27)

with V
′
(t) = (I − V (t)U(t))Ŵ (t); by assumption, Ŵ (t) ∈ Ŵ(t). Replacing Ŵ (t) by

F̃j(t;V (t)) in (27), we obtain that

U(t)

{
Ã(t)F̃j(t;V (t)) − ˙̃F j(t;V (t))− Ã(t)V (t)U(t)F̃j(t;V (t))

− d

dt
[V (t)U(t)F̃j(t;V (t))]

}
= 0

(28)

for j = 0, 1, . . . , ñ− 1 since

Fj+1(t; I)− U(t)[Ã(t)V (t)Fj(t; I)− V̇ (t)Fj(t; I)− V (t)Ḟj(t; I)]

= Fj+1(t; I)−A(t)Fj(t; I)− Ḟj(t; I) = 0.

Analogously, we can show that R(F̃j(t; B̃(t)R(t))) ⊂ N (U(t)) using the second re-

lation in (3). As S ⊂S̃ implies U(t)Φ̃(t, τ)B̃(τ) = U(t)Φ̃(t, τ)V (τ)U(τ)B̃(τ)R(τ) =
Φ(t, τ)B(τ), we obtain that

R(F̃j(t;V (t)U(t)B̃(t)R(t))) ⊂ N (U(t)),

implying R(F̃j(t;N(t)R(t))) ⊂ N (U(t)). Therefore, according to the definition of

Ŵ(t), we have Ua(t)Ma(t) = 0.
We also have B̄(t) = V a(t)B(t)Qa(t) +Na(t) and

Ua(t)Na(t)Ra(t) = Ua(t)[B̄(t)− V a(t)B(t)Qa(t)]Ra(t) = 0,

using the relation U(t)B̃(t)R(t) = B(t) from (16), since S ⊂ S̃ by assumption.
Reasoning similarly, we start from C̃(t) = T (t)C(t)U(t) + L(t) and the inclusion

relations related to C(t) in (14) and obtain S(t)L(t)F̃i(t;V (t)) = 0 and S(t)L(t)F̃i(t;
B̃(t)R(t)) = 0. Consequently,

N (S(t)L(t)) ⊃ R(〈Ã(t)|V (t)〉) +R(〈Ã(t)N(t)R(t)〉)
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and S(t)L(t)V
′
(t) = 0, and we get

Sa(t)La(t) = Sa(t)[C̄(t)− T a(t)C(t)Ua(t)]

= S(t)(T (t)C(t)U(t) + L(t))[V
′
(t)

...V (t)]− C(t)[0
...I] = 0,

having in mind that C̄(t) = T a(t)C(t)Ua(t) + La(t). Therefore, according to Theo-

rem 3.6, S
A(b)⊂ S̄ on [ts, tf ) with the quadruplet (Ua(t), V a(t), Ra(t), Sa(t)). Hence

we have the result.
The result of the theorem indicates that input/state/output contractions of

dynamic time-varying systems may be considered as specific “compositions” of in-
put/state/output restrictions and aggregations, analogously to the time-invariant case
[18].

5. Equivalence. The inclusion relation between S and S̃ does not imply alge-
braic equivalence, as in the time-invariant case (see [18]). However, it is possible to
compare their external behavior for zero initial states. Let

S1: ẋ1(t) = A1(t)x1(t) + B1(t)u1(t), (x1(t0) = x10), y1(t) = C1(t)x1(t),(29)

S2: ẋ2(t) = A2(t)x2(t) + B2(t)u2(t), (x2(t0) = x20), y2(t) = C2(t)x2(t),(30)

where x1(t) ∈ X1, u1(t) ∈ U1, and y1(t) ∈ Y1 are n1-, m1-, and l1-vectors and
x2(t) ∈ X2, u2(t) ∈ U2, and y2(t) ∈ Y2 are n2-, m2-, and l2-vectors, respectively.

Definition 5.1. We say that S1 and S2 are zero-state RS-equivalent on [ta, tb] if
there exist full rank matrices S1(t)l×l1 , S2(t)l×l2 , R1(t)m1×m, and R2(t)m2×m (m ≤
min(m1,m2), l ≤ min(l1, l2)) such that

S1(t)H1(t, τ)R1(τ) = S2(t)H2(t, τ)R2(τ) ∀t, τ ∈ [ta, tb], t ≥ τ,(31)

where H1(t, τ) and H2(t, τ) denote the impulse responses of S1 and S2, respectively.
We remark that for S1(t) = S2(t) = I and R1(t) = R2(t) = I, systems S1 and S2

are zero-state equivalent in the usual sense [20, 25, 23].
Theorem 5.2. Systems S and S̃ in (1), (2) are zero-state RS-equivalent on [ta, tb]

if S ⊂ S̃ on [ta, tb].
Proof. The inclusion relation c(t)b(τ) = S(t)c̃(t)b̃(τ)R(τ) from (3) is equivalent

to H(t, τ) = S(t)H̃(t, τ)R(τ), having in mind that H(t, τ) = C(t)Φ(t, τ)B(τ) and
H̃(t, τ) = C̃(t)Φ̃(t, τ)B̃(τ), and that l ≤ l̃ and m ≤ m̃.

Thus, for S1(t) = S2(t) = I and R1(t) = R2(t) = I, expansions and contractions
are different realizations of a given impulse response. In this sense, as noted in [18]
for the time-invariant case, they can be regarded as equivalent transformations not
requiring preservation of dimensionality.

Theorem 5.3. Two systems S1 and S2 represented by (29) and (30) are zero-
state RS-equivalent on [ta, tb] if they have a common contraction S on [ta, tb].

Proof. Assume that S ⊂ S1 with quadruplet (U1(t), V1(t), R1(t), S1(t)), and
S ⊂ S2 with quadruplet (U2(t), V2(t), R2(t), S2(t)). Then, according to (3),

(32)

S1(t)C1(t)Φ1(t, τ)B1(τ)R1(τ) = S2(t)C2(t)Φ2(t, τ)B2(τ)R2(τ) = C(t)Φ(t, τ)B(τ),

that is, S1 and S2 are zero-state RS-equivalent, having in mind that H1(t, τ) =
C1(t)Φ1(t, τ)B1(τ) and H2(t, τ) = C2(t) Φ2(t, τ) B2(τ).
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Conditions of Theorems 5.2 and 5.3 are not sufficient for inclusion. Assume that
S1 with the impulse response H1(t, τ) and S2 with the impulse response H2(t, τ) are
zero-state RS-equivalent on [ta, tb], and that S represented by (1) is a realization of
the impulse response H(t, τ) = S1(t)H1(t, τ)R1(τ) = S2(t)H2(t, τ)R2(τ), which is
instantaneously controllable, instantaneously observable, and, therefore, minimal (see
[19, 20, 25, 23]). Thus rank I(t) = n and rank O(t) = n for all t ∈ [ta, tb], where

I(t) = [B(t)
...F1(t;B(t))

.... . .
...Fn−1(t;B(t))],

O(t) = [C(t)T
...G1(t;C(t))T

.... . .
...Gn−1(t;C(t))T ]T ,

(33)

with Fi(t;B(t)) defined by (12) and (13), while G0(t;C(t)) = C(t) and Gi(t;C(t)) =
Gi−1(t;C(t))A(t) + Ġ(t;C(t)), i = 1, 2, . . . . Successive differentiation gives

∂i+j

∂ti∂τ j
Ck(t)Φk(t, τ)Bk(τ) = Gki (t;Ck(t))Φk(t, τ)F

k
j (τ ;Bk(τ)),

∂i+j

∂ti∂τ j
C(t)Φ(t, τ)B(τ) = Gi(t;C(t))Φ(t, τ)Fj(τ ;B(τ)) (k = 1, 2),(34)

where F kj (t;Bk(t)) and Gki (t;Ck(t)) represent the constituent blocks of the controlla-
bility and observability matrices Ik(t) and Ok(t) of Sk, k = 1, 2, according to (33).
Therefore,

O(t)Φ(t, τ)C(τ) = S1(t)O1(t)Φ1(t, τ)C1(τ)R1(τ) = S2(t)O2(t)Φ2(t, τ)C2(τ)R2(τ).
(35)

Matrices I(t) and O(t) have full column and row rank, respectively, for all t ∈ [ta, tb],
implying the existence of both the left inverse O(t)L and the right inverse I(t)R.
Moreover, it follows from (35) for τ = t that if V̄k(t) = Ik(t)Rk(t)I(t)R, then Ūk(t) =
O(t)LSk(t)Ok(t) satisfies Ūk(t)V̄k(t) = I. Therefore, (35) implies

Φ(t, τ) = Ūk(t)Φk(t, τ)V̄k(τ), Φ(t, τ)B(τ) = Ūk(t)Φk(t, τ)Bk(τ)Rk(τ),

C(t)Φ(t, τ) = Sk(t)Ck(t)Φk(t, τ)V̄k(τ),

C(t)Φ(t, τ)B(τ) = Sk(t)Ck(t)Φk(t, τ)Bk(τ)Rk(τ),

(36)

k = 1, 2. Obviously, according to (3), S ⊂ Sk with the quadruplets (Ūk(t), V̄k(t), Rk(t),
Sk(t)), k = 1, 2. This conclusion represents an extension to the time-varying case of
the result obtained for the time-invariant case in [18].

6. State-feedback contractibility. The problem of inclusion of systems with
feedback structure is important because in decentralized control applications it is
necessary to carry out feedback control design in the expanded space, contract the
obtained control law, and implement it in the original system (see, for example, [14,
29, 31]). Alternatively, a model-reduction scheme can be used to simplify the feedback
design; then the obtained control law must be expanded before implementation [26, 8].

Consider the systems S and S̃ under the time-varying state feedback defined by

C: u(t) = K(t)x(t) + r(t), C̃: ũ(t) = K̃(t)x̃(t) + r̃(t),(37)

where r(t) and r̃(t) are reference inputs. Define the closed-loop systems by the corre-
sponding triplets of matrices: Sf = (Af (t), B(t), C(t)) and S̃f = (Ãf (t), B̃(t), C̃(t)),

where Af (t) = A(t) + B(t)K(t) and Ãf (t) = Ã(t) + B̃(t)K̃(t). Obviously, Sf ⊂ S̃f
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on [ta, tb] iff the conditions of Theorem 2.3 are satisfied, with the transition matrices
Φf (t, τ) and Φ̃f (t, τ) for Sf and S̃f , respectively. This formulation does not allow,

however, getting explicit conditions for K(t) and K̃(t) to satisfy Sf ⊂ S̃f , suitable
for design purposes. However, sufficient conditions for controller contractibility (ex-
pandability) can be formulated starting from the following definition.

Definition 6.1. Controller C̃ is contractible to the controller C (or C is ex-
pandable to C̃) if the condition (C1) ∨ (C2) holds on [ta, tb], where

(C1): ∃(U(t), V (t), R(t), S(t)) {x0, u} ⇒ {x̃, ỹ} ∧ (R(t)K(t)x(t) = K̃(t)x̃(t)),(38)

(C2): ∃(U(t), V (t), Q(t), S(t)) {x0, ũ} ⇒ {x̃, ỹ} ∧ (K(t)x(t) = Q(t)K̃(t)x̃(t)).(39)

Theorem 6.2. C̃ is contractible to C on [ta, tb] iff the condition (D0) ∧ [(D1) ∨
(D2)] holds for all t0, τ, t ∈ [ta, tb], t0 ≤ τ ≤ t:

(D0): µ(t)ν(t0) = I, c(t) = S(t)c̃(t)ν(t0).(40)

(D1): b(τ) = µ(t)b̃(τ)R(τ), c(t)b(τ) = S(t)c̃(t)b̃(τ)R(τ),

R(t)K(t)Φ(t, t0) = K̃(t)Φ̃(t, t0)V (t0),

R(t)K(t)Φ(t, τ)B(τ) = K̃(t)Φ̃(t, τ)B̃(τ)R(τ).

(41)

(D2): b(τ)Q(τ) = µ(t)b̃(τ), c(t)b(τ)Q(τ) = S(t)c̃(t)b̃(τ),

K(t)Φ(t, t0) = Q(t)K̃(t)Φ̃(t, t0)V (t0),

K(t)Φ(t, τ)B(τ)Q(τ) = Q(t)K̃(t)Φ̃(t, τ)B̃(τ).

(42)

Proof. The proof follows directly from the conditions (C1) and (C2) in Defini-
tion 6.1, using the methodology of the proof of Theorem 2.3. In the case of (C1),
condition (D0), together with the first two relations in (41), represents the inclusion
conditions for S and S̃, according to Theorem 2.3, while the remaining conditions in
(D1) follow from R(t)K(t)x(t) = K̃(t)x̃(t) in (38). Conditions (D0) ∧ (D2) follow
from C(2) in a similar way. Hence we have the result.

It is very important to notice that contractibility in the sense of Definition 6.1
and Theorem 6.2 implies inclusion of the corresponding closed-loop systems. Indeed,
condition (C2), for example, ensures that, for any x0 and ũ[t0,t], x(t; t0, x0, u[t0,t]) =
U(t)x̃(t; t0, x̃0, ũ[t0,t]), where u[t0,t] is generated by u(t) = Q(t)ũ(t) for all t ∈ [t0, t],

and x̃0 = V (t0)x0. Therefore, the input ũ(t) = K̃(t)x̃(t) is just one particular choice
satisfying the conditions for Sf ⊂ S̃f , provided u(t) = K(t)x(t) = Q(t)K̃(t)x̃(t). We

have a completely analogous situation with (C1). In both cases, S ⊂ S̃, while the
additional conditions for K(t) and K̃(t) can be considered as the regulator output
inclusion conditions (if K(t) and K̃(t) are considered as output matrices and Q(t)
and R(t) as the corresponding expansion-contraction maps). Consequently, one of
the important implications of contractibility is the preservation of stability. It follows
from (3) that, in general,

Sf ⊂ S̃f ⇒ ‖Φf (t, t0)‖ ≤ ‖U(t)‖ ‖Φ̃f (t, t0)‖ ‖V (t0)‖(43)

so that ‖Φ̃f (t, t0)‖≤ M̃ < ∞ ⇒ ‖Φf (t, t0)‖ ≤ M < ∞; that is, the stability of S̃f
implies the stability of Sf , provided (‖U(t)‖ ≤Mu <∞) ∧ (‖V (t0)‖ ≤Mv <∞) for
all t0, t ∈ [ta, tb], t ≥ t0.
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The methodology of Corollary 2.5 now provides the following corollary.
Corollary 6.3. Assume that C̃ is contractible to C and that all the matrices

in (1) and (2), the expansion-contraction matrices, and matrices K(t) and K̃(t) are
continuously differentiable a sufficient number of times. Then either

R(t)K(t)Fi(t; I) = K̃(t)F̃i(t;V (t)),

R(t)K(t)Fi(t;B(t)) = K̃(t)F̃i(t; B̃(t)R(t))
(44)

or

K(t)Fi(t; I) = Q(t)K̃(t)F̃i(t;V (t)),

K(t)Fi(t;B(t)Q(t)) = Q(t)K̃(t)F̃i(t; B̃(t)R(t)).
(45)

In the case of restrictions and aggregations the contractibility conditions become
the following.

Theorem 6.4. C̃ is contractible to C on [ta, tb] if one of the following conditions
is satisfied for all t ∈ [ta, tb]:

(R1): (S
R(a)⊂ S̃) ∧ (R(t)K(t) = K̃(t)V (t)),

(R2): (S
R(b)⊂ S̃) ∧ (R(t)K(t) = K̃(t)V (t)),

(R3): (S
R(c)⊂ S̃) ∧ (K(t) = Q(t)K̃(t)V (t)),

(R4): (S
R(d)⊂ S̃) ∧ (K(t) = Q(t)K̃(t)V (t)).

Theorem 6.5. C̃ is contractible to C on [ta, tb] if one of the following conditions
is satisfied for all t ∈ [ta, tb]:

(A1): (S
A(a)⊂ S̃) ∧ (K(t)U(t) = Q(t)K̃(t)),

(A2): (S
A(b)⊂ S̃) ∧ (R(t)K(t)U(t) = K̃(t)),

(A3): (S
A(c)⊂ S̃) ∧ (K(t)U(t) = Q(t)K̃(t)),

(A4): (S
A(d)⊂ S̃) ∧ (R(t)K(t)U(t) = K̃(t)).

The inclusion conditions obtained in Theorems 6.4 and 6.5 are completely analogous
to the conditions derived in [35] for the time-invariant case and result, essentially,
from different combinations of input/output expansions-contractions. It should also
be noted that all the conditions from Theorems 6.4 and 6.5 satisfy the contractibility
conditions from Theorem 6.2.

Example 6.6. The initial stages of the decentralized overlapping control design in
the time-varying case can follow essentially the same lines as in the time-invariant case.
Namely, the expansion map, leading to a decomposition of time-varying subsystems,
remains, in general, in the same time-invariant form as in [16, 29, 33, 35]. Take, for
example, a feedback-linearized time-varying model of a platoon of automotive vehicles,
according to [34], in which the ith vehicle is described by

ḋi = vi−1 − vi,

v̇i = ai,(46)

ȧi = −τi(t)
−1ai + τi(t)

−1ui,

where di = xi−1 − xi is the distance between two consecutive vehicles, xi−1 and xi
being their positions, vi and ai are the velocity and acceleration, respectively, ui is the
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input signal chosen to make the closed loop satisfy certain performance criteria, and
τi(t) is the time-varying time-constant of the engine (depending, in general, on the
velocity) . After forming the state-space model for the platoon with the overall state
XT = (d1, v1, a1, d2, v2, a2, . . . , dN , vN , aN ) and overall input uT = (u1, u2, . . . , uN ),
where N is the number of vehicles, and applying the time-invariant expansions

V T =



I3×3 0 0 0 0 . . . 0
0 I2×2 I2×2 0
0 0 0 I3×3

. . .
I3×3




and

RT =



1 0 0 0 0 . . . 0
0 1 1 0
0 0 0 1

. . .
1


 ,

respectively, one obtains the following model in the expanded space:

S̃:




ξ̇1

ξ̇2

...

ξ̇N


 =



A1(t) 0 . . . 0
0 A2(t) . . .

. . .
0 AN (t)






ξ1

ξ2

...
ξN




+



B1(t) 0 . . . 0
0 B2(t)

. . .
0 BN (t)






ζ1

ζ2

...
ζN


 ,

(47)

in which the overlapping subsystems are defined by

Si: ξ̇i = Ai(t)ξi + Bi(t)ζi =

[
Ali(t) 0
Ād Avi (t)

]
ξi +

[
Bli(t) 0
0 Bvi (t)

]
ζi,(48)

where ξTi = (vi−1, ai−1, di, vi, ai) is the state vector of the ith subsystem, ζTi =
(ui−1, ui) represents its control vector, and

Ali(t) =

[
0 1
0 τi(t)

−1

]
, ĀTd =

[
1 0 0
0 0 0

]
, Bli(t) =

[
0

τi(t)
−1

]
,

Avi (t) =


0 −1 0
0 0 1
0 0 −τi(t)

−1


 , Bvi (t) =


 0

0
τi(t)

−1


 ,

i = 1, . . . , N . A decentralized time-varying feedback control law can now be designed
for the decoupled subsystems. The resulting control law can then be contracted for
implementation by using the expansion-contraction matrices as in [16, 18, 29, 34, 35].
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Example 6.7. In the case of the reduced order design, time-varying expansions-
contractions bring new possibilities; see [26] for the time-invariant case. Consider, for
example, the time-varying systems

S̃: ˙̃x =

[
0 1

2 α̇(t)
2 α(t)

]
x̃ +

[
1
1

]
u (x̃(t0) = x̃0), y =

[
1

1

2
α(t)

]
x̃,(49)

S: ẋ = α(t)x +

(
1 +

1

2
α(t)

)
u (x(t0) = x0), y = x,(50)

where α(t) is a continuously differentiable function. It is easy to verify that S
A(.)⊂ S̃

with the triplet (U(t) = [1 1
2α(t)], Q(t) = 1, S(t) = 1). Assume that the control design

is done in the space of S and that the resulting feedback gain (possibly optimal in
some sense) is K(t) = k(t). Then, according to the above considerations, its expansion
to the space of S̃ should be given by K̃(t) = k(t)U(t) = [k(t) 1

2k(t)α(t)].

7. Conclusion. This paper presents a unified picture of basic aspects of the
inclusion concept applied to dynamic time-varying linear continuous-time systems.
Starting from the main definitions, involving time-varying expansions-contractions of
inputs, states, and outputs of systems under consideration (previous work has been
concerned exclusively with time-invariant expansions-contractions), we expressed in-
clusion conditions in terms of system characteristics. A set of inclusion conditions has
been derived involving time-varying system matrices and their derivatives. Restric-
tions and aggregations of different types have been introduced, covering different com-
binations of time-varying input/state/output expansions-contractions. Fundamental
aspects of restrictions and aggregations are made evident via a specific equivalent rep-
resentation of the expanded system model. The main theoretical contribution of the
paper is contained in the theorem dealing with the composition property. By that any
input/state/output inclusion relation on a given time-interval can be decomposed into
a specific sequence of pairs of input/state/output restrictions and input/state/output
aggregations. The proof uses geometric arguments in the context of time-variability
of system characteristics and expansion-contraction maps. The presentation of basic
features of the time-varying inclusion covers the problem of zero-state equivalence. It
has been proved, extending the approach in [18] to time-varying systems, that two
systems are zero-state equivalent on a given time-interval if they have a common con-
traction on the same interval. The paper also encompasses the practically important
problem of contractibility (expandability) of time-varying state-feedback controllers.
An indication is given of how to approach the problems of overlapping decentralized
and reduced order control designs.

Further research should explore a direct application of the above-developed
methodology to the inclusion of time-varying observers and dynamic controllers in the
context of the inclusion of performance indices (generalizing the existing approaches
related to time-invariant systems). It would be especially important to clarify main
practical aspects of decentralized overlapping and reduced order control design of
time-varying systems. Moreover, the proposed methodology of analysis, which was
presented in the context of the composition property, indicates possible applications
to switching and hybrid dynamical systems.
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[15] A. Iftar and U. Özgüner, Overlapping decompositions, expansions, contractions and stability
of hybrid systems, IEEE Trans. Automat. Control, 43 (1998), pp. 1040–1055.
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[35] S. S. Stanković and D. D. Šiljak, Contractibility of overlapping decentralized control, Systems
Control Lett., 44 (2001), pp. 189–199.
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Introduction. Let us consider the differential inclusion

x′(t) ∈ F (t, x(t)),(1)

where F is a set-valued map from [0, T ]× R
n into R

n and T > 0 is given.
We denote by S[0,T ](x0) the set of solutions to (1) starting at x0 and defined on

the time interval [0, T ].
Investigation of optimization problems is often based on linearization techniques.

What should we call linearized inclusion?
For a given trajectory z ∈ S[0,T ](x0), it was suggested in Frankowska [10] to

consider the inclusion

(∗∗)
{
w′(t) ∈ F ′(z(t), z′(t)) · w(t) a.e. in [0, T ],
w(0) = 0,

where F ′ denotes a derivative of F at (z(t), z′(t)) in a sense we specify later.
It was shown that a solution w to (**) is a limit inW 1,1 of the difference quotients

xh−z
h when h→ 0+ for some xh ∈ S[0,T ](x0) .
This paper is devoted to an extension of this result to a state constraints case

formulated as x(t) ∈ K. Namely, we consider the constrained system

x′(t) ∈ F (t, x(t)),
x(0) = x0 ∈ C0,
x(t) ∈ K,

(2)

where C0 is a given subset of R
n.

The set of all solutions to (2) defined on [0, T ] and starting at some x0 will be
denoted by SK[0,T ](x0).

The main theme of this paper is to replace the above differential inclusion by its
“linear approximation” along a trajectory x ∈ SK[0,T ](x0) and to prove an extension of
variational equations of ODEs to such a constrained multivalued system.
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The linearized system along x is defined by

w′(t) ∈ dF (t, x(t), x′(t)) · w(t) a.e. in [0, T ],
w(0) = w0,
w(t) ∈ C(t) ∀t in [0, T ],

where dF denotes the derivative of the set-valued map F with respect to x, whose
definition is recalled in section 1, and C(t) is a family of closed cones contained in
tangent to K at x(t).

In the case in which K has sufficiently smooth boundary, C(t) are usual tangent
cones to K at x(t). When the boundary of K is nonsmooth, we have to compensate
for it by refinement of cones, requiring them to satisfy some additional properties.

We prove, in the first part, that for every solution w(·) of the linearized system,
there exist trajectories xh(·) of the original system satisfying

xh(·)− x(·)
h

−→ w(·) as h→ 0+,

using recent results of Frankowska–Rampazzo [12] and Frankowska–Vinter [14]. In
other words, the linearized system plays the same role as the variational equation in
ODE theory. For this reason, it is called variational inclusion. We provide different
instances of constraints for which variational inclusion holds true.

In the second part, we apply this result to obtain a direct proof of the maximum
principle under state constraints.

Consider the following optimal control problem:

Minimize ϕ(x(T )) over solutions to


x′(t) ∈ F (t, x(t)) a.e. in [0, T ],
x(0) = x0,
x(t) ∈ K ∀t ∈ [0, T ].

Let x(·) be a minimizer issued from x0.
To prove the first order necessary condition for optimality, we apply Fermat’s

rule: at the point of minimum, the derivative of the function ϕ is nonnegative in the
direction of w(T ), where w(·) is a solution of the linearized system. That means we
obtain the following inequality:

〈∇ϕ(x(T )), w(T )〉 ≥ 0.

Naturally, to derive this inequality, we use the first part of the article.
Next, using duality theory, we give a direct proof of the maximum principle. By

direct proof we mean arguments based on linearization of the original system (the
so-called variational inclusions).

A very simple and direct proof of the maximum principle for unconstrained control
problems can be found in Pallu de la Barriere [17]. It is based on the variational
equation of the ODE.

Linearization of differential inclusion for unconstrained problems and applications
to maximum principle was studied in Frankowska [10].

The necessary condition for differential inclusion problems has been known for
many years. Since linearization arguments are not applicable in the constrained case,
different authors applied tools based on different arguments. For instance, for target
control problems, Pontryagin and al. [18] used fixed point arguments. Clarke and
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Loewen [6] and Vinter and Pappas [24] derived necessary conditions associated with
the optimal control problem involving state constraints in the form g(x(t)) ≤ 0 when
the function g is Lipschitzian and using the nonsmooth analysis tools of Clarke [5]
and the ε-variational principle of Ekeland [7]. We notice that their proofs are based
on the reduction of optimal control problems to the Bolza type calculus of variations
problems without state constraints.

Recently, Arutyunov and Aseev [3] have obtained nondegenerate necessary condi-
tions in Hamiltonian form when F has convex images and is locally Lipschitz in both
variables. We do not assume here that F is Lipschitz with respect to the time and
do not study additional assumptions to be imposed to get nondegenerate necessary
conditions. However, Case 1 of the proof of Theorem 4.1 yields that conditions are
nondegenerate, while Case 2 does not allow this conclusion. Also, in [3] the proof uses
Ekeland’s principle applied to a family of auxiliary problems and a limiting procedure.

Rampazzo and Vinter [20] derived necessary conditions to a nonconvex problem
in terms of normal cones and a limiting subdifferential. Their results are proved by
replacing the original problem by a family of Bolza problems and applying Ekeland’s
principle.

In the present work, the maximum principle is derived to a nonconvex F coming
from a control system differentiable with respect to x. It is formulated in the usual
Jacobian form (adjoint equations and the maximum condition). Recall that all these
different formulations are not equivalent.

In this paper, we shall use a direct proof based on our variational inclusion and
duality arguments.

In contrast to the work of previous authors (except [20]), we do not suppose any
hypotheses about the convexity of F which are basic for the earlier results.

This paper is organized as follows: in section 1, we recall some notions of set-
valued analysis we are dealing with. In section 2, we study variational inclusion in the
space of absolutely continuous functions, under inequality constraints or constraints
given by a closed smooth set. In section 3, we present an analogous result in the
space of continuous functions C[0, T ], and in the cases of both smooth and nonsmooth
constraints. Section 4 provides an application to Mayer’s problem of optimal control.

1. Preliminaries and notation. Denote by

• C([0, T ];Rn) the space of continuous maps x from [0, T ] into R
n, with the

norm ‖ x ‖C= supt∈[0,T ] ‖ x(t) ‖,
• W 1,1([0, T ];Rn) the space of absolutely continuous functions x from [0, T ]

into R
n with the norm ‖ x ‖W 1,1[0,T ] = ‖ x(0) ‖ +

∫ T
0
‖ x′(t) ‖ dt, and

• L1([0, T ];Rn) the space of Lebesgue-integrable functions x from [0, T ] into R
n

with the norm ‖ x ‖L1 =
∫ T
0
‖ x(t) ‖ dt.

Consider the differential inclusion x′(t) ∈ F (t, x(t)), x(0) = x0.

A function x ∈W 1,1([0, T ];Rn) is called a solution if it satisfies (1) almost every-
where in [0, T ].

We recall that S[0,T ](x0) denotes the set of solutions starting at x0 and defined on
[0, T ], and SK[0,T ](x0) denotes the set of all x ∈ S[0,T ](x0) verifying the state constraints

x(t) ∈ K for all t ∈ [0, T ].

Consider next the convexified (relaxed) differential inclusion{
x′(t) ∈ coF (t, x(t)) a.e. in [0, T ],
x(0) = x0,

(3)
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and denote the set of its solutions by Srel[0,T ](x0).
We recall that coF denotes the closed convex hull of F .
We shall denote by Srel,K[0,T ] (x0) the set of all solutions to (3) such that x(t) ∈ K

for all t ∈ [0, T ].
Throughout the paper, B will denote the closed unit ball.
Let dist(·,K) : R

n → R be the Euclidean distance function from a set K ⊂ R
n:

dist(x,K) = inf{||x− y|| : y ∈ K}.
We recall the following definitions.

Definition 1.1. Let K ⊂ R
n and x ∈ K (the closure of K).

• Contingent cone to K at x:

TK(x) =
{
v ∈ R

n : ∃hi → 0+ ∃vi → v such that x+ hivi ∈ K
}

or, equivalently,

TK(x) =

{
v ∈ R

n : lim inf
h→0+

dist

(
v,
K − x
h

)
= 0

}
.

• Intermediate (or adjacent) cone to K at x:

IK(x) =
{
v ∈ R

n : ∀hi → 0+ ∃vi → v such that x+ hivi ∈ K
}

or, equivalently,

IK(x) =

{
v ∈ R

n : lim
h→0+

dist

(
v,
K − x
h

)
= 0

}
.

• Clarke’s tangent cone to K at x:

CK(x) =
{
v ∈ R

n : ∀hi → 0+ ∀yi → x in K,∃vi → v such that yi + hivi ∈ K
}

or, equivalently,

CK(x) =



v ∈ R

n : lim
h→0+

y→x in K

dist

(
v,
K − y
h

)
= 0



.

Definition 1.2. Consider a set-valued map F , from a finite dimensional space
X to a finite dimensional space Y , Lipschitzian around x, and let (x, y) ∈ GraphF .
The adjacent derivative of F at (x, y) is the set-valued map dF (x, y) from X into
subsets of Y defined by

v ∈ dF (x, y) · u⇐⇒ lim
h→0+

dist

(
v,
F (x+ hu)− y

h

)
= 0;

see Aubin–Frankowska [2] for properties of set-valued derivatives.
In the next sections, we shall impose the following hypotheses on F .

H.1

∣∣∣∣∣∣∣∣∣∣∣∣

(i) For all (t, x) ∈ [0, T ]× R
n, F (t, x) is a nonempty closed set and

F (·, x) is measurable for each x ∈ R
n.

(ii) For some c > 0, for all (t, x) ∈ [0, T ]× R
n,

F (t, x) ⊂ c(||x||+ 1)B.
(iii) ∃ kF ∈ L1([0, T ];R+) such that for all x, x

′ ∈ R
n, and t ∈ [0, T ],

F (t, x) ⊂ F (t, x′) + kF (t)||x− x′|| B.
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We recall that the celebrated Filippov’s Theorem (see [8]) provides an estimate of
the distance from an absolutely continuous function y to the set S[t0,T ](x0) under as-
sumptions H.1. It also allows us to prove the following Filippov–Wazewski relaxation
theorem from [12].

Theorem 1.3 (relaxation theorem). Consider a set valued map F : [t0, T ]×R
n ❀

R
n satisfying H.1, and let y be a solution to the relaxed inclusion (3). Then for every
µ > 0 there exists a solution x ∈ S[t0,T ](x0) such that ‖x− y‖C ≤ µ.

2. Variational inclusion in W 1,1([0, T ]; R
n).

2.1. Inequality constraints. Let g : R
n −→ R

m be a C1,1 function. (C1,1

denotes the class of C1 functions with locally Lipschitz continuous gradients).
Set

K = {x ∈ R
n : g(x) ≤ 0} .

Fix x0 ∈ C0 and x ∈ SK[0,T ](x0).
We consider the linearized system along x, which is formulated as the differential

inclusion

(P )



w′(t) ∈ dF (t, x(t), x′(t)) · w(t) a.e. in [0, T ],
w(0) = w0 ∈ IC0

(x0),
w(t) ∈ IK(x(t)), ∀t in [0, T ],

where dF (t, x(t), x′(t)) denotes the partial derivative of F (t, ·) at (x(t), x′(t)).
We introduce the constraint qualification (of Mangasarian–Fromowitz type)

H.2

∣∣∣∣ For all R > 0, there exists α > 0 such that
minv∈F (t,x)∇g(x) · v < −α for x ∈ B(0, R) ∩ ∂K and a.e. t ∈ [0, T ],

where ∂K denotes the boundary of K.
This assumption implies, in particular, that for all t satisfying g(x(t)) = 0, we

have

IK(x(t)) = {v : 〈∇g(x(t)), v〉 ≤ 0}(4)

and that Int{x : g(x) ≤ 0} �= ∅.
Our main theorem is the following.
Theorem 2.1. Fix x0 ∈ C0 and x ∈ SK[0,T ](x0). Assume that H.1 and H.2

are verified, and let w(·) be a solution to (P). Then, for all hi → 0+ and every
sequence {wi} such that limi→+∞ wi = w0 and x0 + hiwi ∈ K, there exist solutions
xi ∈ SK[0,T ](x0 + hiwi) such that

xi(·)− x(·)
hi

−→ w(·) in W 1,1([0, T ];Rn) when i→ +∞.

Remark. From the proof provided below, it follows that the assumption on g may
be weakened. Namely, it is enough to assume that g ∈ C1,1 on a neighborhood of ∂K
and g is continuous on R

n.
Proof of Theorem 2.1.
Step 1. We prove first that, for all solutions w(·) of (P ), there exists a sequence

xi such that xi ∈ S[0,T ](x0 + hiwi) and
xi(·)−x(·)

hi
−→ w(·) in W 1,1.



VARIATIONAL INCLUSIONS UNDER STATE CONSTRAINTS 347

To this aim, we mimic the proof from [2, p. 405], by making a few refinements
(namely, inequality (8) below) that would allow us to prove our theorem.

Let w(·) be a solution of (P ). Let wi → w0 when i→ +∞.
By the very definition of the adjacent derivative, for almost all t ∈ [0, T ],

lim
i→∞

dist

(
w′(t),

F (t, x(t) + hiw(t))− x′(t)
hi

)
= 0.(5)

Moreover, since x′(t) ∈ F (t, x(t)) almost everywhere in [0,T] and by H.1, for all
sufficiently large i and for almost every t ∈ [0, T ]

dist(x′(t) + hiw′(t), F (t, x(t) + hiw(t))) ≤ hi(||w′(t)||+ kF (t)||w(t)||).(6)

Set yi(t) = hiwi + x(t) + hi(w(t) − w0). Then y′i(t) = x′(t) + hiw′(t), and
yi(0) = x(0) + hiwi.

We want to estimate dist(y′i(t), F (t, yi(t))). Notice that, because of the Lips-
chitzianity of F ,

dist(y′i(t), F (t, yi(t))) ≤ dist(y′i(t), F (t, x(t) + hiw(t)))
+kF (t)hi||wi − w0||.(7)

By (6), it follows that

dist(y′i(t), F (t, yi(t))) ≤ hi(||w′(t)||+ kF (t)||w(t)||) + kF (t)hi||wi − w0||.(8)

Then (5), (7), and the Lebesgue dominated convergence theorem yield∫ T

0

dist(y′i(t), F (t, yi(t)))dt = α(hi),

where lim
hi→0+

α(hi)

hi
= 0.

Set {
γi(t) = dist(y′i(t), F (t, yi(t))),
ηi(t) =

∫ t
0
γi(s) exp(

∫ t
s
k(ν)dν)ds.

(9)

By Filippov’s existence theorem [8] applied to arcs yi, there exist solutions xi ∈
S[0,T ](x(0) + hiwi) such that

||xi(t)− yi(t)|| ≤ ηi(t),

||x′i(t)− y′i(t)|| ≤ kF (t)ηi(t) + γi(t) a.e. in [0, T ].

Hence

xi(·)− yi(·)
hi

−→ 0 inW 1,1.

Since xi(0)−x(0)
hi

= wi −→ w0 = w(0), this implies that

lim
i→+∞

xi(·)− x(·)
hi

= w(·) inW 1,1 on [0, T ].(10)
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We can easily see that there exists a constant M ≥ 0 such that

||x′i − x′ − hiw′||L1 ≤M · α(hi)
and

||xi(t)− x(t) − hiw(t)|| ≤ hi||wi − w0||+M · α(hi).(11)

The constructed solutions xi(·) do not necessarily remain in K.
Step 2. Let us introduce the following notation:

g+(x) = max (g(x) , 0).

We shall prove the existence of solutions xi ∈ SK[0,T ](x0 + hiwi) satisfying for some
L > 0 and all i ≥ 1

||xi − xi||W 1,1([0,T ]) ≤ L · max
t∈[0,T ]

g+(xi(t)).(12)

We recall the neighboring feasible trajectories theorem from [14].
Theorem 2.2 (Frankowska–Vinter). Assume that H.1 and H.2 are satisfied. Let

x̂0 ∈ K. Then there exists a constant L, which depends on |x̂0|, with the following
property: given any solution x̂ ∈ S[0,T ](x̂0), a solution x ∈ SK[0,T ](x̂0) can be found

such that ||x− x̂||W 1,1([0,T ]) ≤ L ·maxt∈[0,T ] g
+(x̂(t)).

We apply this theorem by taking x̂ = xi and x̂0 = x0 + hiwi. We get then the
existence of xi(·) as claimed.

Step 3. Let us show that the quotients xi(.)−x(.)
hi

converge to w(·) in W 1,1 when

hi → 0+.
Because of (10), it remains to prove that

xi(·)− xi(·)
hi

−→ 0 inW 1,1.

For all t ∈ [0, T ], we have to estimate g+(xi(t)).
Fix any ε > 0, and set

Qε = {s ∈ [0, T ] : 〈∇g(x(s)), w(s)〉 < ε}.
Let QC

ε denote its complement.
Observe that for all s ∈ [0, T ] such that g(x(s)) = 0, by (4) we have s ∈ Qε.
• Case A. If t ∈ QC

ε , since g(x(·)) is continuous, we deduce, using (4), that
there exists δ > 0 such that

∀ s ∈ QC
ε , g(x(s)) ≤ −δ < 0.

For i large enough, since QC
ε is compact and since xi → x uniformly, we have

g(xi(s)) ≤ −δ
2
< 0.

Then we obtain in this case

1

hi
sup
t∈QCε

g+(xi(t)) = 0.
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• Case B. If t ∈ Qε, we have

g(xi(t)) = g(x(t)) + 〈∇g(x(t)) , xi(t)− x(t)〉 + θ(|xi(t)− x(t)|),
where θ(r)

r → 0 as r → 0:

g(xi(t)) = g(x(t)) + 〈∇g(x(t)) , xi(t)− x(t) − hiw(t)〉
+ hi〈∇g(x(t)) , w(t)〉 + θ(|xi(t)− x(t)|).

Then

g(xi(t)) ≤ 〈∇g(x(t)) , xi(t)− x(t) − hiw(t)〉 + hiε + θ(|xi(t)− x(t)|).
We set N = supt∈[0,T ] ||∇g(x(t))||. Then

g(xi(t)) ≤ N · [hi||wi − w0|| + M · α(hi)] + hiε + o(hi) ∀t ∈ Qε.

Thus

1

hi
g+(xi(t)) ≤ N · ||wi − w0|| + N ·M α(hi)

hi
+ ε +

o(hi)

hi
.

Since

lim
hi→0+

α(hi)

hi
= 0, lim

hi→0+

o(hi)

hi
= 0, and wi → w0,

we obtain in this case

lim sup
hi→0+

(
sup
t∈Qε

1

hi
g+(xi(t))

)
≤ ε.

From the above two cases (since ε is arbitrary) and (12), we conclude that

lim
i→+∞

xi(·)− xi(·)
hi

= 0 inW 1,1 on [0, T ],

which ends the proof.

2.2. Constraints given by a closed smooth set. In this section, K is a closed
set whose boundary is smooth in the sense explained below.

We consider the same variational inclusion (P ), where x, x0 have the same mean-
ing as before.

The constraint set verifies the following “smooth boundary” condition.
Let the signed distance h : R

n �→ R be defined as

h(x) =

{ −dist(x, ∂K) if x ∈ K,
dist(x, ∂K) if x /∈ K

and be such that the following hold.

H.3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(i) There exists η > 0 such that the function
h is of class C1,1 on a η-neighborhood of ∂K;
i.e., it is differentiable with a locally
Lipschitz continuous gradient on B(∂K, η).

(ii) There exists ε > 0 such that,
for every x ∈ ∂K and every t,
one has minv∈F (t,x)〈 v,N (x) 〉 ≤ −ε,
where N (x) denotes the outer normal to K at x.
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Remarks.
(a) Recall that N (x) = ∇h(x).
(b) If F is continuous, it is enough to assume that, for all (t, x) ∈ [0, T ] × ∂K,

minv∈F (t,x)〈v,N (x)〉 < 0 instead of H.3 (ii) to get the same conclusions as below.
We can state the following theorem.
Theorem 2.3. Assume that H.1 and H.3 are verified, and let x ∈ SK[0,T ](x0).

Fix w0 ∈ IC0(x0) and a solution w(·) to (P ). Let hi −→ 0+ and wi −→ w0 be
such that x0 + hiwi ∈ K.

Then there exist

xi ∈ SK[0,T ](x0 + hiwi)

such that
xi(·)− x(·)

hi
−→ w(·) in W 1,1 on [0, T ].

Proof of Theorem 2.3. Define the constraint set as K = {x : h(x) ≤ 0}, and we
have the case of the previous subsection, but we have only h ∈ C1,1 on a neighborhood
of ∂K.

Observe next that all estimates of the proof of Theorem 2.1 were used only on a
neighborhood of {x : g(x) = 0}. When x ∈ Int K, we have the case in which h(x) < 0,
and so again arguments from the proof of Theorem 2.1 do apply.

3. Variational inclusion in C([0, T ]; R
n). We consider the solution map S[0,T ]

as the set-valued map from R
n to C([0, T ];Rn).

Fix x0 ∈ C0, and let x ∈ SK[0,T ](x0), w0 ∈ IC0(x0).
Consider the following linearized inclusion:

(Lrel)

{
w′(t) ∈ dcoF (t, x(t), x′(t)) · w(t) a.e. in [0, T ],
w(0) = w0.

In this section, we denote by Slin[0,T ](w0) the closure in C([0, T ];R
n) of all solutions to

(Lrel).
We suppose that assumptions H.1 are verified.
Observe that, if F satisfiesH.1, then so does the set-valued map (t, x) ❀ coF (t, x).
In this section, we establish results which are analogous to those proved in the

previous section in cases of inequality and smooth and nonsmooth constraints.

3.1. Inequality constraints. Let g ∈ C1,1(Rn,Rm) and K = {x : g(x) ≤ 0}.
Theorem 3.1. Let w ∈ Slin[0,T ](w0) be such that w(t) ∈ IK(x(t)) for all t ∈ [0, T ].

If H.2 holds true, then, for all hi → 0+ and wi −→ w0 satisfying x0 + hiwi ∈ K,
there exist xi ∈ SK[0,T ](x0 + hiwi) such that

xi(·)− x(·)
hi

−→ w(·) in C([0, T ];Rn) when i→ +∞.

Proof of Theorem 3.1.
Step 1. Let w(·), hi, wi be as above. Consider solutions wj(·) to (Lrel) converging

to w(·) in C([0, T ];Rn).
Applying the same arguments as in step 1 of the proof of Theorem 2.1, and

replacing F by coF , we deduce the existence of xj,i ∈ Srel[0,T ](x0 + hiwi) such that
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xj,i(·)−x(·)
hi

converge uniformly to wj(·) and satisfying the following inequality for all
t:

||xj,i(t)− x(t)− hiwj(t)|| ≤ hi||wi − w0||+M · αj(hi)(13)

with M independent from i, j and limi→∞
αj(hi)
hi

= 0.
By the relaxation theorem, Theorem 1.3, we may also assume that xj,i ∈ S[0,T ](x0+

hiwi).
We apply the Frankowska–Vinter theorem, Theorem 2.2, by taking x̂ = xj,i,

x̂0 = x0 + hiwi.
We get then the existence of yj,i(·) ∈ SK[0,T ](x0 + hiwi) satisfying for some L > 0

and all i ≥ 1

||yj,i − xj,i||W 1,1([0,T ]) ≤ L · max
t∈[0,T ]

g+(xj,i(t)).

Step 2. Let us show that ∃L1 > 0, i(j) ≥ 1, and εj → 0 such that, for all i ≥ i(j),∥∥∥yj,i(·)−x(·)
hi

− wj(·)
∥∥∥
C
≤ L1 · εj .

We observe that

‖yj,i(·)− x(·)− hiwj(·)‖C ≤ L · sup
t∈[0,T ]

g+(xj,i(t))

+ sup
t∈[0,T ]

‖xj,i(t)− x(t)− hiwj(t)‖.(14)

Set for all r ≥ 1

Qr,j =

{
s ∈ [0, T ] : 〈∇g(x(s)) , wj(s)〉 < 1

r

}
.

Let QC
r,j denote its complement.

Since wj(·)→ w(·), ∃j0 such that for all j ≥ j0, for all t satisfying x(t) ∈ ∂K, we
have t ∈ Qr,j .

We mimic step 3 of the proof of Theorem 2.1 by considering two cases.
• Case A. If t ∈ QC

r,j , then g(x(t)) < 0.
Then with the same reasoning as step 3 of the proof of Theorem 2.1, for i
large enough, we have g(xj,i(t)) ≤ − δ

2 < 0 and 1
hi

supt∈QC
r,j
g+(xj,i(t)) = 0.

• Case B. If t ∈ Qr,j , we have

g(xj,i(t)) = g(x(t)) + 〈∇g(x(t)) , xj,i(t)− x(t) − hiwj(t)〉
+ hi〈∇g(x(t)) , wj(t)〉+ θ(|xj,i(t)− x(t)|),

where θ(s)
s → 0 as s→ 0.

Setting N = supt∈[0,T ] ||∇g(x(t))|| and using (13), we get, for all t ∈ Qr,j ,

g(xj,i(t)) ≤ N · [hi||wi − w0|| + M · αj(hi)] + hi
1

r
+ oj(hi).

Thus

1

hi
sup

t∈Qr,j
g+(xj,i(t)) ≤ N · ||wi − w0|| + N ·M · αj(hi)

hi
+

1

r
+
oj(hi)

hi
.



352 MOULKA TAMZALI-LAFOND

From the above two cases, and since limi→∞
αj(hi)
hi

= 0, limi→∞
oj(hi)
hi

= 0, and
wi → w0, and by (14) there exists L1 ≥ 1 independent from i, j such that for every j
we can find i(j) satisfying for all i ≥ i(j)∥∥∥∥yj,i(·)− x(·)hi

− wj(·)
∥∥∥∥ ≤ L1 · 3

r
.

Since r is arbitrary, by the diagonalization method we can find sequences xk ∈ {yj,i :
i ≥ 1, j ≥ 1} such that xk(·)−x(·)

hk
converge to w(·) in C([0, T ];Rn). The proof is

complete.

3.2. Smooth constraints. We assume here that the boundary of K is smooth;
i.e., assumptions H.3 are verified.

Theorem 3.2. Let w ∈ Slin[0,T ](w0) be such that w(t) ∈ IK(x(t)) for all t ∈ [0, T ].

If H.1 and H.3 hold true, then for all hi → 0+ and wi −→ w0 satisfying x0 +

hiwi ∈ K, there exist xi ∈ SK[0,T ](x0 + hiwi) such that xi(.)−x(.)
hi

converge to

w(·) in C([0, T ];Rn) when i→ +∞.
Proof of Theorem 3.2. Applying the same arguments as in step 1 of the proof of

Theorem 3.1, we deduce the existence of xj,i(·) ∈ S[0,T ](x0 + hiwi) satisfying for all t

||xj,i(t)− x(t)− hiwj(t)|| ≤ hi||wi − w0||+M · αj(hi),(15)

where limi→∞
αj(hi)
hi

= 0 for all j.
We next estimate dist(x(t) + hiw(t),K) for all t.
Observe that

dist(x(t) + hiw(t),K) =

{
0 if x(t) + hiw(t) ∈ K,
dist(x(t) + hiw(t), ∂K) otherwise.

If i is large enough, supt(hi‖w(t)‖) < η.
Let ε > 0. Set

Qε = {s ∈ [0, T ] : 〈∇h(x(s)) , w(s)〉 < ε},
and let QC

ε denote its complement.
Observe next that, for all t such that x(t) ∈ ∂K, and since w(t) ∈ IK(x(t)), we

have t ∈ Qε.
Here again we consider two cases.
• Case A. If t ∈ QC

ε , since mint∈QCε dist(x(t),KC) > 0, for all i large enough

mint∈QCε dist(x(t) + hiw(t),K
C) > 0, where KC denotes the complement of

K. So supt∈QCε dist(x(t) + hiw(t),K) = 0.
• Case B. If t ∈ Qε, since

h(x(t) + hiw(t)) = h(x(t)) + 〈∇h(x(t)), hiw(t)〉+ o(hi),
we have for all large i

h(x(t) + hiw(t)) ≤ 2hiε.

From the above two cases, there exists c > 0 such that for all i large enough

dist(x(t) + hiw(t),K) ≤ c · hi · ε.(16)
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Step 1. We prove here that there exist yj,i ∈ SK[0,T ](x0+hiwi) satisfying, for some

L ≥ 1, independent from j and i, i(j) ≥ 1, and εj → 0,

∀i ≥ i(j),
∥∥∥∥yj,i(·)− x(·)hi

− wj(·)
∥∥∥∥ ≤ L · εj .

Under assumptions H.1 and H.3, we have the following result (from [12]).
Lemma 3.3 (Frankowska–Rampazzo). There exist L > 0 and τ > 0 such that

for every (t0, x0) ∈ [0, T ] × K, and every trajectory x(·) ∈ S[t0,t0+τ ](x0), there is a
trajectory x(·) ∈ SK[t0,t0+τ ](x0) such that

||x− x||C[t0,t0+τ ] ≤ L sup
t∈[t0,t0+τ ]

dist(x(t),K).

Let τ and L1 be as in the above lemma.
• If Min(τ, T ) = T , then we directly apply Lemma 3.3.
It says that, for xj,i(·) ∈ S[0,T ](x0 + hiwi), we have the existence of

yj,i(·) ∈ SK[0,T ](x0 + hiwi)

such that

||yj,i − xj,i||C[0,T ] ≤ L1 · sup
t∈[0,T ]

dist(xj,i(t),K).

Then, using (15),∥∥∥∥yj,i(·)− x(·)hi
− wj(·)

∥∥∥∥ ≤ L1 · 1
hi

sup
t∈[0,T ]

dist(xj,i(t),K)

+‖wi − w0‖+M · αj(hi)
hi

.

(17)

On the other hand, we have

dist(xj,i(t),K) ≤ hi||wi − w0||+M · αj(hi)
+ dist(x(t) + hiw(t),K) + hi||wj(t)− w(t)||.(18)

Then, using (16), (17), (18), and the convergence of wj to w, we deduce the
existence of L, i(j) ≥ 1, and εj → 0 such that, for all i ≥ i(j),∥∥∥∥yj,i(·)− x(·)hi

− wj(·)
∥∥∥∥
C([0,τ ])

≤ L · εj .(19)

• If Min(τ, T ) = τ < T , then we apply Lemma 3.3 exactly as above on the time
interval [0, τ ] to prove the existence of y1j,i(.) ∈ SK[0,τ ](x0+hiwi), L1, i(j) ≥ 1,

and εj,1 → 0 as j →∞ such that, for all i ≥ i(j),∥∥∥∥∥y
1
j,i(·)− x(·)

hi
− wj(·)

∥∥∥∥∥
C([0,τ ])

≤ L1 · εj,1.(20)

Set zj,i(τ) =
y1
j,i(τ)−x(τ)

hi
. Then y1j,i(τ) = x(τ) + hizj,i(τ) ∈ K.
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We observe that ‖zj,i(τ)− wj(τ)‖ ≤ L1 · εj,1.
We set zj,i(t) = x(t) + hi(zj,i(τ)− wj(τ)) + hiwj(t) for t ≥ τ .
Then z′j,i(t) = x

′(t) + hiw′
j(t) and zj,i(τ) = x(τ) + hizj,i(τ) = y

1
j,i(τ).

We observe that, for all t ≥ τ ,
1

hi
dist(zj,i(t),K) ≤ ||zj,i(τ)− wj(τ)||+ ||wj(t)− w(t)||

+
1

hi
dist(x(t) + hiw(t),K).

(21)

On the other hand, we do have the same inequality as (8) for all t ≥ τ :
dist(z′j,i(t), coF (t, zj,i(t))) ≤ hi(||w′

j(t)||+kF (t)||wj(t)||)+hikF (t)||zj,i(τ)−wj(τ)||
and

1

hi
dist(z′j,i(t), coF (t, zj,i(t))) ≤ ||zj,i(τ)− wj(τ)||+ ot(hi),

where ot(hi)
hi

→ 0 when i→∞.
This and the Lebesgue dominated convergence theorem yield∫ T

τ

dist
(
z′j,i(t), coF (t, zj,i(t))

)
dt = βj(hi),

where lim supi→∞
βj(hi)
hi

≤ C · εj,1 with C independent from j.
Consider next the time interval [τ, 2τ ]. We apply the Filippov’s existence
theorem [8] on [τ, 2τ ] to the arcs zj,i and the relaxation theorem, Theorem
1.3.
We have then the existence of l > 0 independent from i and j and solutions

yj,i(·) ∈ S[τ,2τ ](x(τ) + hizj,i(τ))

such that, for all i large enough,∥∥∥∥yj,i(·)− zj,i(·)hi

∥∥∥∥ ≤ l · εj,1 on [τ, 2τ ].(22)

We now apply Lemma 3.3 on [τ, 2τ ], considering yj,i(·) ∈ S[τ,2τ ](x(τ) +
hizj,i(τ)) to obtain the existence of some L and y2j,i(·) ∈ SK[τ,2τ ](x(τ) +

hizj,i(τ)) such that

||y2j,i − yj,i||C([τ,2τ ]),Rn) ≤ L · sup
t∈[τ,2τ ]

dist(yj,i(t),K).

However, since

1

hi
sup

t∈[τ,2τ ]

dist(yj,i(t),K) ≤ 1

hi
sup

t∈[τ,2τ ]

‖yj,i(t)−zj,i(t)‖+ 1

hi
sup

t∈[τ,2τ ]

dist(zj,i(t),K),

using (16), (21), and (22), we obtain the existence of L2, i(j) and εj,2 → 0+

such that ∥∥∥∥∥y
2
j,i(·)− x(·)

hi
− wj(·)

∥∥∥∥∥
C([τ,2τ ]

≤ L2 · εj,2.(23)
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– If min(2τ, T ) = T , then concatenate y1j,i(·) on [0, τ ] and y2j,i(·) on [τ, 2τ ]
to get the existence of yj,i on [0, T ] such that

yj,i(·) ∈ SK[0,T ](x0 + hiwi).

Since y1j,i(τ) = y
2
j,i(τ), because of (20) and (23), we get for some L3 and

εj,3 → 0+

∥∥∥∥yj,i(·)− x(·)hi
− wj(·)

∥∥∥∥
C([0,2τ ])

≤ L3 · εj,3 ∀ i large enough.

– If min(2τ, T ) = 2τ < T , we proceed inductively. Assume we have already
constructed solutions

yj,i(.) ∈ SK(x0 + hiwi) on [0,min(pτ, T )] for some p ≥ 1

in such a way that∥∥∥∥yj,i(·)− x(·)hi
− wj(·)

∥∥∥∥
C([0,min(pτ,T )];Rn)

≤ Lp · εj,p ∀ large i,

where Lp does not depend on i, j, and εj,p → 0 as j →∞.
If min(pτ, T ) = T , then the proof is complete.
If not, we use the same reasoning as in step 1 on [pτ,min((p + 1)τ, T )]
to construct ypj,i(.) ∈ SK(yj,i(pτ)) on [pτ,min((p + 1)τ, T )] such that∥∥∥ypj,i(·)−x(·)

hi
− wj(·)

∥∥∥ ≤ Lp+1 · εj,p+1, where εj,p+1 → 0+ as j →∞, and

we concatenate the two solutions. In this way, we extend the definition
of yj,i on the whole interval [0, T ] in a finite number of steps.

Step 2. We have proved the existence of yj,i ∈ SK[0,T ](x0 + hiwi), L > 0, i(j), and

εj > 0, satisfying for all i ≥ i(j)
∥∥∥yj,i(·)−x(·)

hi
− wj(·)

∥∥∥ ≤ L ·εj with εj → 0+. We apply

next the diagonalization process to prove the existence of xi ∈ SK[0,T ](x0+hiwi) such

that xi(·)−x(·)
hi

converge to w(·) in C([0, T ];Rn). The proof is complete.

3.3. Nonsmooth constraints. In this section, we allow the boundary of K to
be nonsmooth. We replace hypothesis H.3 by the following condition:

H.4

∣∣∣∣ There exists η > 0 such that for all t ∈ [0, T ] and x ∈ ∂K
∃ v ∈ F (t, x) ∩ Int(CK(x)) such that ||v|| ≥ η.

This means that for all (t, x) ∈ [0, T ]×∂K there exists at least one velocity v ∈ F (t, x)
pointing strictly in the set K, in the sense that ∃ ε > 0 such that y+[0, ε]B(v, ε) ⊂ K
for all y ∈ B(x, ε) ∩K.

Set for all t ∈ [0, T ]

Ĉ(t) =



v : lim

t′→t

h→0+

dist(x(t′) + hv,K)

h
= 0



.

Clearly Ĉ(t) ⊂ IK(x(t)).
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Set F (s, x) = F (T, x) for all s ≥ T and x ∈ R
n, and assume

HBV

∣∣∣∣∣∣
There exists L ≥ 0 such that for every d ∈ [0, T ]
and for every Lipschitz map x(·) from [0, T ] into R

n∫ T
0
dH(F (s, x(s)), F (s+ d, x(s)))ds ≤ L · d,

where dH denotes the Hausdorff distance.
Remark. When F (·, x) is Lipschitz, then the hypothesis HBV is verified.
However, if ∂K is smooth in the sense of subsection 3.2, then, according to [12],

this assumption is not needed.

Theorem 3.4. Let w ∈ Slin[0,T ](w0) be such that w(t) ∈ Ĉ(t) for all t ∈ [0, T ]. If

H.1, HBV , and H.4 hold true, then for all hi → 0+ and wi −→ w0 satisfying x0 +

hiwi ∈ K, there exist xi ∈ SK[0,T ](x0 + hiwi) such that xi(.)−x(.)
hi

converge to

w(·) in C([0, T ];Rn) when i→ +∞.
The proof is very similar to the one of subsection 3.2 above, based on results from

[12]. An analogue of Lemma 3.3 can be found in [12] also under assumptions H.1,
HBV , and H.4. The same steps and arguments are applied, and the only difference
is the estimation of dist(x(t) + hiw(t),K).

The assumption w(t) ∈ Ĉ(t) implies that for all ε1 > 0 there exist δ > 0 and
i0 ≥ 1 such that for every t′ ∈ [0, T ] ∩ [t− δ, t+ δ] and i ≥ i0

dist(x(t′) + hiw(t′),K) ≤ hi ε1.(24)

Thus we deduce inequality (16) from (24) by using the compactness of [0, T ].

4. A direct proof of the constrained maximum principle. Let K and C0

be given closed subsets of R
n, and let Z be a complete separable metric space.

In this section, we study Mayer’s problem of optimal control:

Minimize ϕ(x(T )) over solutions to




x′(t) = f(t, x(t), u(t)) a.e. in [0, T ],
u(t) ∈ U(t),
x(0) ∈ C0,
x(t) ∈ K ∀ t ∈ [0, T ],

(25)

where the following hold:
• U : [0, T ] ❀ Z, U(·) is measurable, and U(t) is nonempty and compact.
• f : [0, T ] × R

n × Z �→ R
n is so that f(t, ·, ·) is continuous, f(·, x, u) is mea-

surable, and f(t, ·, u) is differentiable and k(t)-Lipschitzian, and for all t,
supe∈f(t,x,U(t)) ||e|| ≤ c(1 + ||x||).

• ϕ : R
n �→ R is differentiable.

Consider an optimal solution x, let u be a corresponding optimal control, and set
x(0) = x0. We associate the following linearization along the solution control pair
(x, u):

(P ∗
a )



w′(t) =

∂f

∂x
(t, x(t), u(t)) · w(t) + v(t),

w(0) = w0 ∈ K0,
v(t) ∈ V (t) = Tcof(t,x(t),U(t))(x

′(t)),
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where K0 is any closed convex cone contained in IC0
(x0).

Observe that, for F (t, x) := f(t, x, U(t)), we have

∂f

∂x
(t, x(t), u(t)) ∈ dF (t, x(t), x′(t)) ⊂ dcoF (t, x(t), x′(t)),

where dF denotes the adjacent derivative with respect to x.
On the other hand, by [2], we have

dcoF (t, x(t), x′(t)) + Tcof(t,x(t),U(t))(x
′(t)) ⊂ dcoF (t, x(t), x′(t)).

By the last two relations, every solution w(·) to (P ∗
a ) solves the following differential

inclusion: {
w′(t) ∈ dcoF (t, x(t), x′(t)) · w(t),
w(0) = w0 ∈ K0.

Let C(t) be closed convex cones satisfying the following assumption:

H.5

∣∣∣∣∣∣
C(·) : [0, T ] ❀ R

n is a lower semicontinuous set-valued map, C(t) ⊂ Ĉ(t);
there exists a continuous selection w(t) ∈ C(t) such that
for some δ > 0, B(w(t), δ) ⊂ C(t) for all t,

where Ĉ(t) are defined in subsection 3.3.
Remark. If C(t) = CK(x(t)) and Int CK(x(t)) �= ∅ for all t ∈ [0, T ], then, using

that Int CK(x(t)) = {v : ∃ε > 0 for all h ∈ [0, ε], y ∈ B(x(t), ε) ∩K and z ∈ B(v, ε) ,
y + hz ∈ K}, it is easy to prove that H.5 is verified.

We introduce the following notation:

Q1 =
{
w ∈W 1,1([0, T ];Rn) : w(·) solves (P ∗

a )
}
,

K2 = {w ∈ C([0, T ];Rn) : w(t) ∈ C(t)} .

We notice that K2 is closed in C([0, T ];Rn) and Int K2 �= ∅.
Let K1 be the closure in C([0, T ];Rn) of Q1. We impose the hypothesis H.2 in

the case of inequality constraints, the hypothesis H.3 in the case when the boundary
of K is smooth, and H.4 together with HBV when the boundary of K is nonsmooth.
Now, we can state the maximum principle theorem.

Theorem 4.1. If (x, u) is optimal, then there exist λ ∈ {0, 1}, a positive Radon
measure µ, a measurable function ν, and an absolutely continuous function p(·) not
vanishing simultaneously such that

(i) − p′(t) = ∂f

∂x
(t, x(t), u(t))∗ ·

(
p(t) +

∫ t

0

ν(s)dµ(s)

)
a.e. on [0, T ],

(ii) p(T ) +

∫ T

0

ν(s)dµ(s) = −λ∇ϕ(x(T )),

(iii) p(0) ∈ K−
0 ,
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(iv) ν(t) ∈ C(t)− µ a.e. in [0, T ],

(v) max
u∈U(t)

〈
p(t) +

∫ t

0

ν(s)dµ(s), f(t, x(t), u)

〉

=

〈
p(t) +

∫ t

0

ν(s)dµ(s), f(t, x(t), u(t))

〉
a.e. in [0, T ].

Remark. If C(t) = CK(x(t)), then C(t)− = NK(x(t)) (Clarke’s normal cone to K
at x(t)).

Proof of Theorem 4.1. We claim the following.
Proposition 4.2. If x is optimal, then, for all w ∈ K1 ∩K2,

〈∇ϕ(x(T )), w(T )〉 ≥ 0.(26)

Indeed, from the previous section, we do have the existence of trajectories xi
solving (25) such that xi(·)−x(·)

hi
−→ w(·).

Then

ϕ(xi(T )) = ϕ(x(T )) + 〈∇ϕ(x(T )), xi(T )− x(T )〉+ o(hi).

Since x is optimal, ϕ(x(T )) ≤ ϕ(xi(T )), and therefore

〈∇ϕ(x(T )), xi(T )− x(T )〉+ o(hi) ≥ 0.

Dividing by hi and taking the limit when i→ +∞, we obtain the inequality (26).
Define γ : C([0, T ];Rn) �→ R

n by γ(w) = w(T ). Then the claim (26) is equivalent
to, for all w ∈ K1 ∩K2,

〈γ∗∇ϕ(x(T )), w〉 ≥ 0,(27)

which implies that

γ∗∇ϕ(x(T )) ∈ (K1 ∩K2)
+.

We now consider two cases.
Case 1. 0 ∈ Int (K2 −K1). Since K1 and K2 are nonempty closed convex cones

in C([0, T ]), we infer that

(K1 ∩K2)
+ = K+

1 +K+
2

(see, for instance, [4]).
Consequently,

∃ p1 ∈ K+
1 and p2 ∈ K+

2 such that γ∗∇ϕ(x(T )) = p1 + p2,

which yields

〈γ∗∇ϕ(x(T ))− p2, w〉 ≥ 0 ∀ w ∈ K1,
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and therefore

〈∇ϕ(x(T )), w(T )〉 −
∫ T

0

w(t)dp2(t) ≥ 0.(28)

We need to recall Rockafellar’s result; see [21] and [22].
Lemma 4.3 (Rockafellar). Let Q : [0, T ] ❀ R

n be a lower semicontinuous mul-
tifunction such that Q(t) is for every t a nonempty closed convex set. Set Q =
{w ∈ C([0, T ];Rn) : w(t) ∈ Q(t)}; then

Q− = {β ∈ C([0, T ];Rn)∗ : ∃ a positive measure µ on [0, T ] and
a measurable selection ν with ν(t) ∈ Q(t)− µ a.e.,
such that dβ(t) = ν(t)dµ(t)} .

Since −p2 ∈ K−
2 , the above lemma implies that there exist a positive Radon

measure µ and a measurable selection ν with ν(t) ∈ C(t)− such that

−dp2(t) = ν(t)dµ(t).
Consider next any w ∈ Q1.

Integrating by parts, we obtain∫ T

0

w(t)dp2(t) =

〈
w(T ),

∫ T

0

dp2(t)

〉
−
∫ T

0

w′(t)
(∫ t

0

dp2(s)

)
dt.

Then, replacing this in (28),〈
∇ϕ(x(T ))−

∫ T

0

dp2(t), w(T )

〉
+

∫ T

0

w′(t)
(∫ t

0

dp2(s)

)
dt ≥ 0.(29)

Let p(·) solve the system


p′(t) = −∂f
∂x

(t, x(t), u(t))∗ ·
(
p(t) +

∫ t

0

ν(s)dµ(s)

)
,

p(T ) = −∇ϕ(x(T ))−
∫ T

0

ν(s)dµ(s).

(30)

We observe that we have statements (i) and (ii) of Theorem 4.1 with λ = 1.
Then (29) implies

〈p(T ), w(T )〉+
∫ T

0

w′(t)
(∫ t

0

ν(s)dµ(s)

)
dt ≤ 0.(31)

However,

〈p(T ), w(T )〉 = 〈p(0), w(0)〉+
∫ T

0

w′(t)p(t)dt+
∫ T

0

w(t)p′(t)dt,

yielding

〈p(0), w(0)〉+
∫ T

0

w′(t)
[
p(t) +

∫ t

0

ν(s)dµ(s)

]
dt

+

∫ T

0

w(t)p′(t)dt ≤ 0.

(32)
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On the other hand, for any integrable selection v(t) ∈ V (t) and w(·) solving (P ∗
a ),∫ T

0

w′(t)
[
p(t) +

∫ t

0

ν(s)dµ(s)

]
dt

=

∫ T

0

〈
∂f

∂x
(t, x(t), u(t)) · w(t) + v(t), p(t) +

∫ t

0

ν(s)dµ(s)

〉
dt

=

∫ T

0

[〈
w(t),

∂f

∂x
(t, x(t), u(t))∗

(
p(t) +

∫ t

0

ν(s)dµ(s)

)〉

+

〈
v(t), p(t) +

∫ t

0

ν(s)dµ(s)

〉]
dt

= −
∫ T

0

w(t)p′(t)dt+
∫ T

0

〈
v(t), p(t) +

∫ t

0

ν(s)dµ(s)

〉
dt.

This and (32) imply

〈w(0), p(0)〉+
∫ T

0

〈
v(t), p(t) +

∫ t

0

ν(s)dµ(s)

〉
dt ≤ 0.

In particular, taking v(t) ≡ 0,

〈w(0), p(0)〉 ≤ 0,

which means that p(0) ∈ K−
0 .

Taking w(0) = 0, we get that, for all integrable selections v(t) ∈ V (t),∫ T

0

〈
v(t), p(t) +

∫ t

0

ν(s)dµ(s)

〉
dt ≤ 0,

yielding

sup
v∈V (t)

〈
v, p(t) +

∫ t

0

ν(s)dµ(s)

〉
≤ 0 a.e.

By [11], for almost every t ∈ [0, T ],

sup
e∈f(t,x(t),U(t))

〈
p(t) +

∫ t

0

ν(s)dµ(s), e− x′(t)
〉
≤ 0,

implying

maxu∈U(t)

〈
p(t) +

∫ t

0

ν(s)dµ(s), f(t, x(t), u)

〉

=

〈
p(t) +

∫ t

0

ν(s)dµ(s), f(t, x(t), u(t))

〉
a.e.

Case 2. 0 /∈ Int (K2 −K1) or, equivalently, K1 ∩ (Int K2) = ∅. Since K1 and K2

are closed convex sets in C([0, T ];Rn) and Int K2 �= ∅, they can be separated by a
closed hyperplane passing through the origin: i.e., ∃ β ∈ (C([0, T ];Rn))∗, β �= 0, such
that

〈β, a〉 ≤ 0 ≤ 〈β, b〉 ∀ a ∈ K2, ∀ b ∈ K1.(33)



VARIATIONAL INCLUSIONS UNDER STATE CONSTRAINTS 361

Therefore, β ∈ K−
2 . Then, by Lemma 4.3, ∃ a positive Radon measure µ and a

measurable selection ν with ν(t) ∈ C(t)− such that dβ(t) = ν(t)dµ(t). On the other
hand, (33) implies β ∈ K+

1 . Then

∀w ∈ Q1 , 〈β,w〉 ≥ 0.(34)

However, 〈β,w〉 = ∫ T
0
w(t)dβ(t). Integrating by parts, we get〈

w(T ),

∫ T

0

dβ(t)

〉
−
∫ T

0

w′(t)
(∫ t

0

dβ(s)

)
dt ≥ 0,

and therefore〈
w(T ),

∫ T

0

ν(t)dµ(t)

〉
−
∫ T

0

w′(t)
(∫ t

0

ν(s)dµ(s)

)
dt ≥ 0.(35)

Let p(·) solve the linear system (30) with the terminal condition p(T ) = − ∫ T
0
ν(t)dµ(t).

Thus p(T )+
∫ T
0
ν(t)dµ(t) = 0, which is statement (ii) of Theorem 4.1 with λ = 0.

Then, replacing this in (35) and multiplying by −1, we get

〈w(T ), p(T )〉+
∫ T

0

w′(t)
(∫ t

0

ν(s)dµ(s)

)
dt ≤ 0.

We have the same inequality as (31). Then statements (iii) and (v) follow in the same
way as in Case 1.
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Abstract. Optimization of sup norm–type performance functions over the space of H∞ func-
tions is central to the subject of H∞ design, that is, design where stability is the key constraint.
Problems with large amounts of plant uncertainty are often highly nonconvex and therefore may have
many solutions. In this paper, even for highly nonconvex problems, we give a test one can perform,
once a local optimum f∗ has been computed, to see if it is a global optimum. The uniqueness phe-
nomena we discovered uses H∞ properties heavily and are considerably stronger than what occurs
in other types of general optimization. Also, even when f∗ may not be a global optimum we give a
way to use it to bound the best performance possible.

Uniqueness results are valuable for assuring an engineer that a local optimum obtained in a
computer run is in fact a true global optimum. This can save a practitioner a lot of time and anguish
in that it replaces the usual process of initializing an optimization run many times to see if it always
goes to the same local optimum; and even after vast numbers of experiments never being sure.

One of the least intuitive properties of SISO (single input, single output) control is that a (local)
optimum for a carefully set up H∞ problem (cf. Theorem 9.4.1 in [J. W. Helton and O. Merino,
Classical Control Using H∞ Methods: Theory, Optimization, and Design, SIAM, Philadelphia,
1998], [J. W. Helton and D. E. Marshall, Indiana Univ. Math. J., 39 (1990), pp. 157–184]) even
with large amounts of plant uncertainty is unique. Such problems are quite nonconvex, so the fact
is surprising. While the result is false in general for MIMO (multiple input, multiple output) control
(cf. [J. W. Helton and O. Merino, Michigan Math. J., 41 (1994), pp. 285–287]), in this note we are
describing MIMO situations where uniqueness holds.

The setting in this paper is simultaneous (Pareto) optimization of several competing performances
Γ1, . . . ,Γ� and we obtain uniqueness results for its solutions.

Key words. H∞ control, frequency response methods, uniqueness, Pareto, optimization, mul-
tiple performances, integral quadratic constraint, quantitative feedback theory
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1. Introduction. This paper analyzes a problem in which one optimizes per-
formance functions over the space H∞

N of bounded analytic vector-valued functions
f = (f1, . . . , fN ) defined on the unit circle, T, where each coordinate function fj
belongs to L∞(T) and extends to be analytic on the entire unit disk. Let C(T) be
the space of continuous complex-valued functions on the circle and let C1(T) be those
elements in C(T) with continuous first derivatives.

1.1. Definition of Pareto optimum. The performance criteria we optimize
are described in terms of nonnegative continuous functions Γ defined on T × CN .
We are given positive functions Γj(e

iθ, z), j = 1, . . . , 
 for 
 ≤ N with eiθ ∈ T and
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✂
✂✂✌

✡
✡
✡✣

f

Given

Designable

Fig. 1. For a given plant we want to find the best designable part, represented by f .

z ∈ CN . For function f ∈ H∞
N we define the 
 performances

γj(f) := sup
eiθ∈T

Γj(e
iθ, f(eiθ)), j = 1, . . . , 
.

The goals of this paper are best illustrated by the case of two performance func-
tions Γ1,Γ2, even though all results hold for 
 performance functions.

Definition. A function f∗ ∈ H∞
N is called a Pareto optimum for Γ1,Γ2 if for

each f ∈ H∞
N such that γ1(f) ≤ γ1(f∗) and γ2(f) ≤ γ2(f∗), we must have

γ1(f) = γ1(f∗) and γ2(f) = γ2(f∗).

By the MultiOPT problem we shall mean the problem of finding a Pareto opti-
mum. The definition for more Γj ’s is the obvious analogue.

The book of Boyd and Barrat [BB] gives a good discussion of Pareto optimality.
The paper [PY95] treats successfully a particular type of frequency domain Pareto
optimality, superoptimal H∞ optimization.

1.2. Engineering motivation. This type of problem is central to frequency
domain system design problems where stability is a key constraint. In particular it is
important to the area of H∞-control. The basic physical idea is simple. The following
often occurs in a design procedure. We are required to build a system S, but part of
the system is given (we are stuck with it) and part of the system is designable (denote
its frequency response function by f). Such a system is illustrated in Figure 1. The
performance of the system S at frequency ω is a function Γ(ω, f(iω)) which depends
on ω and on our choice of the designable subsystem f . Let us take the convention
that large Γ is bad while small Γ is good. Then in a worst case “broadband” design
we consider the worst performance over all frequencies

sup
ω

Γ(ω, f(iω))

and try to minimize it over all admissible f . If our main constraint is that the des-
ignable subsystem f must be stable, then the design problem becomes the MultiOPT
problem with only one Γ, after transforming the right half plane to the unit disk.
In this paper we deal with the case where f consists of N designable subsystems
f1, . . . , fN and where there are 
 competing performance criteria Γ1,Γ2, . . . ,Γ�. Non-
convex performance measures occur in problems with considerable plant uncertainty.

A number of authors, Mayne, Nye, Polak, and Wu [MNPW], Fan, Koninckx, Tits,
and Wang [FKTW], Streit [St], Boyd and Barratt [BB], Daleh, Pearson, Balas, Doyle,
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Glover, Packard, and Smith [BDGPS], Helton and Merino [HMer98], and Sideris [Si],
have theory and computer programs on searching for an optimal f∗ with certain kinds
of Γ. The main H∞ optimization problem of quantitative feedback theory (QFT) is
essentially the MultiOPT problem. Also integral quadratic constraints (IQCs; see
[MR]) address such problems but in a different set of coordinates (behavioral coordi-
nates). Multiple constraints in the frequency domain of a somewhat different flavor
are in [KRE96], [PRR97], and [FK93]. There are similar physical problems that they
can treat.

1.3. Geometric version of the problem. The MultiOPT problem can be
stated geometrically in a way which is physically appealing. The sublevel sets

Sj(γj) := {(eiθ, z) ∈ T×CN : Γj(e
iθ, z) ≤ γj},

Sjθ(γj) := {z ∈ CN : Γj(e
iθ, z) ≤ γj}

of the performance functions Γj correspond to values of the frequency response
function where the jth performance measure is better (less) than γj . For fixed
→
γ := (γ1, . . . , γ�),

Sθ(
→
γ ) := S1

θ (γ1) ∩ . . . ∩ S�θ(γ�) ∀eiθ ∈ T(1)

is the set of values simultaneously yielding peformance level (γ1, . . . , γ�).

Given target sets Sθ(
→
γ ) in CN , the suboptimal MultiOPT problem is to find a

stable system f whose values f(eiθ) lie in the target sets

f(eiθ) ∈ Sθ(
→
γ ).

Standard assumption. Assume that each Γj is three times differentiable. As-

sume that sets Sθ(
→
γ ) have nonempty interiors for each

→
γ and are uniformly bounded.

Lastly assume that the sets are uniformly contractible: there exist mappings It(e
iθ, z)

from S(
→
γ ) to S(

→
γ ) continuous in t, θ, z such that for each θ, (eiθ, z) 	→ It(e

iθ, z) is the
identity for t = 0, the first coordinate of It(e

iθ, z) is eiθ, and for each θ, z 	→ It(e
iθ, z)

is constant when t = 1. Intuitively, uniform contractibility just ensures that each

of the domains S(
→
γ ) is arcwise connected (i.e., none have isolated components) and

none of them contain holes. Clearly the class of S(
→
γ ) which are uniformly contractible

contains the class of S(
→
γ ) whose Sθ(

→
γ ) are all convex, a class of S(

→
γ ) upon which

most uniqueness theory is based. Our assumption is weak and without it most theory
and existing algorithms of any existing type appear impossible (unless one is in a
situation where the holes do not matter and only one component matters.)1

1.4. The gist of the main results. It is common for computer optimization
algorithms at the kth step to keep track of both the “primal variables” (in our case
fk) and “dual variables.” These are called primal-dual algorithms. We shall see
in sections 2 and 4.2 that such an algorithm for MultiOPT which stops in a local

1Roughly this means that for all θ, the set Sθ(
→
γ

∗
) consists only of one piece and has no holes.

For such a set to contain holes or to be disconnected, one must be working with a highly nonlinear
situation. Under these circumstances, even convergence of one’s computer runs to functions f∗, F
can be problematic; possibly it would be worth while to reconsider the setup of the original problem.
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• f∗(eiθ)

Sθ
(→
γ∗
)

T ∗θ

Fig. 2. Nonconvex but f∗ is a unique global optimum.

•
f∗(eiθ)

Sθ
(→
γbtm

)

Sθ
(→
γ∗
)

T ∗θ

Fig. 3. Nonconvex but no performance is better than
→
γ
btm

.

optimum f∗ with performance levels
→
γ
∗
:= (γ1(f∗), . . . , γ�(f

∗)) produces information
with the simple geometric interpretation that we know the primal local optimum f∗

and a2 tangent plane T ∗θ to the boundary ∂Sθ(
→
γ
∗
) at f∗(eiθ). The tangent plane is

a good way to visualize optimal “dual information.”

Figure 2 illustrates this situation as well as our uniqueness test when the set

Sθ(
→
γ
∗
) has smooth boundary. Figure 3 illustrates our lower bound for performance.

These tests constitute our main results and roughly they say

for each θ, if the tangent plane T ∗θ to Sθ(
→
γ
∗
) at f∗(eiθ)

(a) intersects Sθ(
→
γ
∗
) at only the point f∗(eiθ), then f∗ is the unique

global optimum for MultiOPT; see Figure 2;

(b) does not intersect Sθ(
→
γ

btm

), then any f ∈ H∞
N has

→
γ j (f) ≥→

γ
btm

j

for some j = 1, 2, . . . , 
. That is, performance can be no better than
→
γ

btm

; see Figure 3.

2When the set Sθ(
→
γ

∗
) has smooth boundary (as in problems with a single performance measure

Γ1), the tangent plane T ∗θ is unique.
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We emphasize that Sθ(
→
γ
∗
) need not be convex; our conditions are much less stringent.

For comparison recall that a closed strictly convex set C with smooth boundary ∂C
has the defining property that at each point z0 on ∂C the tangent plane Tz0 to ∂C at
z0 intersects C only at z0. Thus to check strict convexity one must check this property
at every point z0 on ∂C. Our test for uniqueness requires checking this condition at
only one point, for each θ. This is a surprising property of optimization over spaces
of analytic functions.

The tests work in more generality than described here. The sets Sθ(
→
γ
∗
) can have

corners as would be the case with multiperformance problems; see Theorem 4.1. Also,
a smaller set than the tangent plane, the complex tangent plane suffices in our test;
see Theorem 4.2. Section 4.2 gives geometric interpretations of these theorems.

2. Optimality conditions and computation. We begin the detailed descrip-
tion of our global uniqueness test and performance bound by saying precisely what is
meant by primal and dual variables.

2.1. Primal-dual optimality conditions. Recall the optimality conditions for
MultiOPT. First we introduce the notation

∂Γ

∂z
=


 ∂

∂z1
Γ1 . . . ∂

∂zN
Γ1

. . . . . . . . .
∂
∂z1

Γ� . . . ∂
∂zN

Γ�


 .(2)

Theorem 2.1 (see [HMer98, Theorem 17.1.1], [HV]). Assume Γj, for j =
1, . . . , 
, satisfies the standard assumption. Suppose that a continuous local optimum
f∗ does exist with performance values denoted

γ∗
1 , . . . , γ

∗
� ,

which makes

∂Γ

∂z
(eiθ, f∗(eiθ))

∂ΓT

∂z
(eiθ, f∗(eiθ))

invertible on all eiθ. (This implies 
 ≤ N .) Then there exist functions ψj in L1(T),
for j = 1, . . . , 
, which satisfy flatness,

ψj(e
iθ)(γ∗

j − Γj(e
iθ, f∗(eiθ))) = 0 for j = 1, . . . , 
,

gradient alignment,

ψ1(eiθ)
∂Γ1

∂z̄
(eiθ, f∗(eiθ)) + · · ·+ψ�(e

iθ)
∂Γ�
∂z̄

(eiθ, f∗(eiθ)) = e−iθF̄ (eiθ), F ∈ H2
N ,(3)

normalization,

�∑
j=1

∫ 2π

0

ψjdθ = 2π,

positivity,3

γ∗
j − Γj(e

iθ, f∗(eiθ)) ≥ 0 and ψj ≥ 0 for j = 1, . . . , 
.

Moreover, it is shown in [HV] that if f∗ is once differentiable, the ψj are once
differentiable.

Here AT denotes the conjugate transpose of A and H2
N is the set of vector-valued

H2 functions on the circle.

3This just reiterates the definition of γ∗j .
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2.2. Computer optimization. It is common for computer optimization algo-
rithms at the kth step to keep track of both the “primal variables” (in our case fk) and
“dual variables” ψkj and consequently F k. We start with bad guesses f0 ∈ H∞

N , ψ0
j

and update them in various ways ultimately to approach a solution to the flatness
and gradient alignment equations. At optimum a key property is that F is analytic.
These are called primal-dual algorithms and are popular. (See [AHO], [VB].) As we
shall see in our H∞ case the dual variable F k has the interpretation that e−iθF̄ k(eiθ)
is pointed “normally” to the sets S(eiθ) at the point fk(eiθ). Exactly what this means
geometrically requires discussion (see section 4.2), but it motivates calling the opti-
mal dual vector function e−iθF̄ the conjugate analytic normal at f∗. The point is
that many H∞ optimization algorithms produce both a primal optimum f∗ and a
conjugate analytic normal e−iθF̄ (eiθ) to Sθ(eiθ) at f∗(eiθ).

In summary, typical algorithms, c.f. [HMer98], produce a sequence fk, Fk of ap-
proximates to f, F where fk ∈ H∞

N ∩C∞(T). In some algorithms Fk does not belong

to H∞
N , but one can easily compute

∨
F k∈ H∞

N , which is the best L2
N approximate to

Fk, and use it as a vague indicator of closeness to optimum f∗, F . In the next section
we give a test which removes most of the vagueness from such diagnostics, in that for

each fk,
∨
F k it gives an absolute lower bound on the best possible performance

→
γ
∗
.

The methods behind proving this lower bound lead to our global uniqueness result.

3. An algorithmic phrasing of our uniqueness test. We now describe our
main result in a (high level) algorithmic format. Although a bit redundant it gives
a casual reader a description of the method which (except for the most technical hy-
potheses) is self-contained. The subsequent sections give theorems supplying technical
hypotheses and verify that the Algorithm works.

Suppose you have run your favorite numerical algorithm for solving the optimiza-
tion problem MultiOPT in section 1.1 and that you have obtained a local optimum

f∗,
→
γ
∗

and the corresponding dual function F .
Before we describe our test, we need a few definitions. For any integer N > 0,

the N dimensional complex vector space CN has the usual inner product 〈z, w〉C :=∑
j zjw̄j =: z · w̄, but CN can be viewed as a 2N dimensional real vector space with

the inner product 〈z, w〉R := Re
∑
j zjw̄j =: Re [z · w̄]. Define the complex plane

which is complex orthogonal to the vector N at location b by

Nc⊥(b) := {z ∈ CN : N̄ · (z − b) = 0}.(4)

This complex orthogonal is a subset of the ordinary real orthogonal complement

Nr⊥(b) := {z ∈ CN : Re [N̄ · (z − b)] = 0}(5)

to N at b. The b will occasionally be omitted when it is clear from context which
point b is intended.

Now we describe our test for global optimality of f∗ and, if optimality does not
hold, we describe a bound on the best performance.

3.1. The Algorithm. Suppose we are given continuous functions f, F in H∞
N ,

where F is never zero on the circle, and the Γj satisfy the standard assumption.
1. For each θ, compute4 a linearly independent set of N−1 vectors φ1(eiθ), φ2(eiθ),

4Given F (eiθ) = (F1(eiθ), F2(eiθ), . . . , FN (eiθ)) ∈ CN , there are many ways to compute
φk(eiθ) for each θ. One way is to select φ1(eiθ) = (−F2(eiθ), F1(eiθ), 0, 0, 0, . . . , 0), φ2(eiθ) =
(−F3(eiθ), 0, F1(eiθ), 0, 0, 0, . . . , 0), etc., provided that for that θ, we have F1(eiθ) �= 0. The Gram–

Schmidt process may be used to obtain an orthogonal set of {φk(eiθ)}N−1
k=1

; this may help with
numerics.
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. . . , φN−1(eiθ) satisfying the equation φk(eiθ) · F (eiθ) = 0 for k = 1 to N − 1. (These

N − 1 vectors form a basis for Nc⊥
θ (f(eiθ)), where Nθ = e−iθF (eiθ).)

2. For each θ, define vjθ(w) by

vjθ(w) := Γj(e
iθ, f(eiθ) + w1φ

1(eiθ) + · · ·+ wN−1φ
N−1(eiθ)),

where w = (w1, w2, . . . , wN−1) ∈ CN−1.

3. For each θ and j = 1, . . . , 
, compute the minimum
→
γ

btm

j of vjθ(w) for w ∈
CN−1.

(a) Global uniqueness of optimum. If f∗ is a local Pareto optimum for

MultiOPT with performance
→
γ
∗
, and F is the corresponding analytic

dual, then if for each fixed θ the point w0 = 0 in CN−1 is the unique
nondegenerate5 minimizer for

Γ̃(eiθ, w) := max

{
v1
θ(w)

γ∗
1

,
v2
θ(w)

γ∗
2

, . . . ,
v�θ(w)

γ∗
�

}
,

then f∗ is the only solution to MultiOPT achieving performance level
→
γ
∗
.

(b) The multiperformance
→
γ

btm

is a bound on the best performance.
If there exists a CN -valued continuous6 function q defined on the
circle such that Re (eiθF (eiθ) · (q(eiθ) − f(eiθ))) < 0 for all θ and

Γj(e
iθ, q(eiθ)) ≤→

γ
btm

j for all j and θ,7 then for any f̃ ∈ C(T) ∩H∞
N ,

we have γj(f̃) ≥→
γ

btm

j for at least one j = 1, . . . , 
.

3.2. A tutorial example. Take

Γ(eiθ, z1, z2) = |(z1 − e−iθ)(z1 − ke−iθ)|2 + |z2|2,
where k = e

3πi
4 . It is easy to see that this is not a convex problem.

One finds that a local optimizer is f∗ := (0, 0), giving optimal value equal to
|k|2 = 1. We wish to illustrate our global optimality test. Calculate that the partial
of Γ with respect to z is

∂Γ

∂z
(eiθ, z) = ((2z1 − (k + 1)e−iθ)(z1 − e−iθ)(z1 − ke−iθ), z̄2),

which at z = (0, 0) is

∂Γ

∂z
(eiθ, (0, 0)) = −((k + 1)keiθ, 0).

Note this function extends analytically to the disk, which illustrates the gradient
alignment condition of local optimality, Theorem 2.1; here ψ1 = 1. There are different
ways to implement our global optimality test and we illustrate several of them.

5Nondegeneracy is a very technical condition which will be defined later in section 4; it involves
so fine a distinction that we do not think one would check it in practice.

6Note that q does not have to be—in fact, must not be—analytic.
7Such a q would exist, for example, if for every j, Re (eiθF (eiθ) · (w − f(eiθ))) < 0 for all θ

and w ∈ Sθ(
→
γ
btm

). Here, uniform contractibility of Sθ(
→
γ
btm

) would guarantee that the continuous
function to which those sets may be uniformly contracted would satisfy the conditions that q must
satisfy.
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The subspace of CN , which is complex orthogonal to the conjugate of ∂Γ
∂z (eiθ, (0, 0)),

is called the complex tangent plane, and at fixed eiθ it is

Nc⊥
θ ((0, 0)) := {z : z1 = 0}.

The key issue is whether it intersects

Sθ(1) = {z : |(z1 − e−iθ)(z1 − ke−iθ)|2 + |z2|2 ≤ 1}

in more than the one point (0, 0). The points in Nc⊥
θ ((0, 0)) ∩ Sθ(1) are

{z : z1 = 0 and |(z1−e−iθ)(z1−ke−iθ)|2+|z2|2 ≤ 1} = {z : z1 = 0 and |k|2+|z2|2 ≤ 1}.

Since |k| = 1 this forces z2 = 0, so z = (0, 0). Therefore (0, 0) is the unique global
optimizer for this MultiOPT problem.

We now give an argument analogous to that just given, but in terms of our
Algorithm above. A basis for Nc⊥

θ ((0, 0)) is φ1(eiθ) = (0, 1) for all θ. Then

v1
θ(w) = Γ(eiθ, (0, 0) + w(0, 1)) = |w|2.

Its minimizer over w ∈ C is clearly (0, 0) and is unique and nondegenerate.

3.3. Theoretical justification. The lower bound stated in the Algorithm can
be rigorously proved under modest assumptions as we now see in Theorem 3.1. See
Theorem 3.2 for another bound not requiring the hypothesis concerning q.

Theorem 3.1. Suppose the performance functions Γ1, . . . ,Γ� satisfy the stan-
dard assumption. Suppose that f, F ∈ H∞

N are continuous with F never vanish-

ing. Set Nθ := e−iθF̄ (eiθ). Suppose there exist
→
γ

btm

j such that for every θ and

z ∈ Nc⊥
θ (f(eiθ)), there exists a j = 1, 2, . . . , 
 such that

Γj(e
iθ, z) >

→
γ

btm

j .(6)

Suppose that there exists some CN -valued continuous function q(eiθ) such that

Re (eiθF (eiθ) · (q(eiθ) − f(eiθ))) < 0 for all θ and Γj(e
iθ, q(eiθ)) ≤→

γ
btm

j for every

j = 1 to 
. Then there is no f∗∗ ∈ C(T) ∩ H∞
N such that

→
γ j (f∗∗) ≤→

γ
btm

j for
j = 1, 2, . . . , 
.

We soon prove this result which will illustrate the principle behind both 3(a) and
3(b) in the Algorithm.

Theorem 3.2. Suppose the performance functions Γ1, . . . ,Γ� satisfy the standard
assumption. Suppose that f, F ∈ H∞

N are continuous with F never vanishing. Set
Nθ := e−iθF̄ (eiθ). Suppose that for every θ and z ∈ Nr⊥

θ (f(eiθ)), there exists a
j = 1, 2, . . . , 
 such that

Γj(e
iθ, z) >

→
γ

btm

j .(7)

Then there is no f∗∗ ∈ C(T) ∩H∞
N such that

→
γ j (f∗∗) ≤→

γ
btm

j for j = 1, 2, . . . , 
.
Corollary 3.3. If f∗ is a local optimum and F is its analytic dual, and if f∗, F

are continuous, then f∗, F satisfy the hypotheses of Theorem 3.1 and so its conclusion

gives the bound on
→
γ j (f∗) found in Theorem 3.1.



GLOBAL UNIQUENESS TESTS FOR H∞ OPTIMA 371

Proof of Theorem 3.2. The approach is similar to that which will be used in the
proof of the uniqueness theorems in section 5. Consider the transformation of CN

to C defined by πθ(z) = eiθF (eiθ) · (z − f(eiθ)). From assumption (7) we find that

Sθ(
→
γ

btm

) does not meet Nr⊥
θ . Thus Reπθ(z) is nonzero for all θ and all z ∈ Sθ(

→
γ

btm

).

Thus Reπθ(z) has the same sign regardless of the values of θ or z ∈ Sθ(
→
γ

btm

); by
possibly negating F , we may assume that πθ(z) has strictly negative real part for all

z ∈ Sθ(
→
γ

btm

) and all θ.
Suppose f∗∗ ∈ H∞

N ∩ C(T) satisfies

Γj(e
iθ, f∗∗(eiθ)) ≤→

γ
btm

j(8)

for every j and θ. The mapping

P : T→ C,

eiθ → πθ(f
∗∗(eiθ))

extends to the analytic function

P (s) = sF (s) · (f∗∗(s)− f(s))

for s on the closed disk and has a zero at the origin. But since πθ(z) has strictly

negative real part for z ∈ Sθ(
→
γ

btm

) and all θ, the function P is nonvanishing and has
strictly negative real part on the circle. Hence P has strictly negative real part at the
origin. This is a contradiction. Thus f∗∗ does not exist and the proof is finished.

That P has strictly negative real part on the circle implies that the winding
number of P on the circle is zero, while P (0) = 0 implies that that winding number
is at least 1. This contradiction foreshadows the winding number properties that we
shall use in the proof of the Algorithm as stated in Theorem 3.1. The hypothesis
involving q could probably be improved.

Proof of Theorem 3.1. Suppose that there exists f∗∗ as indicated in the theorem.
We construct πθ(s) and P (s) = sF (s)(f∗∗(s)− f(s)) as in the proof of Theorem 3.2.
Now assumption (6) and the fact that F is nonzero on the circle imply that for all

θ, 0 �∈ πθ(Sθ(
→
γ

btm

)). By continuity of F and f , this implies that for some δ > 0,

πθ(Sθ(
→
γ

btm

)) excludes the closed disk of radius δ about 0 in C for all θ. By uniform

contractibility of the Sθ(
→
γ

btm

) there exists a homotopy f∗∗
t from f∗∗ to q such that

f∗∗
t (eiθ) is contained in Sθ(

→
γ

btm

) for every θ, t. Thus Pt(e
iθ) := πθ(f

∗∗
t (eiθ)) does not

vanish for any value of θ nor t, and since it is continuous in t, θ, the winding number
wind0(Pt) of Pt around 0 is independent of t. Indeed, the winding number of P (eiθ)
over the circle is the same as the winding number of eiθF (eiθ) · (q(eiθ)− f(eiθ)) over
the circle, which is zero since we assumed that Re (eiθF (eiθ) · (q(eiθ) − f(eiθ))) < 0
for all θ. Now we turn to the completely different property of P , namely P (0) = 0,
to see that wind0(P ) > 0. This contradicts our finding above that wind0(P ) = 0, and
thereby shows that f∗∗ cannot exist.

To state rigorous results on uniqueness requires technical definitions and we do
this in the next section.
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4. Uniqueness theorem. In this section we present the precise theorems which
establish the validity of the Algorithm in section 3.

4.1. Uniqueness theorem expressed analytically. First we state a conse-
quence of our main uniqueness theorem, which is easier to understand and carries
many of the main ideas.

Theorem 4.1. Suppose the performance functions Γ1, . . . ,Γ� satisfy the standard
assumption. Suppose the following:

(1) f∗ ∈ H∞
N (T) ∩ C1(T) and ψj ≥ 0 are functions satisfying the

flatness, gradient alignment, normalization, and positivity conditions,

as well as the condition that ∂Γ
∂z

∂ΓT

∂z be invertible.
(2) Set Nθ := e−iθF̄ . For each θ

Γ(eiθ, z) := max

{
Γ1(eiθ, z)

γ∗
1

, . . . ,
Γ�(e

iθ, z)

γ∗
�

}

as a function of z has a unique minimum for z ∈ Nr⊥
θ (f∗(eiθ)) oc-

curring at zθ = f∗(eiθ). Here γ∗
j := γj(f

∗) denotes the performance
level produced by f∗ with respect to Γj, for j = 1, . . . , 
.

Then f∗ is a unique Pareto optimum for MultiOPT at performance level
→
γ . Namely,

there is no other function f ∈ H∞
N ∩ C1, with the property γj(f) ≤ γj(f

∗) for all
j = 1, . . . , 
.

For the remainder of this work, we shall write Nr⊥
θ ,Nc⊥

θ to mean Nr⊥
θ (f∗(eiθ)),

Nc⊥
θ (f∗(eiθ)). A stronger theorem (which is considerably harder to prove) requires

minimizing Γ on the set Nc⊥
θ rather than the set Nr⊥

θ , which is one real dimension
bigger than Nc⊥

θ . For SISO systems, that is, N = 1, it is this stronger theorem and
the observation Nc⊥

θ = {0} which leads to the fact, mentioned in the abstract, that
for SISO systems H∞ optima are unique. Before stating the result we introduce a
technical condition.

We say that a real-valued function P on an affine subspace A ⊂ CN has a nonde-
generate (local) minimum at w0 ∈ A if P grows at least quadratically near w0;8 more
precisely, there exists a positive C such that for all w in some neighborhood of w0 in
A, we have

|P (w)− P (w0)| ≥ C|w − w0|2.
Theorem 4.2. Suppose the performance functions Γ1, . . . ,Γ� and f∗ and F are

as in the set up of Theorem 4.1 and satisfy the hypotheses (1). Replace hypothesis (2)
of Theorem 4.1 by the following weaker hypotheses:

(2′a) Set Nθ := e−iθF̄ . For each θ

Γ(eiθ, z) := max

{
Γ1(eiθ, z)

γ∗
1

, . . . ,
Γ�(e

iθ, z)

γ∗
�

}

as a function of z has a unique minimum for z ∈ Nc⊥
θ occurring at

zθ = f∗(eiθ). Here γ∗
j denotes the performance level produced by f∗

with respect to Γj, for j = 1, . . . , 
.
(2′b) For every θ, the real-valued function Γ(eiθ, ·) on Nc⊥

θ given in
(2′a) has a nondegenerate minimum on Nc⊥

θ at z = f∗(eiθ). (Note

8For our results we could replace “quadratically” with “polynomially” here; some modification
would be required in Lemmas 5.1 and 5.2 to prove this.
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that F is never zero on the circle. Condition (2′b) will be replaced
later by condition (2′′b).)

Then f∗ is a unique Pareto optimum for MultiOPT at performance level
→
γ=

→
γ (f∗).

Namely, there is no other function f ∈ H∞
N ∩ C1, with the property γj(f) ≤ γj(f

∗)
for all j = 1, . . . , 
.

These theorems clearly give a test for determining if a local optimum is the
unique global optimum for a MultiOPT problem, which is practical to the extent that
computing the minimum of the Γj(e

iθ, ·) over subspace (e−iθF̄ )c⊥ or, respectively,
over (e−iθF̄ )r⊥ is practical. At least this is a 2N − 2 real dimensional problem,
respectively, 2N − 1 dimensional problem, as opposed to the infinite dimensional
MultiOPT problem.

We emphasize that this condition is much less stringent than a global convexity
condition that would be required for uniqueness in most optimization problems (ones
not involving stability). This will be explained fully in section 4.3, which describes
our results geometrically and compares them to conventional convexity.

4.2. Uniqueness theorem expressed geometrically. All of the results of
this paper can be stated geometrically. This way of looking at these optimization
problems strongly enhances intuition, and also geometry plays a role in our proofs
(see section 5). Critical to a geometric understanding are the sublevel sets

Sjθ(γj) := {z ∈ CN : Γj(e
iθ, z) ≤ γj}

in CN of the performance functions Γj . Fix
→
γ
∗
:= (γ∗

1 , . . . , γ
∗
� ). Let ∂Sθ denote the

topological boundary of Sθ. Let d∂Sθ denote

d∂Sθ(γ∗) := ∂S1
θ (γ∗

1 ) ∩ . . . ∩ ∂S�θ(γ∗
� ) ∀eiθ ∈ T.(9)

Of course d∂Sθ ⊂ ∂Sθ.
The flatness hypothesis corresponds to the geometric statement

f∗(eiθ) ∈ ∂Sjθ whenever ψj(e
iθ) �= 0.

Hypothesis (2) of Theorem 4.1 corresponds to the geometric statement

Sθ intersects (e−iθF̄ )
r⊥

, a “tangent” plane to ∂Sθ at f∗(eiθ), only at f∗(eiθ).

Hypothesis (2′) of Theorem 4.2 corresponds to the geometric statement

Sθ intersects (e−iθF̄ )
c⊥

,
a complex tangent plane to ∂Sθ at f∗(eiθ),

only at f∗(eiθ) and has second order contact there.

To make these last two statements comprehensible we need some definitions and
also we do need to prove the statements. Tangent planes to a smooth surface can
be defined as the set of points orthogonal to a normal to the surface; there are two
notions of orthogonal, real and complex, which lead to two notions of tangent plane,
the ordinary tangent plane and the complex tangent. (See below the discussion on
tangents.) We are dealing with surfaces which possibly have corners. Then at a corner
there are many normal directions and as a consequence many tangent planes. To get
formulas for tangent planes to ∂Sθ we need some background.
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Fig. 4. Nj
θ
=

∂Γj
∂z

(eiθ, f∗(eiθ)) and Nθ = ψ1(eiθ)N1
θ + ψ2(eiθ)N2

θ + ψ3(eiθ)N3
θ.

Consider a once continuously differentiable function ρ from CN to R+. Let
S = {z : ρ(z) ≤ 1} and ∂S = {z : ρ(z) = 1} denote its boundary; ρ is called a defining
function for ∂S. The surface ∂S is a hypersurface, that is, it has real codimension 1.
The gradient ∇ρ is directed normally to ∂S at z0, which in complex notation is

∇ρ(z0) =
∂ρ(z0)

∂z̄
.

Thus if z0 ∈ ∂Sjθ , then

∂Γj
∂z̄

(eiθ, z0)(10)

is directed normally to ∂Sjθ. At a corner of Sθ there is a family of normals Nθ pointing
“out” of Sθ, which we define to be all vectors of the form

Nθ :=

{
ψ1(eiθ)

∂Γ1

∂z̄
(eiθ, z0) + · · ·+ ψ�(e

iθ)
∂Γ�
∂z̄

(eiθ, z0) : for some ψj ≥ 0

}
.(11)

(See Figure 4.) This leads to a formal definition of the tangent plane to ∂Sθ at f∗(eiθ)
as Nr⊥

θ for some Nθ ∈ Nθ and the complex tangent plane as Nc⊥
θ for some Nθ ∈ Nθ.

The gradient alignment condition says precisely that

e−iθF̄ (eiθ) ∈ Nθ.
Thus the gradient alignment condition amounts to selecting a normal and correspond-
ing tangent planes to Sθ at f∗(eiθ). Note the nature of the corner of Sθ is determined
by which ψj are not 0 (called the active ψj).

To prove the geometric interpretation of hypotheses (2) and (2′), observe that

Sθ(
→
γ ) = {z : Γ(eiθ, z) ≤ 1}. Thus the hypothesis (2) of Theorem 4.1

Γ(eiθ, z) > min
ζ∈T

Γ(eiθ, ζ) = Γ(eiθ, zθ) = 1 for z �= zθ in a set T

says that T touches Sθ(
→
γ ) only at zθ where Γ(eiθ, zθ) = 1. Thus zθ = f∗(eiθ) being

the location of a unique minimum is equivalent to T touching Sθ(
→
γ ) only at f∗(eiθ).

The geometrical interpretation of the lower bound presented in section 3 is a
variation on what we have just presented which is so straightforward that we will not
discuss it in detail.
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4.3. Benefits of our uniqueness test and comparisons. The geometric in-
terpretations of this section lead immediately to the statement of our main result
given in section 1.4. Recall the striking point is that the test for uniqueness in The-
orems 4.2 and 4.1 just requires checking whether a (complex) tangent plane at one

point f∗(eiθ) per θ intersects Sθ(
→
γ
∗
) in other points.

By contrast, convexity requires a test at all points. We now present an analogous
“convexity” condition for MultiOPT, a condition which one might try to check a priori;
the reader can note how much stronger the hypothesis is than the key condition (2′)
presented in Theorem 4.2.

Theorem 4.3. Suppose the Γj, j = 1, . . . , 
, satisfy the standard assumption. If
for every θ ∈ T and every γj all complex tangent planes to ∂Sθ touch Sθ in exactly
one point and have no more than quadratic order of contact with ∂Sθ,

9 then any local
optimum is a global optimum.

Proof. For one smooth Γ this was proved by Vityaev [V] and independently by
Whittlesey [W1], [W2]. Multiple Γj produce sublevel sets with corners and the slight
variation of their proofs required here will be presented in the course of proving The-
orem 4.2. Then Theorem 4.3 follows from Theorems 2.1 and 4.2. When “complex
tangent plane” is replaced by “tangent plane” thereby producing a stronger assump-
tion in the theorem we have conventional strict convexity; that uniqueness theorem
is due to Helton and Howe [HH].

4.4. Hypoconvex corners. In this section we are concerned only with unique-
ness of optimum and we consider a weaker form of hypothesis (2′) of Theorem 4.2.
It is motivated by the fact that often a differentiable local Pareto optimum must
be hyperflat; see [HV] for exact hypotheses guaranteeing this. Hyperflatness means
that the performance of a particular optimum for every performance Γj is flat, i.e.,
Γj(e

iθ, f∗(eiθ)) is constant as a function of θ for every j = 1, 2, . . . , 
. The weaker
hypothesis is as follows:

(2′′′a) Set Nθ := e−iθF . The set Nc⊥
θ intersects d∂Sθ(

→
γ ∗) only at

f∗(eiθ) if at all.

(2
′′′

b) There is a homotopy It of d∂Sθ(
→
γ ∗) to f∗(eiθ) with

It(d∂Sθ(
→
γ ∗)) lying entirely inside Sθ(

→
γ ∗) and missing Nc⊥

θ for all
t, 0 ≤ t ≤ 1.
(2

′′′
c) For every θ, the real-valued function on Nc⊥

θ given by z 	→
Γ(eiθ, z) has a nondegenerate minimum on Nc⊥

θ at z = f∗(eiθ). (Note
that this is the same as conditions (2′ b) and (2′′ b) of Theorem 4.2.)

Theorem 4.4. Assume the hypotheses of Theorem 4.2 except replace hypoth-
esis (2′) by (2′′′). Then if f∗ and f∗∗ are local Pareto optima both with the same

performance level
→
γ ∗ and if f∗∗ is hyperflat, then f∗∗ = f∗.

This theorem suggests a class of geometric objects which generalizes the notion

of hypoconvexity. We say that Sθ(
→
γ ∗) has hypoconvex corners provided that at any

point p of d∂Sθ(
→
γ ∗) any tangent plane Tp to d∂Sθ(

→
γ ∗) intersects d∂Sθ(

→
γ ∗) only at

p and satisfies the order of contact condition (2′′′c) at p. Also we require that there
be a continuous homotopy It satisfying

It(d∂Sθ(
→
γ ∗)) ⊂ Sθ(

→
γ ∗), 0 ≤ t ≤ 1,

9This property is called strict hypoconvexity and is weaker than strict convexity because complex
tangent planes are smaller than tangent planes.
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and

It(d∂Sθ(
→
γ ∗)) ∩ Tp = {p}.

The appeal of having such a geometric condition is as follows. If we have a

problem whose sublevel sets Sθ(
→
γ ) all can be verified to have hypoconvex corners, then

clearly no two distinct hyperflat optima f∗ and f∗∗ can have the same performance
levels. Thus if hypoconvexity can be verified in advance, we know (even without any
computer runs) that a type of uniqueness must hold.

5. Proofs of Theorem 4.1, Theorem 4.2, and Theorem 4.4. The proof of
each theorem begins in the same way and they all follow the pattern laid out in the
proofs in section 3. Suppose that f∗ ∈ H∞, F and performance levels γ∗

1 , . . . , γ
∗
� exist

meeting hypotheses (1) of Theorem 4.1.

Again consider the transformation

πθ(z) := eiθF (eiθ) · (z − f∗(eiθ)).

Transform the sublevel sets Sjθ(γ∗
j ) with πθ to obtain sets

S̃jθ(γ∗
j ) := πθ(Sjθ(γ∗

j )) ⊂ C.

This map collapses Sjθ(γ∗
j ) to C in a way which makes S̃jθ(γ∗

j ) contain zero.

Suppose f∗∗ is an optimizer in C(T) different from f∗. The mapping P : T→ C
defined by eiθ → πθ(f

∗∗(eiθ)) extends to the analytic function

P (s) = sF (s) · (f∗∗(s)− f∗(s))

for s on the closed disk and has a zero at the origin. P is not identically 0, since the

only point v ∈ Sθ(
→
γ ) such that πθ(v) = 0 is f∗(eiθ), and for some θ, f∗(eiθ) �= f∗∗(eiθ).

Thus there is a τ > 0 such that

(P vs. τ) [0, τ ] is in the image of P applied to the unit disk

(by the open mapping theorem applied to P at 0).

5.1. Proof of Theorem 4.1. If z ∈ Sθ(
→
γ ), then hypothesis (2) of Theorem 4.1

implies that

Reπθ(z) ≤ 0.

To see this, use the geometric interpretation of assumption (2) given in section 4.1,
which says

Reπθ(z) = Re (eiθF (eiθ) · [z − f∗(eiθ)]) �= 0

for any z ∈ Sθ(
→
γ ) except z = f∗(eiθ). Since e−iθF (eiθ) is the outward pointing

normal we get Reπθ(z) ≤ 0.

Inequality 5.1 implies ReP (eiθ) ≤ 0. Moreover, P (s) is analytic and bounded for
s in the unit disk, since f∗, f∗∗, F are. Thus ReP (s) ≤ 0 on the unit disk, and in
particular P (s) �= τ at any |s| ≤ 1. This contradicts (P vs τ).
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5.2. Proof of Theorem 4.2. In the course of the proof we shall need that fact
that condition (2′b.) implies the following condition:

(2′′b.) There exist constants C > 0, δ > 0 such that for all θ and

z ∈ Sθ(
→
γ ) such that |z−f∗(eiθ)| < δ, we have |F (eiθ)·(z−f∗(eiθ))| ≥

C|z − f∗(eiθ)|2.
We prove this in Lemma 5.1.

Now we must replace the ReP ≤ 0 assumption with other weaker structure. This
uses the winding number (denoted wind0) of (P (eiθ)− τ) around 0.

The first and greatest difficulty is establishing that it exists. This is accomplished
by Lemma 5.2 below, which says we may choose τ small enough that τ is not in

πθ(Sθ(
→
γ )) for any θ. Let us assume that this winding number exists and complete

the proof.
For perspective note that ReP ≤ 0 implies Re [P (eiθ) − τ ] ≤ −τ , and so

wind0[P (eiθ) − τ ] = 0. However, even without ReP ≤ 0 we can obtain this eas-
ily by constructing a homotopy. Recall two functions between which there exists a
homotopy not passing through 0 have the same winding number about 0. Begin by
constructing a homotopy f∗∗

t of f∗∗ to f∗ such that every f∗∗
t (eiθ) is contained in

Sθ(
→
γ ). We may do this by using the map It from the standard assumption: The

maps It(e
iθ, f∗(eiθ)) and It(e

iθ, f∗∗(eiθ)) construct homotopies of f∗ and f∗∗ to the
same continuous function so the combination is the desired homotopy. Note we do not
require the functions f∗∗

t to be analytic, but we merely require them to be continuous.
Then the functions Pt

eiθ 	→ Pt(e
iθ) := πθ(f

∗∗
t (eiθ))

are a homotopy from P1 = P to P0 = 0. Also,

0 = wind0(−τ) = wind0(P0(eiθ)− τ) = wind0(P (eiθ)− τ),

since P0 = 0. But from (P vs. τ) the analytic function P (s) − τ does equal zero for
some s in the open disk, so its winding number about 0 is ≥ 1. This is a contradiction,
so f∗∗ cannot exist.

Lemma 5.1. Condition (2′b) implies condition (2′′b).
Proof of Lemma 5.1. Since z 	→ Γ(eiθ, z) has a nondegenerate minimum on Nc⊥

θ

at z = f∗(eiθ), there exist δ(θ) > 0, C(θ) > 0 such that for all z ∈ Nc⊥
θ such that

|z − f∗(eiθ)| ≤ δ(θ) we have

Γ(eiθ, z)− 1 ≥ C(θ)|z − f∗(eiθ)|2.(12)

By continuity of the functions involved and a compactness argument, we may assume
that C and δ are independent of θ. Write δ(θ) = δ and C(θ) = C. Without loss of
generality assume that δ < 1. Now suppose that the lemma does not hold; that for

each ε, γ > 0 there exists θ and a z1 ∈ Sθ(
→
γ ) such that |z1 − f∗(eiθ)| < γ but

|F (eiθ) · (z1 − f∗(eiθ))| < ε|z1 − f∗(eiθ)|2.(13)

Let z2 equal the orthogonal projection of z1 to Nc⊥
θ . Without loss of generality assume

γ < δ. Then the distance from z1 to Nc⊥
θ is |z1 − z2| = | F (eiθ)

|F (eiθ)| · (z1 − f∗(eiθ))| ≤
ε

|F (eiθ)| |z1−f∗(eiθ)|2 ≤ CF ε|z1−f∗(eiθ)|2, where CF is the reciprocal of the minimum

modulus of F on the circle.
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Since Γ is uniformly Lipschitz on the set {(eiθ, z) : |z−f∗(eiθ)| ≤ 1} and γ < δ < 1,
we find that

|z1 − z2| ≤ CF ε|z1 − f∗(eiθ)|2(14)

implies

Γ(eiθ, z2)−1 ≤ Γ(eiθ, z2)−Γ(eiθ, z1) ≤ |Γ(eiθ, z2)−Γ(eiθ, z1)| ≤ CΓCF ε|z1−f∗(eiθ)|2,
(15)
where CΓ depends only on Γ and |Γ(eiθ, z2) − Γ(eiθ, z1)| ≤ CΓ|z1 − z2|. (Recall

Γ(eiθ, z1) ≤ 1 since z1 ∈ Sθ(
→
γ ).) From (14) and the fact that |z1 − f∗(eiθ)| ≤ δ < 1,

we obtain |z1 − z2| ≤ CF ε|z1 − f∗(eiθ)|. Now suppose we choose ε so small that
CF ε <

√
3/2. Then the Pythagorean theorem guarantees that |z1 − z2|2 + |z2 −

f∗(eiθ)|2 = |z1 − f∗(eiθ)|2, so

|z1 − f∗(eiθ)|2 ≤ 4|z2 − f∗(eiθ)|2.(16)

Combining (15) and (16),

Γ(eiθ, z2)− 1 ≤ CΓCF 4ε|z2 − f∗(eiθ)|2,
which contradicts (12) (since CΓCF 4ε can be made arbitrarily small), where we recall
that C(θ) = C, z2 ∈ Nc⊥

θ , and |z2 − f∗(eiθ)| ≤ |z1 − f∗(eiθ)| < γ < δ.
Define

S̃θ := πθ(Sθ).
We owe the reader the following.

Lemma 5.2. The set S̃θ excludes the set

K :=

{
z̃ ∈ C : Re z̃ >

1

2

√
|z̃|
}
∩ {z̃ ∈ C : |z̃| < ε},

where ε is some positive constant.
The set K is a “solid cusp” of uniform size (independent of θ) whose interior lies

outside of S̃θ for all θ, and whose singularity touches every S̃θ at 0.
Proof of Lemma 5.2. The proof splits in two parts. First we show that a z̃ in the

image under πθ of a z ∈ Sθ near f∗(eiθ) lies in the set{
z̃ ∈ C : Re z̃ ≤ 1

2

√
|z̃|
}

.

In the second part we show that a z̃ in the image of a z ∈ Sθ far from f∗(eiθ) satisfies
|z̃| ≥ ε.

Claim. There exists a δ > 0, such that for all

z̃ ∈ πθ( Sθ ∩ {z ∈ Cn : |z − f∗(eiθ)| < δ} )

we have Re z̃ ≤ 1
2

√|z̃|.
Proof of claim. Choose ε so small that for all eiθ ∈ T, we have (

∑�
j=1 ψj(e

iθ))ε/
√
C

< 1/2, where C comes from assumption (2′′b). Choose ε even smaller and then δ so
small that assumption (2′′b) is satisfied and for |z−f∗(eiθ)| < δ, z ∈ Sθ, and 1 ≤ j ≤ 
,

Re

(
∂Γj
∂z

(eiθ, f∗(eiθ)) · (z − f∗(eiθ))

)
< ε|z − f∗(eiθ)|.



GLOBAL UNIQUENESS TESTS FOR H∞ OPTIMA 379

Then

(17)

Re (eiθF (eiθ) · (z − f∗(eiθ))) = Re


 �∑
j=1

(
ψj(e

iθ)
∂Γj
∂z

(eiθ, f∗(eiθ))

)
· (z − f∗(eiθ))




≤

 �∑
j=1

ψj(e
iθ)


 ε|z − f∗(eiθ)|.(18)

By assumption (2′′b), |z − f∗(eiθ)| ≤ 1√
C

√
|F (eiθ) · (z − f∗(eiθ))|, so

Re (eiθF (eiθ) · (z − f∗(eiθ)))(19)

≤

 �∑
j=1

ψj(e
iθ)


 ε√

C

√
|eiθF (eiθ) · (z − f∗(eiθ))|(20)

≤ 1

2

√
|eiθF (eiθ) · (z − f∗(eiθ))|,(21)

i.e.,

Re (πθ(z)) ≤ 1

2

√
|πθ(z)|

for all (s, z) ∈ S ∩ {(s, z) ∈ T×Cn; |z − f∗(eiθ)| < δ}. The claim follows.
For the second part of the proof, we consider z̃ ∈ S̃θ such that z̃ = πθ(z) and

|z − f∗(eiθ)| ≥ δ, where δ is from the first part of the proof. Assumption (2′a) says
that Sθ misses the complex tangent plane Nc⊥

θ for all θ (except for f∗(eiθ)), so

|πθ(z)| > 0

for z ∈ Sθ and z − f∗(eiθ) �= 0. By continuity and compactness there exists ε > 0
such that if z ∈ Sθ and |z − f∗(eiθ)| > δ we have

|πθ(z)| > ε > 0

uniformly in θ, for some ε and all z, θ, so |z̃| > ε > 0. Combining this with the claim,
the proof of the lemma is complete.

Proof of Theorem 4.4. The proof follows that of Theorem 4.2. The principal dif-
ference is the existence of a homotopy f∗∗

t of f∗ to f∗∗ such that for all θ, πθ(f
∗∗
t (eiθ))

does not belong to the set K. In the proof of Theorem 4.2 the homotopy of the sets
S is the tool that provides us with this fact. Now that we know that the optimum
f∗ is hyperflat, its graph lies in a smaller set, so the homotopy of the entire S is not
needed; the homotopy of the set where Γj = γj for every j (which contains the graph
of f∗) will suffice. The only change, then, arises in the second part of the proof of
Lemma 5.2, where assumption (2′a) is used.
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Abstract. This paper devises a computational method for solving a Cauchy problem of Laplace’s
equation in multidimensional space. By using the Green formula, the Cauchy problem is trans-
formed to a moment problem so that numerical computations using a regularization technique can
be achieved. A stability estimation and a suitable choice of regularization parameter for the proposed
method are also given. For numerical verification, a numerical example in the three-dimensional case
is presented.

Key words. numerical computation, Cauchy problem, ill-posedness, multidimension
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1. Introduction. Let Ω ⊂ Rd+1, d ∈ N , be a simply connected domain with
Lipschitz continuous boundary ∂Ω. Assume that Γ is an open part of the boundary
∂Ω. Without loss of generality, Γ is also assumed to be connected. Consider the
following multidimensional Cauchy problem of Laplace’s equation:

∆u(x) = 0, x ∈ Ω,(1.1)

u(x) = f(x), x ∈ Γ,(1.2)

∂u(x)

∂ν
= g(x), x ∈ Γ,(1.3)

where ∆ is the (d + 1)-dimensional Laplacian operator and ν is the unit outward
normal with respect to ∂Ω.

This is the classical Cauchy problem of Laplace’s equation which arises from
many real applications such as nondestructive testing techniques [1], [5], [6], [10], [12],
geophysics [23], and cardiology [13]. The Cauchy problem is known to be highly ill-
posed. That is, any small change in the initial data may result in a dramatic change
in the solution (see page 16 in [7] and Chapter 2 in [17]). Under an additional a priori
boundedness condition, a continuous dependence of the solution on the initial data
can be obtained. This is called conditional stability [20]. Other conditional stability
for Laplace’s equation can be found in [11].

Due to the highly ill-posedness of the problem, numerical computation is very
difficult. To the knowledge of the authors, there is still no numerical solution to
the Cauchy problem (1.1)–(1.3) in three- or higher-dimensional cases. To obtain a
stable numerical solution for these kinds of ill-posed problems, several regularization
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methods have been proposed: The quasi-reversibility method [18], [19], the Tikhonov
regularization method [3], [23], the boundary element method [15], and discretization
[14], [21], [8]. Recently, Cheng et al. [9] and Hon and Wei [16] proposed a new
computational method for solving the Cauchy problem for Laplace’s equation (1.1)–
(1.3) in a two-dimensional case through a transformation of the Cauchy problem to a
moment problem whose numerical approximation can be achieved.

This paper further extends the method to solve a multidimensional Cauchy prob-
lem for Laplace’s equation. The proposed method is similar to the existing boundary
element method for solving elliptic equations. From the numerical solution of the
moment problem, the boundary values of the solution on ∂Ω \Γ are determined. The
interior values of the solution can then be obtained after solving a well-posed mixed
boundary value problem for Laplace’s equation. A stability estimation and a suit-
able choice of regularization parameter for the proposed method are also given. For
numerical verification, a numerical example is presented at the end of section 6.

2. Methodology. Let v satisfy

∆v(x) = 0, x ∈ Ω,(2.1)

∂v(x)

∂ν
= 0, x ∈ Γ1,(2.2)

where Γ1 = ∂Ω \ Γ .
Using the Green formula, we have∫

Ω

(v∆u− u∆v)dσ =

∫
∂Ω

(
v
∂u

∂ν
− u∂v

∂ν

)
ds,(2.3)

where dσ and ds represent the volume and area elements, respectively.
Since u is the solution of (1.1)–(1.3) and v is the solution of (2.1)–(2.2), the

identity (2.3) can be rewritten as∫
Γ1

v
∂u

∂ν
ds =

∫
Γ

(
f
∂v

∂ν
− gv

)
ds.(2.4)

Denote

H = {v | v satisfies (2.1)–(2.2)} .(2.5)

In our recent work [9], [16], we have the following result.
Proposition 2.1. If the Cauchy problem (1.1)–(1.3) has a solution u such that

∂u
∂ν |Γ1 ∈ L2(Γ1), then β = ∂u

∂ν |Γ1 is the unique solution satisfying the following moment
problem: ∫

Γ1

vβds =

∫
Γ

(
f
∂v

∂ν
− gv

)
ds ≡ µv(f, g),(2.6)

where v ∈ H.
Conversely if β ∈ L2(Γ1) is the solution of (2.6), then there exists a unique solu-

tion u of the Cauchy problem (1.1)–(1.3) such that ∂u
∂ν |Γ1 = β ∈ L2(Γ1).

For numerical computational purposes, we choose {vj}∞j=0 ⊂ H such that

Span{vj |Γ1}∞j=0 = L2(Γ1).
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The moment problem (2.6) becomes∫
Γ1

vjβds = µj , j = 0, 1, 2, . . . ,(2.7)

where µj =
∫
Γ
(f

∂vj
∂ν − gvj)ds and vj are functions satisfying (2.1)–(2.2). It is noted

here that each µj is determined uniquely from f , g, and vj ∈ H. In the following
sections, it will be shown that the basis functions vj (j = 0, 1, 2, . . .) can be suitably
chosen to give a stable and satisfactory numerical approximation for the solution of
the Cauchy problem.

3. Choices of basis functions in the space H. A constructional method for
obtaining a set of basis functions from the spaceH is given in the following proposition.

Proposition 3.1. Given is the following special Cauchy problem for Laplace’s
equation:

∆v(x1, x2, . . . , xd, xd+1) = 0, x = (x1, x2, . . . , xd+1) ∈ Rd+1,(3.1)

∂v

∂xd+1
(x1, . . . , xd, 0) = 0,(3.2)

v(x1, . . . , xd, 0) = xk11 x
k2
2 · · ·xkdd ,(3.3)

where k1, k2, . . . , kd are fixed numbers in N ∪ {0}. There exists a homogeneous poly-
nomial in Rd+1 that satisfies (3.1)–(3.3) of the form

v(x) = xk11 x
k2
2 . . . x

kd
d +

s∑
n=2

Ps−n(x1, x2, . . . , xd)x
n
d+1,(3.4)

where, for s = k1 + k2 + · · ·+ kd and n = 2, 3, . . . , s,

Ps−n =

{
0 when n is odd,

(−1)
n
2

1
n!�

n
2 (xk11 x

k2
2 · · ·xkdd ) when n is even.

(3.5)

Proof. Denote s = k1 + k2 + · · · + kd to be the order of the polynomial in the
right-hand side of (3.3). For the cases in which s = 0, 1, it is clear that v(x) =
xk11 x

k2
2 · · ·xkdd satisfies (3.1)–(3.3). For the cases in which s ≥ 2, it is easy to obtain

from the boundary conditions (3.2) and (3.3) that the solution v(x) is the following
homogeneous polynomial of order s:

v(x) = xk11 x
k2
2 · · ·xkdd +

s∑
n=2

Ps−n(x1, x2, . . . , xd)x
n
d+1,(3.6)

where Pm(x1, x2, . . . , xd) is a homogeneous polynomial of x1, x2, . . . , xd with order
m,m = 0, 1, . . . , s− 2. Denote w = xk11 x

k2
2 · · ·xkdd . We then have

∆v(x) = (∆w + 2Ps−2) + (0 + 3 · 2Ps−3)xd+1

+

s−2∑
n=2

(�Ps−n + (n+ 2)(n+ 1)Ps−n−2)xnd+1.

From (3.1), the homogeneous polynomials Pm,m = 0, 1, . . . , s − 2, must satisfy the
following recursive formula:

�w + 2Ps−2 = 0,(3.7)

0 + 3 · 2Ps−3 = 0,(3.8)

�Ps−n + (n+ 2)(n+ 1)Ps−n−2 = 0, n = 2, 3, . . . , s− 2,(3.9)
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for s ≥ 4. In the case when s = 2, only (3.7) is valid. When s = 3, only (3.7) and
(3.8) are valid. From (3.7)–(3.9), we can deduce that, for n = 2, 3, . . . , s,

Ps−n =

{
0 when n is odd,
(−1)

n
2

1
n!�

n
2 w when n is even.

(3.10)

Substituting (3.10) into (3.6), we have then constructed a homogeneous polynomial
of order s that satisfies the Cauchy problem (3.1)–(3.3).

Henceforth we denote the polynomial solution (3.6) for given k1, k2, . . . , kd as
vk1k2···kd(x), x = (x1, . . . , xd+1). For the three-dimensional case (d = 2), several
basis functions will be given in section 6.

Proposition 3.2. For k1, k2, . . . , kd ∈ N ∪ {0}, we have
|vk1,k2,...,kd(x)| ≤ (2M)s, x ∈ Ω̄,(3.11)

and ∣∣∣∣∂vk1,k2,...,kd(x)

∂xi

∣∣∣∣ ≤ (4M)s, i = 1, 2, . . . , d+ 1,(3.12)

where M = supx∈Ω̄ |x| and s = k1 + k2 + · · ·+ kd.
Proof. Since the proof will be similar in the general dimensional cases, we shall

give the proof of (3.11) only for the case in which d = 2. For d = 2, we simply denote
(k1, k2) = (i, j). By using the formula (3.6) and (3.10) in Proposition 3.1, we get

vij(x) = w − 1

2!
(�w)x2

3 +
1

4!
(�2w)x4

3 + · · ·+ (−1)N
1

(2N)!
(�Nw)x2N

3 ,(3.13)

where w = xi1x
j
2 and N = [ i+j2 ] with [a] denoting the largest integer less or equal to

a.
Since

�nw =

(
∂2

∂x2
1

+
∂2

∂x2
2

)n
xi1x

j
2

=

n∑
r=0

Crn

(
∂2

∂x2
1

)r
xi1

(
∂2

∂x2
2

)n−r
xj2

=

n∑
r=0

CrnC
2r
i C

2n−2r
j (2r)!(2n− 2r)!xi−2r

1 x
j−2(n−r)
2 ,(3.14)

where Crn is the usual combinatorial notation, here, Crn = 0 for r > n. Since Crn ≤ C2r
2n,

we obtain

1

(2n)!
|�nw| ≤

n∑
r=0

C2r
i C

2n−2r
j M i+j−2n.(3.15)

From (3.13) and (3.15), we then have

|vij | ≤
(

1 +

N∑
n=1

n∑
r=0

C2r
i C

2n−2r
j

)
M i+j(3.16)

≤ 2i2jM i+j .(3.17)
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A similar proof for (3.12) can be obtained. The proof of the proposition is then
complete.

In the next section, a numerical algorithm with convergence analysis for solving
the moment problem is given. The numerical approach will be shown to be both
accurate and efficient in section 6.

4. Algorithm for solving the moment problem. Let Ω ⊂ Rd+1
+ be a bounded

and simply connected Lipschitz domain and

Γ1 = ∂Ω \ Γ = {x |xd+1 = 0, 0 ≤ xi ≤ 1, i = 1, 2, . . . , d},(4.1)

where Γ is an open part of the boundary ∂Ω. It is noted here that Γ can be an
arbitrary Lipschitz boundary. This makes the proposed method feasible and robust
in solving real practical inverse problems arising from the physical world. We choose
vk1k2···kd(x) as given in Propositions 3.1 and 3.2 for all k1, k2, . . . , kd in N ∪ {0}.
Since they all satisfy (3.1)–(3.3), we obtain from (2.7) that the Cauchy problem for
Laplace’s equation (1.1)–(1.3) is equivalent to the following moment problem:∫

Γ1

xk11 · · ·xkdd β(x1, . . . , xd)dx1 · · · dxd = µk1···kd ∀k1, k2, . . . , kd ∈ N ∪ {0},(4.2)

where Γ1 = [0, 1]d and

µk1···kd =

∫
Γ

(
f
∂vk1···kd
∂ν

− gvk1···kd
)
ds.(4.3)

This moment problem is called the Hausdorff moment problem and has been
studied by many researchers (see, e.g., [4], [22], [24], [25]). Particularly, a practical
algorithm for the numerical computation of the Hausdorff moment problem in the
two-dimensional case can be found in the works of Talenti [22] and Viano [24]. The
numerical method for multidimensional Hausdorff moment problems can be found in
Ang, Gorenflo, and Trong [2].

Based on the numerical method given by Ang, Gorenflo, and Trong [2], an ap-
proximated solution for the moment problem (4.2) can be obtained from the following
numerical steps:

Step 1. Calculate the shifted Legendre polynomials and their coefficients:

Lm(x) =

m∑
j=0

Cmjx
j , m = 0, 1, 2, . . . ,(4.4)

where

Cmj = (2m+ 1)
1
2 (−1)j

(m+ j)!

(j!)2(m− j)! , j = 0, 1, . . . ,m.(4.5)

Step 2. Calculate the coefficients:

λk1···kd =

k1∑
p1=0

· · ·
kd∑
pd=0

Ck1p1 · · ·Ckdpdµp1···pd .(4.6)

Step 3. Calculate the approximated solution:

pN (x1, . . . , xd) =

k1+···+kd=N∑
k1,...,kd=0

λk1···kdLk1···kd ,(4.7)
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where the orthonormal polynomials Lk1···kd are defined by

Lk1···kd(x1, . . . , xd) = Lk1(x1) · · ·Lkd(xd)

=

k1∑
p1=0

· · ·
kd∑
pd=0

Ck1p1 · · ·Ckdpdxp11 · · ·xpdd .

The pN given in Step 3 then approximates the solution β of the moment problem.
Remark 4.1. The formula given in Step 3 is a little different from the one given

in Ang, Gorenflo, and Trong [2].
Theorem 4.2. Let µ = {µk1···kd}, ki ∈ N ∪ {0}, i = 1, 2, . . . , d, be a sequence of

real numbers obtained from (4.3), and pN is given by Step 3. Suppose that u is the
solution of the Cauchy problem (1.1)–(1.3). Denote β = ∂u

∂ν |Γ1 . Then we have

∞∑
k1,...,kd=0

( ∞∑
p1,...,pd=0

Ck1p1 · · ·Ckdpdµp1···pd
)2

≤ ∞(4.8)

and

pN → β in L2(Γ1) as n→∞,(4.9)

where Cij is defined by (4.5) when j ≤ i and Cij = 0 when j > i. Moreover, if β is
in H1(Γ1), then

‖pN − β‖ ≤
√
d

N + 1
(F (β))

1
2 , N ∈ N ,(4.10)

where ‖ · ‖is the usual L2(Γ1) norm and

F (β) =
d∑
i=1

∫
Γ1

xi(1− xi)
∣∣∣∣ ∂β∂xi

∣∣∣∣
2

dx1 · · · dxd.(4.11)

Proof. For simplicity, we give the proof in the case when d = 2. For notational
convenience, denote (x1, x2) = (x, y), (k1, k2) = (i, j), µk1k2 = µij , Lk1k2(x, y) =
Li(x)Lj(y), and Γ1 = [0, 1]2. From the formula (4.2) and (4.6), we have∫

Γ1

βLijdxdy = λij , i, j = 0, 1, . . . .(4.12)

Using the completeness and the orthonormality properties of {Lij} in L2(Γ1), we
obtain

β =
∞∑

i,j=0

λijLij(4.13)

and

‖β‖2 =

∞∑
i,j=0

|λij |2 ≤ ∞,
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and hence (4.8) holds. To prove (4.9), we subtract (4.7) from (4.13) to obtain

β − pN =
∑

i+j≥N+1

λijLij .(4.14)

Hence

‖β − pN‖2 =
∑

i+j≥N+1

|λij |2.(4.15)

Combining (4.8) and (4.15), we then have (4.9). For (4.10), we rely on the following
identity (cf. [2], [22]):

∫ 1

0

x(1− x)|v′(x)|2dx =

∞∑
k=0

k(k + 1)α2
k ∀v ∈ H1(0, 1),(4.16)

where αk =
∫ 1

0
v(x)Lk(x)dx. From (4.13) and (4.16), we then have

∞∑
i,j=0

i2λ2
ij ≤

∫
Γ1

x(1− x)

∣∣∣∣∂β∂x (x, y)

∣∣∣∣
2

dxdy(4.17)

and

∞∑
i,j=0

j2λ2
ij ≤

∫
Γ1

y(1− y)
∣∣∣∣∂β∂y (x, y)

∣∣∣∣
2

dxdy.(4.18)

Adding (4.17) to (4.18), we obtain

∞∑
i,j=0

(i2 + j2)λ2
ij ≤ F (β),(4.19)

where F (β), defined in (4.11), becomes

F (β) =

∫
Γ1

(
x(1− x)

∣∣∣∣∂β∂x (x, y)

∣∣∣∣
2

+ y(1− y)
∣∣∣∣∂β∂y (x, y)

∣∣∣∣
2
)
dxdy.(4.20)

Since

2(i2 + j2) ≥ (N + 1)2 for i+ j ≥ N + 1,(4.21)

we finally obtain from (4.15), (4.19), and (4.21) that

(N + 1)2‖pN − β‖2 ≤ 2
∑

i+j≥N+1

(i2 + j2)λ2
ij ≤ 2F (β),(4.22)

which then completes the proof.



388 T. WEI, Y. C. HON, AND J. CHENG

5. Stability estimation and choice of regularization parameter. Taking
the highly ill-posedness characteristic of the Cauchy problem into consideration, we
now assume that the Cauchy data f and g contain some errors.

Let f̃ and g̃ be measured data with total error less than ε as

‖f̃ − f‖L2(Γ) + ‖g̃ − g‖L2(Γ) ≤ ε.(5.1)

The corresponding moments for f̃ and g̃ are

µ̃k1···kd =

∫
Γ

(
f̃
∂vk1···kd
∂ν

− g̃vk1···kd
)
ds.(5.2)

We have the following error estimate about the moments:

|µ̃k1···kd − µk1···kd | ≤

(∫

Γ

v2k1···kdds
) 1

2

+

(∫
Γ

(
∂vk1···kd
∂ν

)2

ds

) 1
2


 ε(5.3)

= Dk1···kd ε.

Using the choice of vk1···kd given in Propositions 3.1 and 3.2, we then have

Dk1···kd ≤ 2
√
vol(Γ)Ak1+···+kd = BAk1+···+kd ,(5.4)

where A = 4M > 0 is a constant depending only on Ω.
The approximated solution with noisy data f̃ and g̃ is given by

p̃N (x1, . . . , xd) =

k1+···+kd=N∑
k1,...,kd=0

λ̃k1···kdLk1···kd ,(5.5)

where

λ̃k1···kd =

k1∑
p1=0

· · ·
kd∑
pd=0

Ck1p1 · · ·Ckdpd µ̃p1···pd .(5.6)

We can obtain the following stability estimation.
Theorem 5.1. Suppose that u is the solution of the Cauchy problem (1.1)–(1.3).

Denote β = ∂u
∂ν |Γ1 . If β ∈ H1(Γ1), then

‖β − p̃N‖L2(Γ1) ≤ εBAN (
√

2π)
−d

(3 + 2
√

2)dN+d +
√
d(N + 1)−1(F (β))

1
2 ,(5.7)

where F (β) is given by (4.11).
Proof. We give a proof only for the case in which d = 2. The proof for the general

dimension is similar. Since

‖p̃N − β‖ ≤ ‖pN − β‖+ ‖pN − p̃N‖,(5.8)

where ‖ · ‖ is the usual L2 norm, from (4.7) and (5.5) we have

pN − p̃N =

i+j=N∑
i,j=0

(
i∑

p=0

j∑
q=0

CipCjq(µpq − µ̃pq)
)
LiLj ,(5.9)



COMPUTATION FOR MULTIDIMENSIONAL CAUCHY PROBLEM 389

and hence

‖pN − p̃N‖2 =

i+j=N∑
i,j=0

(
i∑

p=0

j∑
q=0

CipCjq(µpq − µ̃pq)
)2

.(5.10)

From (5.3) and (5.4), we have

|µpq − µ̃pq| ≤ εBAp+q.
Hence we have

‖pN − p̃N‖2 ≤ ε2B2A2N

i+j=N∑
i,j=0

(
i∑

p=0

j∑
q=0

|CipCjq|
)2

≤ ε2B2A2N


 N∑
i=0

(
i∑

p=0

|Cip|
)2



2

.(5.11)

We then have (cf. [2, p. 19])

N∑
i=0

(
i∑

p=0

|Cip|
)2

≤ (2π)−1(3 + 2
√

2)2N+2.(5.12)

Substituting this inequality into (5.11), we have

‖pN − p̃N‖ ≤ εB(2π)−1AN (3 + 2
√

2)2N+2.(5.13)

The proof is then completed by using (4.10), (5.8), and (5.13).
Theorem 5.1 implies that if ε �= 0 and N tends to infinity, then the right-hand side

of (5.7) will tend to infinity even when ε is very small. This indicates that we have to
choose a suitable value for N so that the right-hand side of (5.7) is kept small. This is
one kind of regularization technique, with N being the regularization parameter (cf.
[2], [3]). The choice of N is given in the following corollary.

Corollary 5.2. Suppose that

f(t) = At(3 + 2
√

2)td(5.14)

and

N(ε) = [f−1(ε−
1
2 )] =

[
ln(1

ε )

2 lnA+ 2d ln(3 + 2
√

2)

]
.(5.15)

If β ∈ H1(Γ1), we have

‖p̃N − β‖L2(Γ1) ≤ C1ε
1
2 + C2

1

ln 1
ε

,(5.16)

where

C1 = B

(
3 + 2

√
2√

2π

)d
and C2 = 2

√
d|F (β)| 12 (lnA+ d ln(3 + 2

√
2)).
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Proof. When N(ε) is given as in (5.15), the first term of the right-hand side of

(5.7) is C1ε
1
2 . Since

N(ε) + 1 ≥ ln(1
ε )

2 lnA+ 2d ln(3 + 2
√

2)
,(5.17)

we have

1

N(ε) + 1
≤ 2 lnA+ 2d ln(3 + 2

√
2)

ln(1
ε )

.(5.18)

Hence (5.16) holds.
Consider the following boundary value problem:

∆ũN = 0 in Ω,(5.19)

∂ũN
∂ν

= p̃N on Γ1,(5.20)

ũN = f̃ on Γ,(5.21)

where we suppose that f̃ ∈ H1(Ω). We also assume that u is the solution of the
Cauchy problem (1.1)–(1.3) for which the Cauchy data f in (1.3) is in H1(Ω). From
the results given in [9], there exists a unique solution for the boundary value problem
(5.19)–(5.21) satisfying

‖ũN − u‖H1(Ω) ≤ C
(∥∥∥∥p̃N − ∂u∂ν

∥∥∥∥
L2(Γ1)

+ ‖f̃ − f‖H1(Ω)

)
,(5.22)

where C > 0 is a constant which depends on Ω and Γ. Therefore, we have the following
theorem.

Theorem 5.3. Under the assumptions given in Theorem 5.1 and the condition

‖f̃ − f‖H1(Ω) + ‖g̃ − g‖L2(Γ1) ≤ ε,(5.23)

there exists a constant C > 0 which depends on Ω and Γ such that

‖ũN − u‖L2(Ω) ≤ C(ε+ εB(
√

2π)−dAN (3 + 2
√

2)dN+d(5.24)

+
√
d(F (β))

1
2 (N + 1)−1).

Corollary 5.4. Suppose that

N(ε) =

[
ln(1

ε )

2 lnA+ 2d ln(3 + 2
√

2)

]
.(5.25)

There exists a constant C > 0 which depends on ‖β‖H1(Γ1), Ω, and Γ such that

‖ũN (x)− u(x)‖L2(Ω) ≤ C

| ln ε| .(5.26)
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6. Numerical example. In this section, a numerical example is performed to
verify the accuracy and efficiency of the proposed method. Let

Ω = {(x1, x2, x3)| 0 ≤ xi ≤ 1, i = 1, 2, 3}(6.1)

and

Γ1 = ∂Ω\Γ = {x | 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1, x3 = 0}.(6.2)

The basis functions are chosen to be

v00 = 1,

v10 = x1,

v01 = x2,

v20 = x2
1 − x2

3,

v11 = x1x2,

v02 = x2
2 − x2

3,

v30 = x3
1 − 3x1x

2
3,

v03 = x3
2 − 3x2x

2
3,

v21 = (x2
1 − x2

3)x2,

v12 = (x2
2 − x2

3)x1,

v22 = (6x2
1x

2
2 − 6x2

1x
2
3 − 6x2

2x
2
3 + 2x4

3)/6,

v40 = x4
1 − 6x2

1x
2
3 + x4

3,

v04 = x4
2 − 6x2

2x
2
3 + x4

3,

v31 = x3
1x2 − 3x1x2x

2
3,

v13 = x3
2x1 − 3x1x2x

2
3.

Example. The exact solution of (1.1)–(1.3) is taken to be

u(x1, x2, x3) =
1√

(x1 − 1
2 )2 + (x2 − 1

2 )2 + (x3 + 1)2
.

Following the numerical algorithm given in section 4, we can compute f and g as well
as µij =

∫
Γ
(f

∂vij
∂ν − gvij)ds, i, j = 0, 1, 2, . . . . The numerical comparisons between

the approximation pN = pN (x1, x2) as N = 7 and the exact ∂u
∂ν on Γ1 is shown in

Figures 1a and 1b. As indicated in the surface plots in Figures 1a and 1b, respectively,
the pN approximates the ∂u

∂ν very well. The error surface between this approximation
and the exact solution is shown in Figure 2.

Finally, we added some noise to the Cauchy data f and g by adding a polynomial
of order 4 (error order 10−4) to f and g. The numerical errors surface and line
plots for the case when N = 5 as shown in Figures 3–4c, respectively, indicate that
the proposed method is stable and effective in solving the three-dimensional Cauchy
problem for Laplace’s equation.

Remark 6.1. For numerical convenience, the given example considers the case in
which Γ1 = {x |xd+1 = 0, 0 ≤ xi ≤ 1, i = 1, 2, . . . , d}. With minor modification,
the method can readily be applied to more general cases. The only difference is that
we have to solve a general moment problem in which the basis functions may not be
polynomials.
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Fig. 1a. Surface plot of pN (x1, x2) for N = 7, u(x1, x2, x3) =
1√
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Fig. 1b. Surface plot of exact β = ∂u
∂ν

|Γ1 , u(x1, x2, x3) =
1√

(x1− 1
2
)2+(x2− 1

2
)2+(x3+1)2

.



COMPUTATION FOR MULTIDIMENSIONAL CAUCHY PROBLEM 393

0

0.2

0.4

0.6

0.8

1

x1

0

0.2

0.4

0.6

0.8

1

x2

-0.004

-0.003

-0.002

-0.001

0

Error,N=7

Fig. 2. Error plot on the difference between pN (x1, x2) for N = 7 and ∂u
∂ν

|Γ1 , u(x1, x2, x3) =
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Fig. 3. Error plot on the difference between p̃N (x) for N = 5 and ∂u
∂ν

|Γ1
with noise data f̃ and

g̃, f̃ = f + x1(1− x1)x2(1− x2)10−4 on x3 = 1, g̃ = g + x1(1− x1)x2(1− x2)10−4 on x3 = 1.
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Fig. 4a. Line plots of ∂u
∂ν

(x1, x2) and p̃N (x1, x2) for N = 5 and x1 = 0; dotted lines: approxi-
mated solution; solid lines: exact solution.
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Fig. 4b. Line plots of ∂u
∂ν

(x1, x2) and p̃N (x1, x2) for N = 5 and x1 = 1/2; dotted lines:
approximated solution; solid lines: exact solution.
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Fig. 4c. Line plots of ∂u
∂ν

(x1, x2) and p̃N (x1, x2) for N = 5 and x1 = 1; dotted lines: approxi-
mated solution; solid lines: exact solution.

Remark 6.2. The convergence error estimate given in (5.26) is of logarithmical
type, which is too weak for efficient numerical simulation. From the theory on ill-posed
problems, it is known that, if u is analytic on Γ1, the estimation can be improved to
Hölder type. This can explain the rather good numerical results obtained in section 6.

7. Conclusions. In this paper, a numerical method for solving the multidimen-
sional Cauchy problem for Laplace’s equation is proposed. Proofs on the convergence
and stability estimation of the method are also given. It is also proven that the regu-
larization parameter for the proposed method can be chosen suitably to give a stable
and acceptable approximation to the solution when the Cauchy data have noises. For
numerical verification, a numerical example in the three-dimensional case is presented.
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[15] D. N. Hào and D. Lesnic, The Cauchy problem for Laplace’s equation via the conjugate
gradient method, IMA J. Appl. Math., 65 (2000), pp. 199–217.

[16] Y. C. Hon and T. Wei, Backus-Gilbert algorithm for the Cauchy problem of the Laplace
equation, Inverse Problems, 17 (2001), pp. 261–271.

[17] V. Isakov, Inverse Problems for Partial Differential Equations, Springer-Verlag, New York,
1998.

[18] M. V. Klibanov and F. Santosa, A computational quasi-reversibility method for Cauchy
problems for Laplace’s equation, SIAM J. Appl. Math., 51 (1991), pp. 1653–1675.

[19] R. Lattès and J. L. Lions, The Method of Quasi-Reversibility: Applications to Partial Dif-
ferential Equations, Elsevier, New York, 1969.

[20] L. E. Payne, Bounds in the Cauchy problem for the Laplace’s equation, Arch. Ration. Mech.
Anal., 5 (1960), pp. 35–45.
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Abstract. We consider a stochastic control problem that has emerged in the economics literature
as an investment model under uncertainty. This problem combines features of both stochastic impulse
control and optimal stopping. The aim is to discover the form of the optimal strategy. It turns out
that this has a priori rather unexpected features. The results that we establish are of an explicit
nature. We also construct an example whose value function does not possess C1 regularity.
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1. Introduction. Problems that combine features of both stochastic optimal
control and optimal stopping have attracted the interest of several researchers. Models
of absolutely continuous control of the drift and discretionary stopping have been stud-
ied by Krylov [K], Beneš [B], Karatzas and Sudderth [KS], Karatzas and Wang [KW],
and Karatzas and Ocone [KO]. Models of combined singular stochastic control where
the control effort takes the form of a finite variation process and discretionary stop-
ping have been studied by Davis and Zervos [DZ] and Karatzas, Ocone, Wang, and
Zervos [KOWZ]. These two families of problems have been motivated by applications
in target tracking, where the controller has to steer a system close to a target and
then decide on an engagement time, as well as by applications in finance. The latter
ones include the classical consumption/investment problem for a small investor who
can decide on the time of their “exit” from the market (see Karatzas and Wang [KW])
as well as the pricing of American contingent claims under constraints or with trans-
action costs.

In this paper, we consider a problem of stochastic impulse control combined with
optimal stopping with a view to discovering the form of the optimal strategy. Note
that the impulse control component of the control strategy is not of the standard
form because the sizes of the jumps associated with each intervention strategy are
not discretionary but are constrained to follow the pattern . . . , 1,−1, 1,−1, . . . . This
simplification makes the problem easier to analyze. However, it is offset by the ex-
tra complexity that is introduced by the additional control variable, which is the
discretionary stopping.

Problems of this type arise in the context of various applications in which the
system dynamics involve discrete actions. For instance, in manufacturing, one needs
to choose a machine setup mode over time so as to switch optimally among a finite
number of different product types (see Sethi and Zhang [SZ]). The actual motivation
of this paper arises from the area of “real options” that has emerged in the economics
literature over the past two decades. This area is concerned with the development of
new stochastic models that can lead to more accurate pricing of investments in real
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assets by taking into account the value of managerial flexibility; the interested reader
can consult the books by Dixit and Pindyck [DP] and Trigeorgis [T].

To fix ideas, consider an economic activity that is centered on a project that can
operate in two modes, an “open” one and a “closed” one. Whenever the project is in
its “open” operating mode, it yields a stream of profits or losses that is a functional
of the uncertain prices of input and output commodities. Whenever the project is
in its “closed” operating mode, it yields neither profits nor losses. The transition
of the project from one of its operating modes to the other one forms a sequence
of managerial decisions and is associated with certain fixed costs. The problem is
to determine the switching strategy that maximizes the expected present value of
all profits and losses resulting from the project. Variants of this problem have been
developed in the economics literature as models for the valuation of investments in real
assets by Brennan and Schwartz [BS], Dixit [D], and Dixit and Pindyck [DP]. Such
a problem has the features of stochastic impulse control, and explicit solutions have
been obtained in the mathematics literature by Brekke and Øksendal [BØ1, BØ2],
Lumley and Zervos [LZ], and Duckworth and Zervos [DuZ1].

Suppose now that the option of totally abandoning the project at a discretionary
time and at a certain fixed cost is added in the set of available managerial decisions.
The resulting problem then combines stochastic impulse control with discretionary
stopping. In fact, such a model is extensively discussed in Dixit and Pindyck [DP,
section 7.2], and is a special case of the one developed by Brennan and Schwartz [BS].
However, these authors make very little progress in actually solving the problem.
The purpose of this paper is to solve completely the resulting optimization problem
under the assumption that the rate at which the project yields profits or losses is a
standard Brownian motion. Such an assumption is probably crude as long as real life
applications are concerned. However, it leads to explicit, nontrivial results that unveil
the qualitative nature of the optimal strategy.

The results of our analysis take qualitatively different forms, depending on param-
eter values, and can be summarized informally as follows. Suppose that the switching
costs are fixed. If the abandonment cost is very large (see Case I in Theorem 6 and
Figure 1), then it is optimal to perpetuate the project by switching it to its “closed”
mode as soon as its output cash flow falls below a certain level and by switching it to
its “open” mode as soon as its potential output cash flow rises above a certain higher
level. If the abandonment cost is very small (see Case III of Theorem 6 and Figure 4),
then abandonment is optimal sooner or later. If the project is in its “closed” mode
at time 0, then it is switched to its “open” mode as soon as its potential output cash
flow exceeds a certain level. Once in it, the project should be kept in its “open”
operating mode for as long as its output cash flow is above a given level and should
be abandoned as soon as its output cash flow falls below this level. For intermediate
values of the abandonment cost, we have an a priori rather unexpected combination
of the two cases above (see Case II of Theorem 6 and Figure 3). If the project starts
from its “closed” mode, then it is never abandoned, and the situation resembles the
case in which the abandonment cost is very large. A similar scenario pertains to the
case in which the project is originally “open” and its output cash flow assumes suf-
ficiently high levels. However, if the project is originally “open” and its output cash
flow assumes very low values, then it is optimal to abandon the project immediately.
The most interesting possibility arises when the project is originally “open” and its
output cash flow assumes moderately low values. In this case, it is optimal to keep
the project alive and keep on accumulating losses until its output cash flow either



ENTRY, EXIT DECISIONS AND DISCRETIONARY STOPPING 399

falls below a certain level, in which event the project is totally abandoned, or rises
above another certain level, in which event its operation enters the perpetual life-cycle
pertaining to the case of a large abandonment cost. As a result, the abandonment
time of the project is either finite or infinite, and each of the two possibilities has
positive probability.

The paper is organized as follows. Section 2 is concerned with the formulation
of the stochastic optimization problem that we address. In section 3, we prove a
verification theorem that will play a crucial role in our subsequent analysis. The
assumptions of the theorem allow for the possibility that the value function is not C1,
and the proof is developed using Itô–Tanaka’s formula and relies on the properties of
local times. The explicit solution of the nontrivial case discussed above is developed in
section 4. Finally, an example whose value function is not C1 is presented in section 5.

2. Problem formulation. Let (Ω,F , P ) be a complete probability space
equipped with a filtration (Ft) satisfying the usual conditions of right continuity
and augmentation by P -negligible sets and carrying a standard one-dimensional (Ft)-
Brownian motion W . We denote by Z the family of all adapted, finite variation,
càglàd processes Z with values in {0, 1} and by S the set of all (Ft)-stopping times.

We consider a stochastic system that can operate in two modes, an “open” one
and a “closed” one. The system’s mode of operation can be changed at a sequence
of (Ft)-stopping times. These transition times constitute a decision strategy that we
model by a process Z ∈ Z. Specifically, given any time t, Zt = 1 if the system is
“open” at time t, whereas Zt = 0 if the system is “closed” at time t. The stopping
times at which the jumps of Z occur are the intervention times at which the system’s
operating mode is changed. We denote by z ∈ {0, 1} the system’s mode at time 0.
We also assume that the operation of this system can be permanently abandoned at
an (Ft)-stopping time T , which is an additional decision variable. We define the set
of all admissible strategies to be

Πz = {(Z, T ) | Z ∈ Z, Z0 = z, T ∈ S}.
We assume that the rate at which the system yields payoff, the switching costs

associated with the transition of the system from its “closed” mode to its “open” one
and vice versa, as well as the permanent abandonment cost are all functions of a state
process X which satisfies the one-dimensional SDE

dXt = b(Xt) dt+ σ(Xt) dWt, X0 = x ∈ I,(1)

where I is a given interval. We assume that the functions b, σ : I → R satisfy
assumptions such that this SDE has a unique strong solution with values in I for all
t ≥ 0, P -a.s. In the problem that we solve in section 4, I = R. However, if, following
several of the references mentioned in the introduction, we use X to model commodity
prices, we must have I = ]0,∞[.

With each admissible strategy (Z, T ) ∈ Πz we associate the expected payoff

Jz,x(Z, T ) = E

[∫ T

0

Rs
[
H1(Xs)Zs +H0(Xs)(1− Zs)

]
ds

−
∑

0≤s≤T
1{s<∞}Rs[G1(Xs) (∆Zs)

+
+G0(Xs) (∆Zs)

−
](2)

−1{T<∞}RTF (XT )

]
,
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where ∆Zt = Zt+ − Zt, (∆Zt)± = max{±∆Zt, 0}, and the discounting process R is
given by

Rt = exp

(
−
∫ t

0

r(Xs) ds

)
(3)

for some positive function r : I → R. Here,H1(Xt) (resp.,H0(Xt)) is the rate at which
the system yields payoff assuming that, at time t, it is in its “open” (resp., “closed”)
operating mode. Also, G1(Xt), G0(Xt) are the costs associated with switching the
investment from its “closed” to its “open” mode, and vice versa, respectively, at time
t, whereas F (Xt) is the cost faced if the system is completely abandoned at time t.

The objective is to maximize Jz,x(Z, T ) over Πz. Accordingly, we define the value
function

v(z, x) = sup
(Z,T )∈Πz

Jz,x(Z, T ).

We assume that the problem is well posed in the sense that all of the integrals
in (2) are well defined for every admissible strategy, and nontrivial in the sense that
v(z, x) < ∞ for every initial condition (z, x). For the problem to be well posed,
we also need to assume that no strategy associated with a finite payoff involves an
infinite number of switchings prior to abandonment on a set of positive probability
so that every switching strategy can be modelled by a process in Z. A sufficient
condition for this assumption to hold is G1(x) + G0(x) > ε > 0 for all x ∈ I. From
an economics perspective, this assumption is a natural one because it rules out the
unrealistic situation in which arbitrarily high profits can be made by rapidly changing
the system’s operating mode.

All of the assumptions discussed above are of an implicit nature. Further assump-
tions will appear in the statement of Theorem 1, again in an implicit way. On the
other hand, the results of sections 4 and 5 will assume that the problem’s data have
specific forms.

At this point, it would be of interest to make a comment on a possible general-
ization of the model considered here. The dynamics of the state process X can be
modified to include an additional, regime switching process so that (1) becomes

dXt = b(θt, Xt) dt+ σ(θt, Xt) dWt, X0 = x ∈ I.
The process θ can be taken to be a finite-state Markov chain representing a number
of different economic outlooks (e.g., a state of economic growth and a state of re-
cession). Models involving regime switchings have been considered in the literature
and include Guo [G], who solves the problem of pricing a Russian option in such a
context. A generalization of the model studied here in this direction would multiply
the complexity of the problem by the number of states that the process θ can assume,
and we leave it as an interesting open problem.

3. A verification theorem. The problem considered in the previous section
combines features of both stochastic impulse control and optimal stopping. Therefore,
we expect that the value function v should satisfy the Hamilton–Jacobi–Bellman
(HJB) equation

max
{Lv(z, x) + zH1(x) + (1− z)H0(x),

v(1− z, x)− v(z, x)− zG0(x)− (1− z)G1(x),(4)

−v(z, x)− F (x)} = 0, z = 1, 0, x ∈ I,
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where the second order elliptic operator L is defined by

Lv(z, x) = 1

2
σ2(x)vxx(z, x) + b(x)vx(z, x)− r(x)v(z, x).

The ideas behind the origins of this equation are the following. Suppose that,
at time 0, the system is in its “open” operating mode, i.e., z = 1. The controller’s
immediate decision consists of choosing between three actions. The first action is to
totally terminate the system’s operation at the cost of −F (x). Such a possibility gives
rise to the inequality

v(1, x) ≥ −F (x).(5)

The second option is to pay the cost of G0(x) to switch the system to its “closed”
operating mode and then continue optimally. This possibility yields the inequality

v(1, x) ≥ −G0(x) + v(0, x).(6)

The third action is to leave the system in its “open” operating mode for a short time
∆t and then continue optimally. This action is associated with the inequality

v(1, x) ≥ E
[∫ ∆t

0

RsH1(Xs) ds+R∆tv(1, X∆t)

]
.

Under the assumption that v(1, ·) is sufficiently smooth, we may apply Itô’s formula
to the last term and then divide by ∆t before letting ∆t ↓ 0 to obtain

Lv(1, x) +H1(x) ≡ 1

2
σ2(x)vxx(1, x) + b(x)vx(1, x)− r(x)v(1, x) +H1(x)

(7) ≤ 0.

Now, each of (5)–(7) can hold with strict inequality because the corresponding action
may not be optimal. However, we expect that the three actions considered above
form a complete repertoire of optimal tactics. Therefore, given any x ∈ I, we expect
that one of (5)–(7) should hold with equality. Combining all of these relationships,
we can conclude that the value function v(1, ·) should satisfy

max
{Lv(1, x) +H1(x), v(0, x)− v(1, x)−G0(x), −v(1, x)− F (x)

}
= 0.(8)

Using similar reasoning, we can also conclude that the value function v(0, ·) as-
sociated with the system in its “closed” operating mode (i.e., when z = 0) should
satisfy

max
{Lv(0, x) +H0(x), v(1, x)− v(0, x)−G1(x), −v(0, x)− F (x)

}
= 0.(9)

Now, combining (8) and (9), we conclude that the value function v should satisfy
(4). Without any further conditions, this equation has, in general, uncountably many
solutions.

Example 1. Suppose that I = R, and, for all x ∈ R, b(x) = 0, σ(x) =
√
2,

r(x) = 4, H1(x) = 3ex + 4, H0(x) = 0, G1(x) = G0(x) = 1 and F (x) = c for some
constant c > 0. It is straightforward to verify that each of the functions defined by

w(z, x) = Ae2x +Be−2x + ex + z, A,B ≥ 0,
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satisfies (4).
It turns out that the functions v(1, ·) and v(0, ·) composing the value function

of the special case of the control problem that we explicitly solve in section 4 are
both C1 but not C2. However, it is clear that, as long as the general problem is
concerned, we cannot expect such regularity of the value function unless we impose
appropriate assumptions on the problem’s data. For instance, we cannot in general
expect C1 regularity unless the abandonment cost function F is C1. An explicitly
solvable example illustrating this issue is presented in section 5.

In the next theorem, we consider candidates for the value functions v(1, ·) and
v(0, ·) which are differences of convex functions; for a survey of the results needed
here, see Revuz and Yor [RY, Appendix 3]. In particular, we consider solutions of (4)
in the following sense.

Definition 1. A function w : {0, 1} × I → R satisfies (4) if each of w(1, ·), w(0, ·)
is a difference of two convex functions and (4) is true Lebesgue-a.e., with L̂ in place
of L, where the operator L̂ is defined by

L̂w(z, x) = 1

2
σ2(x)wac

xx(z, x) + b(x)w
−
x (z, x)− r(x)w(z, x).

Here, w−
x (z, ·) is the left-hand derivative of w(z, ·). Also,

wxx(z, dx) = w
ac
xx(z, x) dx+ w

s
xx(z, dx)(10)

is the Lebesgue decomposition of the second distributional derivative wxx(z, dx) of
w(z, ·) to the measure wac

xx(z, x) dx, which is absolutely continuous with respect to
the Lebesgue measure, and the measure ws

xx(z, dx), which is mutually singular with
the Lebesgue measure.

We can now prove conditions which are sufficient for optimality in our problem.
Theorem 1. Consider the control problem described in section 2. Suppose that

G1, G0, F are continuous functions, σ
2(x) > 0 for all x ∈ I, and, for every admissible

strategy (Z, T ) ∈ Πz, there exists a sequence of times tm →∞ such that

lim
m→∞Jz,x(Z, T ∧ tm) = Jz,x(Z, T ).(11)

Suppose that there exist functions w(1, ·), w(0, ·) : I → R which are differences of
convex functions such that

−ws
xx(1, dx) and − ws

xx(0, dx) are positive measures(12)

and which satisfy the HJB equation (4) in the sense of Definition 1. Also, suppose
that the process M defined by

Mt =

∫ t

0

Rsσ(Xs)w
−
x (Zs, Xs) dWs(13)

is a martingale for every switching strategy Z ∈ Z. Then, given any initial condition
(z, x) ∈ {0, 1} × I,

(a) v(z, x) ≤ w(z, x), and
(b) if

suppws
xx(z, dx) ⊆ I \ int {x ∈ I | L̂w(z, x) + zH1(x) + (1− z)H0(x) = 0}

(14)
=: Oz
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and there exists Z∗ ∈ Z such that

L̂w(Z∗
t , Xt) + Z

∗
tH1(Xt) + (1− Z∗

t )H0(Xt) = 0(15)

for Lebesgue almost all t ≤ T ∗, P -a.s., and

[w(1, Xt)− w(0, Xt)−G1(Xt)] (∆Z
∗
t )

+ = 0,(16)

[w(0, Xt)− w(1, Xt)−G0(Xt)] (∆Z
∗
t )

− = 0(17)

for all t ≤ T ∗, P -a.s., where

T ∗ = inf {t ≥ 0 | w(Z∗
t , Xt) = −F (Xt)} ,(18)

as well as a sequence of times tm →∞ satisfying (11) and

lim
m→∞E

[
Rtm

∣∣w(Z∗
tm , Xtm)

∣∣] = 0 and lim
m→∞E

[
Rtm |F (Xtm)|

]
= 0,(19)

then v(z, x) = w(z, x), and the optimal strategy is (Z∗, T ∗).
Proof. Fix any z = 0, 1. Using Itô–Tanaka’s formula (see Revuz and Yor [RY,

Theorem VI.1.5]), we obtain

w(z,Xt) = w(z, x) +

∫ t

0

b(Xs)w
−
x (z,Xs) ds+

∫ t

0

σ(Xs)w
−
x (z,Xs) dWs

(20)

+
1

2

∫
I
Lat wxx(z, da),

where La is the local time of the process X at level a. We assume that

the mapping (t, a)→ Lat is continuous in t and càdlàg in a,(21)

P -a.s. (see Revuz and Yor [RY, Theorem VI.1.7]). With reference to (10) and the
occupation times formula (see Revuz and Yor [RY, Corollary VI.1.6]),

∫
I
Latw

ac
xx(z, a) da =

∫ t

0

σ2(Xs)w
ac
xx(z,Xs) ds,

and so (20) implies

w(z,Xt) = w(z, x) +

∫ t

0

[
1

2
σ2(Xs)w

ac
xx(z,Xs) + b(Xs)w

−
x (z,Xs)

]
ds

+

∫ t

0

σ(Xs)w
−
x (z,Xs) dWs +A

z
t ,

where

Azt =
1

2

∫
I
Lat w

s
xx(z, da).(22)

For future reference, observe that (12) implies

−Az is a continuous, increasing process(23)
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because such a statement is true for local times. Now, using the integration by parts
formula for semimartingales, we obtain

Rtw(z,Xt) = w(z, x) +

∫ t

0

RsL̂w(z,Xs) ds+
∫ t

0

Rsσ(Xs)w
−
x (z,Xs) dWs

(24)

+

∫ t

0

Rs dA
z
s .

We can now prove the two statements of the theorem.
(a) Fix any admissible strategy (Z, T ) ∈ Πz, and suppose that the abandonment

time T is bounded by a constant. Define the increasing sequence of (Ft)-stopping
times (Tn) by

T1 = inf{t ≥ 0 | Zt �= z} and Tn+1 = inf{t > Tn | Zt �= ZTn+},(25)

with the usual convention that inf ∅ = ∞. Note that the assumption that Z is a
finite variation process implies that its discontinuities cannot accumulate within any
compact subset of R+, so Tn →∞, P -a.s. Therefore,

RTw(ZT , XT )

= RTw(ZT , XT )1{T≤T1} +
∞∑
n=1

[
RTw(ZT , XT )−RTnw(ZTn+, XTn)

+

n−1∑
j=1

[
RTj+1w(ZTj+1 , XTj+1

)−RTjw(ZTj+, XTj )
]

(26)

+RT1w(ZT1 , XT1) +

n∑
j=1

RTj
[
w(ZTj+, XTj )− w(ZTj , XTj )

]]
1{Tn<T≤Tn+1}.

Now, since Z is constant on the stochastic interval ]Tj , Tj+1] and T is bounded, (24)
implies

[
RTj+1w(ZTj+1 , XTj+1)−RTjw(ZTj+, XTj )

]
1{Tj+1<T} =

[∫ Tj+1

Tj

RsL̂w(Zs, Xs) ds

+MTj+1 −MTj +

∫ Tj+1

Tj

RsZs dA
1
s +

∫ Tj+1

Tj

Rs(1− Zs) dA0
s

]
1{Tj+1<T},

where M is defined as in (13). Since the terms[
RTw(ZT , XT )− w(z, x)

]
1{T≤T1},[

RT1w(ZT1
, XT1

)− w(z, x)]1{T1≤T},[
RTw(ZT , XT )−RTnw(ZTn+, XTn)

]
1{Tn<T≤Tn+1}

admit similar expressions, (26) implies

RTw(ZT , XT ) = w(z, x) +

∫ T

0

RsL̂w(Zs, Xs) ds+MT

+
∑

0≤s<T
Rs
[
w(Zs+, Xs)− w(Zs, Xs)

]
+

∫ T

0

RsZs dA
1
s +

∫ T

0

Rs(1− Zs) dA0
s.
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It follows that∫ T

0

Rs
[
H1(Xs)Zs +H0(Xs)(1− Zs)

]
ds

−
∑

0≤s≤T
Rs[G1(Xs) (∆Zs)

+
+G0(Xs) (∆Zs)

−
]−RTF (XT )

= w(z, x)−RT
[
w(ZT+, XT ) + F (XT )

]
+MT

+

∫ T

0

Rs
[L̂w(Zs, Xs) +H1(Xs)Zs +H0(Xs)(1− Zs)

]
ds(27)

+
∑

0≤s≤T
Rs
[
w(1, Xs)− w(0, Xs)−G1(Xs)

]
(∆Zs)

+ +

∫ T

0

RsZs dA
1
s

+
∑

0≤s≤T
Rs
[
w(0, Xs)− w(1, Xs)−G0(Xs)

]
(∆Zs)

− +

∫ T

0

Rs(1− Zs) dA0
s.

In view of (23) and the fact that w satisfies (4) in the sense of Definition 1, this implies∫ T

0

Rs
[
H1(Xs)Zs +H0(Xs)(1− Zs)

]
ds

−
∑

0≤s≤T
Rs[G1(Xs) (∆Zs)

+
+G0(Xs) (∆Zs)

−
]−RTF (XT )

≤ w(z, x) +MT .

Taking expectations and noting that the stochastic integral has expectation 0, we
obtain Jz,x(Z, T ) ≤ w(z, x).

Now, consider the general case in which the abandonment time T is not necessarily
bounded by a constant, and let (tm) be a sequence satisfying (11). From our analysis
above, it follows that Jz,x(Z, T ∧ tm) ≤ w(z, x) for all m. However, this and (11)
imply Jz,x(Z, T ) ≤ w(z, x), which establishes this part of the theorem.

(b) Suppose that there exists a strategy (Z∗, T ∗) satisfying (15)–(18), let (T ∗
n)

be the associated sequence of stopping times defined as in (25), and let (tm) be a
sequence satisfying (11) as well as (19). Fix any of the stochastic intervals ]T ∗

n ∧T ∗ ∧
tm, T

∗
n+1 ∧ T ∗ ∧ tm], and observe that Z∗ is constant on this interval, i.e., Z∗

t = z for
some z ∈ {0, 1}, for all t ∈ ]T ∗

n ∧ T ∗ ∧ tm, T ∗
n+1 ∧ T ∗ ∧ tm], P -a.s. Since the measure

dLat is carried by the set {t ≥ 0 | Xt = a}, P -a.s., (14) and (15) imply

LaT∗
n∧T∗∧tm = LaT∗

n+1
∧T∗∧tm , P -a.s., ∀a ∈ Oz.

Therefore,

LaT∗
n∧T∗∧tm = LaT∗

n+1
∧T∗∧tm ∀a ∈ Odz ,(28)

P -a.s., where Odz is any countable subset of Oz which is dense in Oz. Now, let A ∈ F
be such that P (A) = 1 and (21), (28) are true for all ω ∈ A. Given any a ∈ Oz \ Odz
and any sequence (am) in Odz such that am ↓ a, (21) implies

Lat (ω) = lim
k→∞

Lakt (ω) ∀t ≥ 0, ∀ω ∈ A.

However, this and (28) imply

LaT∗
n∧T∗∧tm(ω) = L

a
T∗
n+1

∧T∗∧tm(ω) ∀a ∈ Oz, ∀ω ∈ A.
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Combining this with (22), we can see that

AzT∗
n∧T∗∧tm = AzT∗

n+1
∧T∗∧tm if Z∗

t = z for t ∈ ]T ∗
n ∧ T ∗ ∧ tm, T ∗

n+1 ∧ T ∗ ∧ tm].
It follows that ∫ T∗∧tm

0

RsZ
∗
s dA

1
s =

∫ T∗∧tm

0

Rs(1− Z∗
s ) dA

0
s = 0.

Therefore, in view of (15)–(18), (27) implies∫ T∗∧tm

0

Rs
[
H1(Xs)Z

∗
s +H0(Xs)(1− Z∗

s )
]
ds

−
∑

0≤s≤T∗∧tm
Rs[G1(Xs) (∆Z

∗
s )

+
+G0(Xs) (∆Z

∗
s )

−
]−RT∗∧tmF (XT∗∧tm)

= w(z, x)− 1{T∗>tm}Rtm
[
w(Z∗

tm+, Xtm) + F (Xtm)
]
+MT∗∧tm .

Taking expectations and letting m→∞, we obtain Jz,x(Z
∗, T ∗) = w(z, x), by virtue

of (11) and (19), and the proof is complete.
Remark 1. To obtain some further insight into the assumptions of the theorem

above, suppose that, given a finite number of points a1
1 < a1

2 < · · · < a1
N1 (resp.,

a0
1 < a0

2 < · · · < a0
N0), w(1, ·) (resp., w(0, ·)) is twice continuously differentiable at

every point x ∈ I \ {a1
1, . . . , a

1
N1} (resp., x ∈ I \ {a0

1, . . . , a
0
N0}). Also, suppose that

each of the functions w−
x (z, ·) is locally bounded. In this case, assumptions (12) and

(14) are equivalent to

w−
x (z, a

z
iz ) ≥ w−

x (z, a
z
iz+) ≡ lim

x↓az
iz

w−
x (z, x) ∀iz = 1, 2, . . . , Nz and(29)

az1, . . . , a
z
Nz ⊆ I \ int {x ∈ I | L̂w(z, x) + zH1(x) + (1− z)H0(x) = 0},(30)

z = 0, 1, respectively. For future reference, we should stress that we cannot dispense
with either of these two assumptions. Also, it is worth observing the asymmetry
presented by (12) or (29): had the optimization problem been a minimization one,
we would have to replace (12) by the assumption that ws

xx(1, dx) and w
s
xx(0, dx) are

positive measures, and we would have to consider the reverse inequalities in (29).
With regard to (30), we can conclude that the points where C1 regularity fails should
not belong to the interior of the “continuation” region but can be allowed in the
closure of the “switching” or “stopping” regions.

Remark 2. The result proved above can be trivially extended to the case in which
the system’s operating modes are not just two, namely, “open” and “closed,” but are
any finite positive integer. On the other hand, the proof cannot be trivially modified
to account for the case in which the process X assumes values in a higher dimensional
state space because it relies heavily on the use of local times and Itô–Tanaka’s formula.

To analyze the problem arising if the state process X is an n-dimensional diffusion
under similarly general assumptions, one would have to resort to the use of viscosity
solutions of the associated HJB equation (see Fleming and Soner [FS] and Yong and
Zhou [YZ]). This project would aim at proving that the value function identifies
with the unique viscosity solution of the HJB equation. Furthermore, characterizing
the optimal strategy would require a viscosity solution version of the verification
Theorem 1 in the spirit of Theorem 5.5.3 in Yong and Zhou [YZ]. Such an analysis
lies beyond the scope of this article, and we leave it as an interesting open problem.
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4. The explicit solution of a special case. We now solve completely the
special case of the general control problem formulated in section 2 that arises if we
impose the following assumption.

Assumption 1. I = R, and b(x) = 1, σ(x) = 1, r(x) = r, H1(x) = x, H0(x) = 0,
G1(x) = K1, G0(x) = K0, and F (x) = K for some constants r,K1,K0,K > 0, for all
x ∈ R.

In this case, the HJB equation (4) reduces to the following pair of coupled quasi-
variational inequalities:

max

{
1

2
v′′1 (x)− rv1(x) + x, v0(x)− v1(x)−K0, −v1(x)−K

}
= 0,(31)

max

{
1

2
v′′0 (x)− rv0(x), v1(x)− v0(x)−K1, −v0(x)−K

}
= 0.(32)

Here, we write v1 and v0 in place of v(1, ·) and v(0, ·), respectively, to simplify the
notation.

To make some headway, we first make some qualitative observations. Since the
system yields 0 payoff whenever it operates in its “closed” mode and the abandonment
cost K is positive, it follows that abandonment cannot be optimal when the system
is in its “closed” mode. As a consequence, abandonment can be part of the optimal
strategy only if the system is in its “open” operating mode. Moreover, the system
should be in its “open” operating mode if the state process X assumes sufficiently
large values and should be in its “closed” operating mode or should be abandoned if
the state process X takes sufficiently low values.

Now, a first possibility arises if abandonment is not part of the optimal scenario.
In such a case, we should switch the system from its “closed” to its “open” mode
whenever the state process X exceeds a level specified by a constant α, and we should
switch the system from its “open” to its “closed” mode whenever the state process X
falls below a level given by a constant β. Clearly, such a strategy is well defined only
if β < α. It is depicted by Figure 1.

If such a strategy is indeed optimal, the value function should be given by a
solution w1, w0 of the HJB equations (31)–(32) described as follows. For x > β, w1

should satisfy 1
2w

′′
1 (x)− rw1(x) + x = 0, namely, w1(x) = Ae

−√
2rx + C1e

√
2rx + x/r

for some constants A,C1 ∈ R, whereas, for x ≤ β, w1 should be given by w1(x) =
w0(x) −K0. On the other hand, if x < α, w0 should satisfy 1

2w
′′
0 (x) − rw0(x) = 0,

namely w0(x) = C2e
−√

2rx + Be
√

2rx for some constants C2, B ∈ R, whereas, for
x ≥ α, w0 should be given by w0(x) = w1(x)−K1. Now, we must have C1 = C2 = 0
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because, otherwise, the assumptions of Theorem 1 cannot be satisfied. In view of
these conditions, w1, w0 should be given by

w1(x) =

{
Be

√
2rx −K0 if x ≤ β,

Ae−
√

2rx + x/r if x > β,
(33)

w0(x) =

{
Be

√
2rx if x < α,

Ae−
√

2rx + x/r −K1 if x ≥ α,(34)

respectively. To specify the parameters A, B, α, β, we postulate that w1, w0 are
C1 at the free boundary points β, α, respectively. This requirement gives rise to the
system of equations

Be
√

2rα −Ae−
√

2rα =
α− rK1

r
,(35)

Be
√

2rα +Ae−
√

2rα =
1

r
√
2r
,(36)

Be
√

2rβ −Ae−
√

2rβ =
β + rK0

r
,(37)

Be
√

2rβ +Ae−
√

2rβ =
1

r
√
2r.

(38)

It is straightforward to verify that these are equivalent to

A = −β + rK0 − 1/
√
2r

2r
e
√

2rβ ,(39)

B =
β + rK0 + 1/

√
2r

2r
e−

√
2rβ ,(40)

(α− rK1 − 1/
√
2r)e

√
2rα = (β + rK0 − 1/

√
2r)e

√
2rβ ,(41)

(α− rK1 + 1/
√
2r)e−

√
2rα = (β + rK0 + 1/

√
2r)e−

√
2rβ .(42)

The next lemma is concerned with the solvability of (41)–(42) and with necessary
and sufficient conditions under which the functions w1, w0 given above satisfy the
HJB equations (31)–(32). To derive the results of Lemma 4 below, we assume here
that the constants K1, K0 can take negative as well as positive values subject to the
condition that K1 +K0 > 0.

Lemma 2. Suppose that r > 0 and K1,K0 ∈ R satisfy K1 + K0 > 0. There
exists a unique pair of points α = α(r,K1,K0) and β = β(r,K1,K0) which satisfies
(41)–(42). Point β is the unique solution of

H(β) :=
β + rK0 + 1/

√
2r

β + rK0 − 1/
√
2r

exp(−
√
2r(2β + rK0 − rK1)) = −1(43)

and satisfies

−rK0 − 1√
2r
< β < −rK0,(44)

−2e−2 >
√
2r(β + rK0 − 1/

√
2r) exp(

√
2r(β + rK0 − 1/

√
2r)) > −e−1,(45)
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Fig. 2. An obvious modification of the “no-abandonment case.”

whereas

α = −β − rK0 + rK1 > β.(46)

The functions w1, w0 defined by (33)–(34), where α and β are as above and A,B > 0
are given by (39), (40), respectively, are convex, nondecreasing, C1 for all x ∈ R and
C2 for all x ∈ R \ {β}, x ∈ R \ {α}, respectively, and satisfy

max

{
1

2
w′′

1 (x)− rw1(x) + x, w0(x)−K0 − w1(x)

}
= 0(47)

for all x ∈ R \ {β} and

max

{
1

2
w′′

0 (x)− rw0(x), w1(x)−K1 − w0(x), −K − w0(x)

}
= 0(48)

for all x ∈ R \ {α}. Moreover, w1(x) ≥ −K if and only if K ≥ K0.
We collect in the appendix the proofs of those results that are not developed in

the text.
If the condition K ≥ K0 is not satisfied, we expect that abandonment becomes

part of the optimal scenario. Now, assuming that the optimal strategy has a continu-
ous qualitative character, we should expect that, as K0 rises above K, abandonment
should become optimal if the system is “open” and the state process X assumes
sufficiently small values. The obvious modification of the strategy studied above
is depicted by Figure 2. Such a possibility involves five parameters and three free
boundary points, so we cannot impose a C1 fit at all of the free boundary points.

By an obvious symmetry argument, we can conclude that the value function is C1

at the points α, β, and C0 at the point γ. However, by elementary considerations, we
can see that the value function is nondecreasing in x. Therefore, if the optimal strategy
identifies with the one depicted by Figure 2, we must have w1(γ−) = 0 < w1(γ+),
which is unacceptable in light of Remark 1. Alternatively, we can postulate that the
value function is C1 at γ and β (resp., α), and C0 at α (resp., β). However, such a
possibility would impose a discontinuity of the first derivative of the candidate value
functions inside the interior of the “continuation” region, which is again contradicting
the conclusions of Remark 1. It turns out that a strategy having the form depicted
by Figure 2 cannot be optimal. However, the idea that the optimal strategy should
possess a character which depends continuously on the problem’s data leads us to
the conclusion that we should look for a further modification of this strategy. Such
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Fig. 3. The case in which abandonment becomes part of the optimal tactics.

a modification can be obtained by inserting a “do-not-abandon-or-switch-off” region
around γ so that the interface of the “abandonment” and the “switch-off” regions is
not just a point but an interval. This strategy is depicted by Figure 3.

If this case is indeed optimal, the value function of the control problem should
identify with a solution w1, w0 of the HJB equations (31)–(32) described by

w1(x) =



−K if x ≤ δ,
Γ1e

−√
2rx + Γ2e

√
2rx + x/r if δ < x < γ,

Be
√

2rx −K0 if γ ≤ x ≤ β,
Ae−

√
2rx + x/r if x > β,

(49)

w0(x) =

{
Be

√
2rx if x < α,

Ae−
√

2rx + x/r −K1 if x ≥ α.(50)

The parameters A, B, Γ1, Γ2, α, β, γ, δ can then be specified by the requirement that
w1, w0 are C1 at the free boundary points α, β, γ, δ. Now, it is a straightforward
calculation to verify that this requirement implies that α, β, A, B should satisfy
(39)–(42),

Γ1 = −γ + rK0 − 1/
√
2r

2r
e
√

2rγ ,(51)

Γ2 = B − γ + rK0 + 1/
√
2r

2r
e−

√
2rγ ,(52)

and γ, δ should satisfy the system of equations

F1(γ, δ) := (δ + rK − 1/
√
2r)e

√
2rδ − (γ + rK0 − 1/

√
2r)e

√
2rγ

(53)
= 0,

F2(γ, δ) := (δ + rK + 1/
√
2r)e−

√
2rδ − (γ + rK0 + 1/

√
2r)e−

√
2rγ + 2rB

(54)
= 0.

The next lemma is concerned with the solvability of (53)–(54) as well as with
necessary and sufficient conditions under which the functions w1, w0 considered above
satisfy the HJB equations (31)–(32).

Lemma 3. Let α = α(r,K1,K0), β = β(r,K1,K0), A, B be as in Lemma 2.
The system of equations (53)–(54) has a unique solution γ = γ(r,K1,K0,K), δ =
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Fig. 4. The case in which switching the system to its “closed” mode is never optimal.

δ(r,K1,K0,K) such that δ < γ < β if and only if

K∗ ∨ 0 < K < K0,(55)

where K∗ = K∗(r,K1,K0) < K0 is defined by

K∗ = − 1

r
√
2r

ln

(
−
√
2r

2
(β + rK0 − 1/

√
2r) exp(

√
2r(β + 1/

√
2r))

)
.(56)

If K∗ > 0 and K = K∗, then γ = β, δ = −rK − 1/
√
2r, Γ1 = A, and Γ2 = 0. If (55)

is true, then the functions w1, w0 defined by (49), (50), respectively, where Γ1,Γ2 > 0
are given by (51)–(52), are convex, nondecreasing, C1 for all x ∈ R and C2 for all
x ∈ R \ {δ, γ, β}, x ∈ R \ {α}, respectively, and satisfy the HJB equations (31)–(32).

The optimality of the case considered in the previous lemma depends crucially on
the parameter K∗. If K∗ ≤ 0 for every admissible choice of the problem’s data, then
our solution is complete. However, it turns out that this is not the case in general.

Lemma 4. Given any values of the parameters r,K1 > 0, the function K∗(r,K1, ·)
is well defined on ] − K1,∞[, is strictly increasing and at least C1 on this interval,
and satisfies limK0→∞K∗(r,K,K0) =∞ and K∗(r,K, 0) < 0.

In Lemma 3, we proved that if K∗ > 0 and K = K∗, then γ = β, so the
“switch-from-open-to-closed” region disappears, and the optimal strategy is depicted
by Figure 4. For K < K∗, we can expect that it is not optimal to switch the system
from its “open” to its “closed” operating mode at any time, so that the optimal
strategy can again be depicted by Figure 4.

If this strategy is indeed optimal, the value function should be given in terms of
the functions

w1(x) =

{
−K if x ≤ δ,
Ae−

√
2rx + x/r if x > δ,

(57)

w0(x) =

{
Be

√
2rx if x < α,

Ae−
√

2rx + x/r −K1 if x ≥ α.(58)

Again, we require that w1, w0 are C1 at the free boundary points δ, α, respectively.
Straightforward calculations show that C1 fit at δ yields

A =
1

r
√
2r

exp(−
√
2r(rK + 1/

√
2r)),(59)

δ = −rK − 1√
2r
,(60)
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whereas C1 fit at α yields the system of equations

Be
√

2rα −Ae−
√

2rα =
α− rK1

r
,(61)

Be
√

2rα +Ae−
√

2rα =
1

r
√
2r
,(62)

which is equivalent to

B =
α− rK1 + 1/

√
2r

2r
e−

√
2rα,(63)

G(α) :=

√
2r

2
(α− rK1 − 1/

√
2r) exp(

√
2r(α+ rK + 1/

√
2r))

(64)
= −1.

The next lemma is concerned with the solvability of (64) and with necessary and
sufficient conditions under which this case is optimal.

Lemma 5. Equation (64) has a unique solution α = α(r,K1,K) such that α >
−rK − 1/

√
2r. For this value of α, and for A,B > 0, and δ = δ(r,K) given by (59),

(63), and (60), respectively, the functions w1, w0 defined by (57)–(58) are convex,
nondecreasing and C1 for all x ∈ R and C2 for all x ∈ R \ {δ}, R \ {α}, respectively.
Moreover, assuming that K∗ > 0, they satisfy the HJB equations (31)–(32) if and only
if 0 < K ≤ K∗.

We can now prove the main result of the section.

Theorem 6. Consider the stochastic optimization problem defined in section 2,
and suppose that its data are as in Assumption 1. The value function v is C1, convex
and nondecreasing in x, and is given by v(1, ·) = w1 and v(0, ·) = w0, where the
following hold:

(I) If K0 ≤ K, w1, w0 are given by Lemma 2 (see Figure 1).

(II) If K∗ < K < K0, where K∗ < K0 is given by (56), w1, w0 are given by
Lemma 3 (see Figure 3).

(III) If K∗ > 0 and K ≤ K∗, w1, w0 are given by Lemma 5 (see Figure 4).

In each of the three cases, the optimal strategy can be constructed as in the proof
below.

Proof. First, observe that, given any sequence tm →∞, (11) and the second limit
in (19) are true for all (Z, T ) ∈ Πz. Also, in each of the three cases, the functions w1

and w0 are convex and nondecreasing.

Now, consider any of the three cases. Since w1 ≡ w(1, ·) and w0 ≡ w(0, ·) are C1

for all x and C2 for all x outside a finite set, their second distributional derivatives
are measures that are absolutely continuous with respect to the Lebesgue measure.
With regard to the notation of Definition 1, this implies that ws

xx(1, dx) ≡ 0 and
ws
xx(0, dx) ≡ 0, and, therefore, (12) as well as (14) are true. Moreover, w1 ≡ w(1, ·)

and w0 ≡ w(0, ·) satisfy the HJB equations (31)–(32) in the classical sense, by con-
struction, and, therefore, in the sense of Definition 1.

Since w(1, ·) and w(0, ·) have bounded first derivatives, the process M defined
as in (13) is a square integrable martingale for all Z ∈ Z. Furthermore, there exist
constants C1 and C2 such that

w(z, x) ≤ C1 + C2|x| ∀z = 1, 0 and x ∈ R.
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It follows that, given any Z ∈ Z,
lim
t→∞E

[
e−rt |w(Zt, Xt)|

] ≤ lim
t→∞E

[
e−rt (C1 + C2 |x+Wt|)

]
= 0.

However, this shows that (18) is satisfied for all Z ∈ Z and, therefore, for the optimal
switching process.

The above arguments prove that, in any of the three cases, w1 ≡ w(1, ·) and
w0 ≡ w(0, ·) satisfy all of the assumptions related to part (a) of Theorem 1 as well
as (14) and (19). As a consequence, to complete the proof, we have to construct a
strategy (Z∗, T ∗) satisfying (15)–(18).

Now, in Case I, if z = 1, then we can see that the strategy (Z∗, T ∗), where T ∗ =∞
and the process Z∗ ∈ Z is defined by

Z∗
t = 1{t=0} +

∞∑
j=0

1{T∗
2j
<t≤T2j+1}∗ ,(65)

where T ∗
0 = 0 and the stopping times T ∗

n , n ∈ N
∗, are defined recursively by

T ∗
2n+1 = inf{t ≥ T ∗

2n | Xt ≤ β}, n = 0, 1, 2, . . . ,(66)

T ∗
2n = inf{t ≥ T ∗

2n−1 | Xt ≥ α}, n = 1, 2, . . . ,(67)

satisfies (15)–(18). If z = 0, we again have T ∗ =∞, and the optimal switching process
Z∗ can be constructed in a similar fashion.

In Case II, if z = 1 and x ≥ γ or if z = 0, the optimal strategy is the same as in
Case I. If z = 1 and x ≤ δ, then the optimal strategy is characterized by T ∗ = 0. If
z = 1 and δ < x < γ, then define

Tδ = inf{t ≥ 0 | Xt ≤ δ} and Tγ = inf{t ≥ 0 | Xt ≥ γ},(68)

and let

T ∗ = Tδ1{Tδ<Tγ} +∞1{Tδ>Tγ} ∈ S.
Also let T ∗

0 = 0, T ∗
1 = Tγ , and define T ∗

n , n ≥ 2, as in (67). Then we can see that the
strategy (Z∗, T ∗) where Z∗ is defined as in (65), satisfies (15)–(18).

In Case III, if z = 1, then T ∗ = T δ, where Tδ is defined as in (68), and Z∗,
defined by Z∗

t = 1 for all t ≥ 0, provide the optimal strategy. Finally, if z = 0, then
T ∗ = inf{t ≥ Tα | Xt ≤ δ}, where Tα = inf{t ≥ 0 | Xt ≥ α}, and Z∗ defined by
Z∗
t = 1{Tα<t}, t ≥ 0, are the optimal strategy, and the proof is complete.
Remark 3. The rather unexpected qualitative nature of Case II is intimately

related to optimal stopping. To understand this claim, consider the case as a pertur-
bation of Case I, where stopping is not part of the optimal strategy. With regard to
the heuristic discussion at the beginning of the section, abandonment can be optimal
only if the system is “open” and the state process X assumes sufficiently low values.
As a result, the optimal strategy should possess the same qualitative nature as in
Case I if the system is “closed” or if the system is “open” and the state process X
assumes sufficiently large values. Now, as the abandonment cost K falls marginally
below the critical value K0 and abandonment comes into the picture, a continuity
argument dictates that the switching boundary points α and β as given by Lemma 2
should be “close” to the optimal ones. However, these points determine completely
the function w0. As a consequence, for sufficiently low values of X, the function w1
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should be “close” to the value function of the purely optimal stopping problem which
seeks to maximize

E

[∫ τ

0

e−rsXs ds− e−rτ
[
K ∨ (K0 − w0(Xτ ))

]]
over all stopping times τ ∈ S. In fact, we have proved that w1 identifies with the value
function of this purely optimal stopping problem for appropriate parameter values.
Note that the terminal payoff function −K ∨ (K0 − w0(·)) of this problem is not
C1. From these observations, we can conclude that the existence of a “continuation”
region such as the interval ]δ, γ[ in Case II should characterize the optimal strategy
in purely optimal stopping problems where the first derivative of the terminal payoff
function has appropriate discontinuities.

5. An example in which C1 regularity of the value function fails. Based
on the results established in the previous sections, we can easily construct an example
whose value function is not composed by C1 functions. To this end, consider the
problem formulated in section 2, and assume that I = R, and

b(x) = 0, σ(x) = 1, r(x) =
1

2
, H1(x) = x, H0(x) = 0,

G1(x) = 2, G0(x) = 10, F (x) =

{
5− ex+10 if x < −10,
4 if x ≥ −10

for all x ∈ R.
With regard to (43) and (56), we calculate

β

(
1

2
, 2, 10

)
= −5.999328399 and K∗

(
1

2
, 2, 10

)
= 9.999328511.(69)

Since K∗ > F (x), for all x ∈ R, this example is akin to Case III of Theorem 6. The
values of the associated parameters are

δ

(
1

2
, 4

)
= −3, α

(
1

2
, 2, 4

)
= 1.986338745,

A = 0.099574137, and B = 0.272519358.

The value function of the example under consideration is given by

v(1, x) =



ex+10 − 5 if x < −10,
−4 if − 10 ≤ x < −3,
0.099574137e−x + 2x if − 3 ≤ x,

v(0, x) =

{
0.272519358ex if x < 1.9886338745,

0.099574137e−x + 2x− 2 if x ≥ 1.9886338745.

To see this, observe first that the only point where C1 regularity fails is given by
z = 1 and x = −10. Clearly, (12) and (14) are satisfied (see also Remark 1). Now,
with reference to the proofs of Lemma 5 and Theorem 6, all of the assumptions of
Theorem 1 will follow if we verify that

1

2
w′′

1 (x)−
1

2
w1(x) + x ≤ 0 for x < −3,

w0(x)− 10− w1(x) ≤ 0 for x < −3,
w1(x)− 2− w0(x) ≤ 0 for x < −3.
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However, this is a trivial exercise.

Appendix: Proofs of results in section 4.
Proof of Lemma 2. Multiplying (41) and (42) side by side and solving for α, we

obtain

α = β + r(K1 +K0) or α = −β − rK0 + rK1.

Substituting β + r(K1 +K0) for α in (41) and (42), we obtain

(β + rK0 − 1/
√
2r)er

√
2r(K1+K0) = β + rK0 − 1/

√
2r,

(β + rK0 + 1/
√
2r)e−r

√
2r(K1+K0) = β + rK0 + 1/

√
2r,

respectively. Since K1 + K0 > 0, there is no β satisfying both of these equations.
Therefore, α must be as in (46). Now, (46) and either (41) or (42) yield (43).

Since H(β) > 0, for all β < −rK0 − 1/
√
2r and all β > −rK0 + 1/

√
2r, if (43)

has a solution, then this has to satisfy −rK0 − 1/
√
2r ≤ β ≤ −rK0 + 1/

√
2r. Now,

H ′(β) = −2
√
2r

(β + rK0)
2

(β + rK0 − 1/
√
2r)2

exp(−
√
2r(2β + rK0 − rK1)),

which implies that H is strictly decreasing in R\{−rK0,−rK0+1/
√
2r}. Combining

this with the facts that H(−rK0 − 1/
√
2r) = 0 and H(−rK0) = − exp(r

√
2r(K1 +

K0)) < −1, we conclude that (43) has a unique solution which satisfies (44). Observe
that the inequality β < −rK0 and the expression α = −β−rK0+rK1 imply trivially
that β < α. Also, (44) implies (45) because the function x→ xex is strictly decreasing
in ]−∞,−1[. Furthermore, (44) along with (39) and (40) imply that A,B > 0.

Since A,B > 0, the functions w1, w0 are convex and nondecreasing. As a conse-
quence, −K ≤ w1 if and only if K ≥ K0, and −K ≤ w0. Now, to verify that w1, w0

satisfy (47) and (48), we have to prove that

1

2
w′′

1 (x)− rw1(x) + x ≤ 0 for x < β,(70)

w1(x)−K1 − w0(x) ≤ 0 for x ≤ β,(71)

w0(x)−K0 − w1(x) ≤ 0 for β ≤ x ≤ α,(72)

w1(x)−K1 − w0(x) ≤ 0 for β ≤ x ≤ α,(73)

w0(x)−K0 − w1(x) ≤ 0 for x ≥ α,(74)

1

2
w′′

0 (x)− rw0(x) ≤ 0 for x > α.(75)

Each of (71) and (74) is equivalent to −K1 −K0 ≤ 0, which is true. Inequality (70)
is trivially implied by rK0 + β < 0 (see (44)), whereas (75) is trivially implied by
−α+ rK1 = β + rK0 < 0.

Now, consider the function g defined by

g(x) := Be
√

2rx −Ae−
√

2rx − x
r
−K0.

Since g(x) = w0(x)−K0 − w1(x) for x ∈ [β, α], (72) and (73) will follow if we prove
that

−K1 −K0 ≤ g(x) ≤ 0 ∀x ∈ [β, α].(76)
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The function g′ is strictly convex because

g′′′(x) = 2r
√
2r(Be

√
2rx +Ae−

√
2rx) > 0,

the inequality being true because A,B > 0. As a consequence, g′(x) < 0 for all
x ∈ ]β, α[ because g′(β) = g′(α) = 0 by construction. However, combining this
observation with the fact that g(β) = 0 and g(α) = −K0−K1, we conclude that (76)
is true.

Proof of Lemma 3. Fix any γ < −rK0, and consider the equation

f(δ) := F1(γ, δ) = 0.(77)

From the calculations

lim
δ→−∞

f(δ) = −(γ + rK0 − 1/
√
2r)e

√
2rγ > 0,(78)

f ′(δ) =
√
2r(δ + rK)e

√
2rδ,(79)

f(γ) = r(K −K0)e
√

2rγ ,(80)

we can see that (77) has a unique solution δ < γ if K < K0. These calculations also
imply that (77) does not have a solution δ < γ if K > K0 and γ < −rK. If K > K0

and −rK < γ, (77) will have a solution only if f is negative at δ = −rK, where its
minimum over δ ∈ ]−∞, γ] occurs. However,

f(−rK) = −(γ + rK0)e
√

2rγ +
1√
2r
[e

√
2rγ − e

√
2r(−rK)] > 0,

the inequality following because −rK < γ < −rK0. From these considerations, we
conclude that, given any γ < −rK0, (77) has a unique solution δ < γ if and only if
K < K0. For the rest of this proof, we assume that this condition is satisfied.

From the above, we can see that, as γ varies, (77) uniquely defines a function
δ = δ(γ) on ] − ∞,−rK0[ such that δ(γ) < γ for all γ < −rK0. Also, by implicit
differentiation of (77), we obtain

δ′(γ) =
γ + rK0

δ(γ) + rK
e
√

2r(γ−δ(γ)).(81)

Now consider the equation

g(γ) := F2(γ, δ(γ)) = 0 for γ < β.(82)

Since

g(γ) =
√
2r

∫ γ

δ(γ)

e−
√

2rs(s+ rK) ds+ r(K −K0)e
−√

2rγ + 2rB

and K < K0, it follows that

lim
γ→−∞ g(γ) = −∞.(83)

Also, using (81), we can calculate

g′(γ) = −2
√
2r(γ + rK0)e

−√
2rδ(γ) sinh[

√
2r(γ − δ(γ))] > 0,(84)
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whereas, in view of (40),

g(β) = (δ(β) + rK + 1/
√
2r)e−

√
2rδ(β).(85)

From (83)–(85), we can see that (82) has a unique solution γ < β if and only if
δ(β) > −rK − 1√

2r
. With regard to the analysis relating to (77), this will be true if

and only if F1(β,−rK − 1/
√
2r) > 0, i.e., if and only if

−2e−2 >
√
2r(β + rK0 − 1/

√
2r) exp(

√
2r(β + rK − 1/

√
2r)).(86)

With reference to (45), this is true for K = K0. Furthermore, the right-hand side
of this inequality is increasing as K decreases. As a consequence, (86) is true for all
K ∈ ]K∗ ∨ 0,K0[, where K∗ < K0 is given by (56).

With regard to the arguments above, if K∗ > 0 and K = K∗, then (86) holds
with equality, γ = β, and δ = −rK − 1/

√
2r. From (39), (51) and (40), (52), it then

follows that Γ1 = A and Γ2 = 0, respectively.
Since γ < β < −rK0, (51) implies that Γ1 > 0. Furthermore, since

d

dy

[
y + rK0 + 1/

√
2r

2r
e−

√
2ry

]
= − 1√

2r
(y + rK0)e

−√
2ry > 0 ∀y < −rK0,

it follows that

β + rK0 + 1/
√
2r

2r
e−

√
2rβ >

γ + rK0 + 1/
√
2r

2r
e−

√
2rγ .

Therefore, (40) and (52) imply Γ2 > 0.
Since A,B,Γ1,Γ2 > 0, the functions w1, w0 are convex and nondecreasing, so

w1, w0 ≥ −K. Also, all of the inequalities associated with the HJB equations (31)–
(32) for x ≥ γ follow from Lemma 2. Therefore, to verify that w1, w0 satisfy the HJB
equations (31)–(32), it remains to show that

1

2
w′′

1 (x)− rw1(x) + x ≤ 0 for x < δ,(87)

w0(x)−K0 − w1(x) ≤ 0 for x ≤ δ,(88)

w1(x)−K1 − w0(x) ≤ 0 for x ≤ δ,(89)

w0(x)−K0 − w1(x) ≤ 0 for δ ≤ x ≤ γ,(90)

w1(x)−K1 − w0(x) ≤ 0 for δ ≤ x ≤ γ.(91)

The inequalities δ + rK < β + rK0 < 0 trivially imply (87). Also, since B > 0, (89)
is straightforward, whereas (88) is implied by (90) and the continuity of w1, w0.

Now, consider the function g defined by

g(x) := −Γ1e
−√

2rx + (B − Γ2)e
√

2rx − x+ rK0

r
.

Since g(x) = w0(x) − K0 − w1(x), if x ∈ [δ, γ], (90) and (91) will follow if we show
that

−K1 −K0 ≤ g(x) ≤ 0 ∀x ∈ [δ, γ].(92)
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By construction,

g(γ) = g′(γ) = 0 and g′′(γ) = 2(γ + rK0) < 0.(93)

If B − Γ2 < 0, then

g′′(x) = 2r[−Γ1e
−√

2rx + (B − Γ2)e
√

2rx] < 0,

so g′ is strictly decreasing, which, combined with g′(γ) = 0, implies g′(x) > 0 for all
x < γ[. On the other hand, if B − Γ2 > 0, then

g′′′(x) = 2r
√
2r[Γ1e

−√
2rx + (B − Γ2)e

√
2rx] > 0,

which proves that g′ is strictly convex. However, this observation and (93) imply that
g′(x) > 0 for all x < γ. Finally, since g is increasing in [δ, γ] and g(γ) = 0, (92) follows
from the observation that

g(δ) = Be
√

2rδ −K0 +K > −K1 −K0.

Proof of Lemma 4. Suppose that the values of r,K1 > 0 are fixed, and consider
the unique solution β = β(r,K1,K0) of (43) as a function of K0 on ] −K1,∞[. By
implicit differentiation of (43), we obtain

∂β

∂K0
+ r =

r(β + rK0 + 1/
√
2r)(β + rK0 − 1/

√
2r)

2(β + rK0)2
.(94)

Now, differentiating (56) with respect to K0, we obtain

∂K∗
∂K0

= − 1

r(β + rK0 − 1/
√
2r)

[
(β + rK0)

(
∂β

∂K0
+ r

)
− r(β + rK0 − 1/

√
2r)

]
.

Substituting for ∂β/∂K0 + r from (94), we obtain

∂K∗
∂K0

=
β + rK0 − 1/

√
2r

2(β + rK0)
> 0,

the inequality following because β < −rK0. As a consequence, K∗(r,K1, ·) is strictly
increasing in ]−K1,∞[.

Now, (45) and (56) imply

K0 > K∗ > −1− ln 2

r
√
2r

+K0.

However, these inequalities imply limK0→∞K∗(r,K1,K0) =∞ and K∗(r,K1, 0) < 0,
and the proof is complete.

Proof of Lemma 5. The fact that (64) has a unique solution α > −rK − 1/
√
2r

follows from the calculations

G(−rK − 1/
√
2r) = −

√
2r

2
r(K +K1)− 1 < −1,

G′(α) = r(α− rK1) exp(
√
2r(α+ rK + 1/

√
2r)),

lim
α→∞G(α) =∞.
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Also, this solution satisfies

rK1 < α < rK1 + 1/
√
2r,(95)

the second inequality holding because G(rK1 + 1/
√
2r) = 0 > −1.

Now, (63) and (95) imply B > 0, whereas A > 0 is obvious from (59). Since
A,B > 0, w1, w0 are convex and nondecreasing, w1, w0 ≥ −K. To verify that they
satisfy the HJB equations (31)–(32), we have to establish conditions under which

1

2
w′′

1 (x)− rw1(x) + x ≤ 0 for x ≤ δ,(96)

w0(x)−K0 − w1(x) ≤ 0 for x ≤ δ,(97)

w1(x)−K1 − w0(x) ≤ 0 for x ≤ δ,(98)

w0(x)−K0 − w1(x) ≤ 0 for δ ≤ x ≤ α,(99)

w1(x)−K1 − w0(x) ≤ 0 for δ ≤ x ≤ α,(100)

w0(x)−K0 − w1(x) ≤ 0 for x ≥ α,(101)

1

2
w′′

0 (x)− rw0(x) ≤ 0 for x ≥ α.(102)

Inequalities (96) and (102) are implied trivially by the fact that δ = −rK−1/√2r and
the first inequality in (95), respectively. Also, (101) is equivalent to −K1−K0, which
is true, whereas (98) follows immediately because B > 0. In view of the continuity of
w1, w0 and the fact that B > 0, we can also see that (97) is implied by (99).

To study (99), (100), define the function g by

g(x) := Be
√

2rx −Ae−
√

2rx − x+ rK0

r

so that g(x) = w0(x)−K0 − w1(x) if x ∈ [δ, α]. By construction,

g(α) = −K1 −K0, g′(α) = 0, g′′(α) = 2(α− rK1) > 0,(103)

the inequality following by virtue of (95). Now, since A,B > 0,

g′′′(x) = 2r

[
g′(x) +

1

r

]
= 2r

√
2r[Be

√
2rx +Ae−

√
2rx] > 0(104)

imply that g′ is strictly convex and limx→−∞ g′(x) =∞. However, these observations
and (103) imply that there exists a unique x̂ < α such that g′(x̂) = 0. Furthermore,

δ > x̂ because g′(δ) =
√
2rBe

√
2rδ > 0. From these considerations, we conclude that

g′(x) > 0 ∀x ∈ [δ, x̂[ and g′(x) < 0 ∀x ∈ ]x̂, α[.(105)

Now, (100) follows from the fact that

−K1 −K0 ≤ g(x) ∀x ∈ [δ, α],
which is true in view of (98) and the continuity of w1, w0, (103), and (105). On the
other hand, (99) will follow if we show that g(x) ≤ 0 for all x ∈ [δ, α]. In view of
(105), this will be true if and only if g(x̂) ≤ 0, i.e., if and only if

Be
√

2rx̂ −Ae−
√

2rx̂ ≤ x̂+ rK0

r
.(106)
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All of the results proved above are true for any positive values of the problem’s
data r, K1, K0, K. Therefore, given any positive value of these parameters, there
exists a unique ∆ ∈ R such that

Be
√

2rx̂ −Ae−
√

2rx̂ =
x̂+ r(K0 +∆)

r
.(107)

Clearly, (106) will be true if and only if ∆ ≤ 0. Now, recall that x̂ ∈ ]δ, α[ satisfies
g′(x̂) = 0, i.e.,

Be
√

2rx̂ +Ae−
√

2rx̂ =
1

r
√
2r
.(108)

With regard to these two equations, we can eliminate B, substitute for A from (59),
and solve for K to obtain

K = − 1

r
√
2r

ln

(
−
√
2r

2
(x̂+ r(K0 +∆)− 1/

√
2r) exp(

√
2r(x̂+ 1/

√
2r))

)
.(109)

Furthermore, by comparing (61), (62), (107), (108) with (35), (36), (37), (38), re-
spectively, we can see that x̂ = β(r,K1,K0 + ∆), where β is given by Lemma 2.
Therefore, (56) and (109) imply K = K∗(r,K1,K0 +∆). Since K∗(r,K1, ·) is strictly
increasing (see Lemma 4), ∆ ≤ 0 if and only if K ≤ K∗(r,K1,K0). However, these
arguments establish that (106) is true if and only if K ≤ K∗(r,K1,K0), and the proof
is complete.
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obtained here has been presented in Duckworth and Zervos [DuZ2].
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Abstract. A standard finite dimensional nonlinear control system is considered, along with
a state constraint set S and a target set Σ. It is proven that open loop S-constrained controlla-
bility to Σ implies closed loop S-constrained controllability to the closed δ-neighborhood of Σ, for
any specified δ > 0. When the S-constrained minimum time function to Σ satisfies a local con-
tinuity condition, conclusions on closed loop S-constrained stabilizability ensue. The (necessarily
discontinuous) feedback laws in question are implemented in the sample-and-hold sense and possess
a robustness property with respect to state measurement errors. The feedback constructions involve
the quadratic infimal convolution of a control Lyapunov function with respect to a certain modifica-
tion of the original dynamics. The modified dynamics in effect provide for constraint removal, while
the convolution operation provides a useful semiconcavity property.
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1. Introduction. We shall consider a control system of the form

ẋ(t) = f(x(t), u(t)) a.e., u(t) ∈ U.(1)

The state trajectory x(·) evolves in R
n and control functions u(·) are Lebesgue mea-

surable functions u : R → U , where U ⊂ R
m is a compact control constraint set.

We shall assume throughout that the above dynamics satisfy the following standard
hypotheses:

(F1) The function f : R
n × U → R

n is continuous and is locally Lipschitz in the
state variable x, uniformly for u ∈ U ; that is, for each bounded set Γ ⊂ R

n,
there exists KΓ > 0 such that

‖f(x, u)− f(y, u)‖ ≤ KΓ‖x− y‖,
whenever (x, u) and (y, u) are in Γ× U .

(F2) The function f possesses linear growth; that is, there exist positive numbers
c1, c2 such that

‖f(x, u)‖ ≤ c1‖x‖+ c2 ∀ (x, u) ∈ R
n × U.

(F3) The velocity set

f(x, U) := {f(x, u) : u ∈ U}
is convex for every x ∈ R

n.
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Under (F1)–(F2), for every initial phase (τ, α) ∈ R × R
n and every control function

u(·), there exists a unique trajectory x(t) = x(t; τ, α, u(·)) defined for t ≥ τ and
satisfying x(τ) = α.

Remark 1.1. Actually, for our purposes, (F2) could be replaced by the somewhat
weaker hypothesis that f(Γ, U) is bounded for any bounded set Γ ⊆ R

n. (See also
section 5.3 below with regard to this issue.) Assumption (F3) will be needed below
in order to have available a required sequential compactness property of trajectories.
On the other hand, in the absence of (F3), the results of this article could be framed
in the context of relaxed controls.

A general problem of considerable theoretical as well as applied interest, and one
which has received much attention in recent years, is whether open loop asymptotic
controllability of the origin implies closed loop stabilization. We need not give pre-
cise definitions of these properties here, but roughly speaking, open loop asymptotic
controllability means that for every initial state in R

n, there exists a control function
so that the resulting trajectory of (1) is driven asymptotically to the origin and that
this property holds in a certain uniform and Lyapunov stable manner. Closed loop
stabilizability of the origin involves the existence of a feedback law k : R

n → U such
that all solutions of the ordinary differential equation

ẋ(t) = f(x(t), k(x(t)))(2)

asymptotically approach the origin, again, in a uniform and Lyapunov stable manner.
A minimal condition for the existence of classical solutions to the ordinary differ-

ential equation (2) is that the feedback law k(·) be continuous on R
n\{0}. However,

as was shown by Sontag and Sussman [36], even when m = n = 1, such a feedback law
k(·) need not exist. A further negative result in this regard was provided by Brockett
[4], who derived a topological condition on the dynamics, which is necessary for the
existence of a stabilizing feedback law which is continuous on R

n, and exhibited an
example violating this condition, in spite of its global open loop controllability to the
origin. In addition, Ryan [32] showed that Brockett’s necessary condition persists
even when Filippov solutions are considered. The upshot is that in addressing the
above problem, due to the fact that continuity of feedback laws cannot be expected,
it is advantageous to work with an alternative solution concept for (2), rather than
the classical or Filippov ones. On the other hand, if nonautonomous feedbacks of the
form k(t, x) are allowed (and they are not, in our problem, which calls for a purely
positional feedback law k(x)), then continuity is not precluded; see Coron [15] and
Coron and Rosier [16].

Clarke et al. [8] obtained an affirmative answer to the above problem in terms
of the following “sample-and-hold” solution concept for (2), where k(·) is in general
discontinuous. Let an initial state α ∈ R

n be specified. Then given a partition

π = {t0, t1, t2, . . .}(3)

of [0,∞) (where t0 = 0), the associated π-trajectory x(·) on [0,∞) with x(0) = x(t0) =
α is the curve satisfying interval-by-interval dynamics as follows: Set x0 = α. Then
on the interval [t0, t1], x is the classical solution of the differential equation

ẋ(t) = f(x(t), k(x0)), x(t0) = x0, t ∈ (t0, t1).(4)

We then set x1 := x(t1) and restart the system on the next interval as follows:

ẋ(t) = f(x(t), k(x1)), x(t1) = x1, t ∈ (t1, t2).(5)
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The process is continued in this manner through each interval. Note that x is the
unique solution on [0,∞) of the differential equation ẋ(t) = f(x(t), u(t)) satisfying
x(τ) = α, with a certain piecewise constant control function u determined by the
control feedback k(x). The sample-and-hold solution procedure is sometimes referred
to as “closed loop system sampling,” and is the same as the “step-by-step” solution
concept employed by Krasovskĭı and Subbotin [23] in differential game theory. We
refer the reader to the introduction in Clarke et al. [7] for more detail on the history of
the problem, nonsmooth Lyapunov functions, Filippov solutions, and related topics.
Other references relevant to the present work are Sontag [35], Clarke et al. [9], [11],
Rifford [27], [28], [29], Hermes [19], [20], Kokotovic and Sussman [22], Bacciotti [2],
Ancona and Bressan [1], Teel and Praly [37], Kellett and Teel [21], and Prieur [25],
[26].

In the present article, we shall address a variant of the problem discussed above,
in which a state constraint is imposed; to the best of our knowledge, this is the first
such endeavor. Specifically, for a given constraint set S ⊂ R

n and target set Σ such
that S ∩ Σ �= ∅, we introduce the following definitions.

Definition 1.2. Open loop S-controllability to Σ holds provided that for any
initial state α ∈ S, there exists a control function u(·) and a time t(α) ≥ 0 such that

x(t) = x(t; 0, α, u(·)) ∈ S ∀ t ∈ [0, t(α)](6)

and

x(t(α)) ∈ Σ.(7)

Note that the controllability property in the preceding definition is not an asymp-
totic one. On the other hand, if open loop asymptotic S-controllability holds for a
given target, then obviously open loop S-controllability to the closed γ-neighborhood
of Σ holds for every γ > 0.

Definition 1.3. Closed loop S-controllability to Σ holds provided that there
exists a feedback law k : R

n → U along with reals T1 > 0 and β > 0 such that the
following holds: If

diam(π) := max{ti+1 − ti : i = 0, 1, . . .} ≤ β,

then for every α ∈ S, there exists t1(α) ∈ [0, T1] such that the π-trajectory associated
with the ordinary differential equation

ẋ(t) = f(x(t), k(x(t)))

and initial condition x(0) = α satisfies

x(t) ∈ S ∀ t ∈ [0, t1(α)](8)

and

x(t1(α)) ∈ Σ.(9)

Our first main result (Theorem 4.1) asserts that when certain geometric conditions
are imposed upon S, then open loop S-controllability to Σ implies closed loop S-
controllability to the closed δ-neighborhood of Σ, for any specified δ > 0. No geometric
assumptions are imposed upon the target set Σ, beyond nonemptiness of S ∩ Σ.



STATE CONSTRAINED FEEDBACK STABILIZATION 425

Definition 1.4. Closed loop S-stabilizability to Σ holds provided that closed
loop S-controllability to Σ holds, with (9) in Definition 1.3 fortified to

x(t) ∈ S ∩ Σ ∀ t ≥ t1(α).(10)

In the second main result (Theorem 4.8), we impose a local continuity condition
on the S-constrained minimum time function to the target Σ and prove that in the
presence of that hypothesis, open loop S-controllability to Σ implies closed loop S-
stabilizability to the closed δ-neighborhood of Σ, for any specified δ > 0. Our feedback
constructions in these results involve the quadratic infimal convolution of a control
Lyapunov function with respect to a certain modification of the original dynamics.
The modified dynamics in effect provide for constraint removal, while the convolution
operation provides a useful semiconcavity property.

The layout of this article is as follows. In the next section, we will present prelimi-
naries from nonsmooth analysis. Then in section 3, certain required geometric results
pertaining to the constraint removal method in Clarke, Rifford, and Stern [12] are re-
called. The main results are provided in section 4, while section 5 contains concluding
comments, including a robustness property with respect to state measurement error
of the feedback laws constructed in section 4.

2. Nonsmooth analysis background. Our general reference on nonsmooth
analysis employed in this article is [11]. Other useful references are [9], Clarke [5], [6],
Loewen [24], and Vinter [38].

2.1. Notation and definitions. The Euclidean norm is denoted ‖ · ‖, and 〈 , 〉
is the usual inner product. The open unit ball in R

n is denoted B. For a nonempty
set Z ⊂ R

n, we denote by co(Z), cl(Z), bdry(Z), and int(Z) the convex hull, closure,
boundary, and interior of Z, respectively. We denote the closure of the complement
of Z by Ẑ := cl{Rn\Z}. Given δ > 0, we denote Zδ := Z + δB. The distance of a
point u to Z is denoted

dZ(u) := inf{‖u− x‖ : x ∈ Z}.
For closed S, the “inf” is replaced with a “min”. The set of closest points in Z to a
point x ∈ R

n is given by

projZ(x) := {z ∈ Z : dZ(x) = ‖x− z‖}.
This set is nonempty for every x when (the nonempty set) Z is closed.

Let g : R
n → (−∞,∞] be an extended real valued function which is lower semi-

continuous; that is, for each x ∈ R
n, g(x) ≤ lim infy→x g(y). A vector ζ ∈ R

n is said
to be a proximal subgradient (or P-subgradient) of g at a point x such that g(x) <∞
provided that there exists σ > 0 such that

g(y)− g(x) + σ‖y − x‖2 ≥ 〈ζ, y − x〉(11)

for all y near x; this is known as the proximal subgradient inequality. The set of all
such vectors ζ is called the P-subdifferential of g at x, denoted ∂P g(x). One can show
that ∂P g(x) �= ∅ for a dense subset of dom(g), the set of points where g is finite. The
limiting, or L-subdifferential, is defined via limits as

∂Lg(x) := {lim ζi : ζi ∈ ∂P g(xi), xi → x, g(xi)→ g(x)},
and for g locally Lipschitz, the C-subdifferential is defined as ∂Cg(x) := co{∂Lg(x)}.
For such g, one has the inclusions

∂P g(x) ⊂ ∂Lg(x) ⊂ ∂Cg(x) ∀x ∈ R
n.(12)
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2.2. Semiconcavity.
Definition 2.1. Let U ⊂ R

n be open. Then a continuous function ϕ : U → R is
semiconcave on U provided that there exists c ≥ 0 such that for any x ∈ U

ϕ(x + h) + ϕ(x− h)− 2ϕ(x) ≤ c‖h‖2

whenever ‖h‖ is sufficiently small (depending on x).
Semiconcavity is an important regularity property in the theory of nonlinear par-

tial differential equations and, as first demonstrated by Rifford [28], [29], in Lyapunov
theory as well. The following proposition summarizes some useful equivalences in-
volving semiconcavity. It is essentially known, following as it does from facts in Bardi
and Capuzzo-Dolcetta [3] and [11].

Proposition 2.2. For U ⊂ R
n open and ϕ : U → R locally Lipschitz, the

following three properties are equivalent:
(i) ϕ is semiconcave on U .
(ii) There exists c ≥ 0 such that

g(y) := ϕ(y)− c‖y‖2

is locally concave on U ; that is, for every x ∈ U , there exists rx > 0 such that
x + rxB ⊂ U and g(·) is concave on x + rxB.

(iii) There exists c ≥ 0 such that given x ∈ U , there exists rx > 0 for which

−ϕ(y) + ϕ(x) + c‖y − x‖2 ≥ 〈ζ, y − x〉
∀ ζ ∈ ∂P (−ϕ)(x) ∀ y ∈ x + rxB.

(13)

Furthermore, if ϕ is semiconcave on U , then at every x ∈ U one has

∂P (−ϕ)(x) = ∂L(−ϕ)(x) = ∂C(−ϕ)(x) = −∂Cϕ(x).(14)

Of particular use to us below will be the following.
Corollary 2.3. Suppose that U ⊂ R

n is open and that ϕ is semiconcave on U .
Then for any open convex subset U ′ of U and any x, y ∈ U ′, one has

−ϕ(y) + ϕ(x) + c‖y − x‖2 ≥ 〈ζ, y − x〉 ∀ ζ ∈ ∂P (−ϕ)(x)(15)

and

ϕ(y)− ϕ(x) ≤ 〈ζ, y − x〉+ c‖y − x‖2 ∀ ζ ∈ ∂Lϕ(x),(16)

where c is as in (13).

3. State constrained tracking and constraint removal. Our methods will
utilize recent results in Clarke, Rifford, and Stern [12] (see also Clarke and Stern
[13]), which dealt with the construction of feedback control laws for a general class of
state constrained optimal control problems, via a constraint removal method. In that
work, extra hypotheses were imposed upon S so as to have available certain geometric
properties of inner approximations of S, given by

Sr := {x ∈ S : dŜ(x) ≥ r},
for r ≥ 0; note that S0 = S. Inner approximations were studied in earlier work
by Clarke, Ledyaev, and Stern [10], as well as in [12]. Several important properties
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verified in [12] regarding inner approximations will also be required in the present
article and will be summarized in this section.

The augmented geometric hypotheses on S are now posited. We denote the lower
Hamiltonian h : R

n × R
n → R by

h(x, p) := min
u∈U
〈f(x, u), p〉.(17)

(S1) S is a compact subset of R
n which is wedged at each x ∈ S; that is, NC

S (x),
the Clarke normal cone to S at x, is pointed. This means that NC

S (x) ∩
{−NC

S (x)} = {0}, or equivalently int[TCS (x)] �= ∅ for each x ∈ S, where
TCS (x) denotes the Clarke tangent cone to S at x. (We again refer the reader
to [11] for the definitions and properties of these geometric constructs.)

(S2) The following “strict inwardness” condition holds:

h(x, ζ) < 0 ∀ ζ ∈ NC
S (x)\{0} ∀x ∈ bdry(S).(18)

Hypotheses (S1)–(S2) will be assumed to hold in all that follows.
Remark 3.1.
(a) Any convex body (i.e., a convex set with nonempty interior) is wedged, but

convexity is not required; for example, the closed complement of a convex
body is necessarily wedged. Wedgedness of S at x ∈ bdry(S) is also referred
to in the literature as epi-Lipschitzness at x, since the property amounts to S
being locally linearly homeomorphic to the epigraph of a Lipschitz function;
see Rockafellar [30] and Clarke [5].

(b) The set S is said to be weakly invariant provided that for any initial state
α ∈ S, there exists a control function u(·) such that

x(t) = x(t; 0, α, u(·)) ∈ S ∀ t ≥ 0.

This is equivalent to the proximal condition

h(x, ζ) ≤ 0 ∀ ζ ∈ NP
S (x) ∀x ∈ S;(19)

see [11]. Hence conditions (S1)–(S2) are sufficient for weak invariance.

3.1. State constrained trajectory tracking. Required properties of inner
approximations are summarized in the following lemma. Part (a) asserts that for small
positive r, inner approximations Sr of S are weakly invariant, while parts (b) and (c)
provide trajectory tracking properties relative to inner approximations in a uniform
manner with respect to r. Among references involving state constrained tracking are
the seminal results of Soner [33]; see also Forcellini and Rampazzo [17] and Frankowska
and Rampazzo [18]. Part (a) of the lemma is included in Corollary 3.4 of [12], while
parts (b) and (c) are provided by the proofs of Theorem 3.10 and Proposition 3.13 of
[12], respectively.

Lemma 3.2. There exists a constant r0 > 0 satisfying the following three proper-
ties:

(a) For every r ∈ [0, r0], the set Sr is nonempty and weakly invariant.
(b) Given T > 0, there exists a constant M(T ) > 0 such that for every r ∈ [0, r0],

the following holds: Let α0 and α1 be initial states in Sr, and let u0(·) be a
control function producing a trajectory which satisfies

x(t; 0, α0, u0(·)) ∈ Sr ∀ t ∈ [0, T ].(20)
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Then there exists a control function u1(·) which produces a trajectory which
satisfies

‖x(t; 0, α1, u1(·))− x(t; 0, α0, u0(·))‖ ≤M(T )‖α1 − α0‖ ∀ t ∈ [0, T ](21)

and

x(t; 0, α1, u1(·)) ∈ Sr ∀ t ∈ [0, T ].(22)

(c) Given T > 0, there exists a constant W (T ) > 0 such that for any initial state
α ∈ int(S), if r ∈ [0, r0] is such that α ∈ Sr and u(·) is a control function
such that

x(t; 0, α, u(·)) ∈ S ∀ t ∈ [0, T ],(23)

then there exists a control function ū(·) such that

‖x(t; 0, α, ū(·))− x(t; 0, α, u(·))‖ ≤ rW (T ) ∀ t ∈ [0, T ](24)

and

x(t; 0, α, ū(·)) ∈ Sr ∀ t ∈ [0, T ].(25)

3.2. Modified dynamics and constraint removal. It will be convenient to
denote

F (x) := f(x, U) = {f(x, u) : u ∈ U}.

Let us recall that in view of Filippov’s lemma, an absolutely continuous arc x(·) is a
trajectory of the differential inclusion

ẋ(t) ∈ F (x(t)) a.e.(26)

on a given time interval if and only if for some control function u(·), x(·) is a trajectory
of the original control system (1).

We will require the following lemma, which summarizes certain technical facts
from [12].

Lemma 3.3. If r0 > 0 is sufficiently small, then for each r ∈ [0, r0], there exists
a multifunction Fr with the following properties.

(a) Fr(x) is a compact convex subset of R
n for every x ∈ R

n. Also,

Fr(x) = F (x) ∀x ∈ Sr(27)

and

Fr(x) ⊂ F (x) ∀x ∈ S.(28)

(b) There exists K > 0 (independent of r) such that

Fr(x) ⊂ Fr(y) + K‖y − x‖B ∀x, y ∈ R
n;

that is, Fr(·) is globally Lipschitz of rank K.
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(c) For every initial phase (τ, α) ∈ R×R
n, there exists a trajectory x(·) satisfying

the differential inclusion

ẋ(t) ∈ Fr(x(t)) a.e.(29)

on [τ,∞) such that x(τ) = α.
(d) The set S is strongly invariant with respect to Fr; that is, for every initial state

α ∈ S, every trajectory x(·) of the differential inclusion (29) with x(0) = α
satisfies x(t) ∈ S for all t ≥ 0.

(e) There exists ε0 > 0 such that for any α ∈ S + ε0B, there exists a trajectory
x(·) of (29) with x(0) = α such that x(1) ∈ S.

(f) There exists C > 0 (independent of r) such that the following holds: For any
α ∈ S\Sr, there exists a trajectory of x(·) of (29) such that x(0) = α and

t(α) := sup{t : dŜ(x(t)) ≤ r} ≤ Cr.(30)

(g) There exists T2(r) > 0 such that if α ∈ S and uα ∈ U are such that f(α, uα) ∈
Fr(α), then the (unique) solution xα(·) of the differential equation

ẋ(t) = f(x(t), uα),(31)

with x(0) = α, satisfies xα(t) ∈ S for all t ∈ [0, T2(r)].
According to (a) and (b), the multifunction Fr in the statement is globally Lip-

schitz and agrees with F on the inner approximation Sr and is contained in F (x)
for other points x ∈ S. Part (c) of the lemma follows from the standard existence
theory for differential inclusions; observe that the usual “linear growth” condition is
implied by the global Lipschitz nature of Fr. Note that (d) provides for what we refer
to as “constraint removal,” in the sense that for any initial state x(0) ∈ S, the state
constraint

x(t) ∈ S ∀ t ≥ 0

is implicit for the differential inclusion (29). The strong invariance asserted in (d) is
a consequence (see [11]) of the fact that the multifunction Fr satisfies

Fr(x) ⊂ intTCS (x) ∀x ∈ S.

(The latter condition is nontrivial just for x ∈ bdry(S), since TCS (x) = R
n when x

is in the interior of S.) Full details of the construction of Fr satisfying (a)–(d) and
(f)–(g) are provided in [12]. We mention that part (e) follows independently from
that construction and a result on set attainability in [11].

4. Main results. From this point on, we take Σ ⊂ R
n to be closed set such that

S ∩ Σ �= ∅. Our first main result is the following.
Theorem 4.1. Let open loop S-controllability to Σ hold and let δ > 0 be given.

Then closed loop S-controllability to Σδ holds.
We shall require the following lemma.
Lemma 4.2. Assume that open loop S-controllability to Σ holds. Then for any

γ > 0, there exists T3 = T3(γ) > 0 such that the following hold:
(a) For any initial state α ∈ S, there exists a control function u(·) such that for

some t̄ = t̄(α, γ) ∈ [0, T3] one has

x(t) = x(t; 0, α, u(·)) ∈ S ∀ t ∈ [0, t̄ ](32)
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and

x(t̄) ∈ Σγ .(33)

(b) There exists r(γ) ∈ (0, r0] such that if 0 ≤ r ≤ r(γ), then the following holds:
For any initial state α ∈ S there exist t̃ = t̃(α, γ) ∈ [0, T3 + Cr0] and a
trajectory x(·) of the differential inclusion (29) satisfying x(0) = α such that

x(t) ∈ S ∀ t ∈ [0, t̃ ](34)

and

x(t̃) ∈ Σ2γ .(35)

Proof. In order to prove part (a), note that open loop S-controllability to Σ
implies that for given α ∈ S, there exists t(α) ≥ 0 such that for some trajectory x(·)
of the control system (1) with x(0) = α, one has x(t) ∈ S for all t ∈ [0, t(α)] and
x(t(α)) ∈ Σ. By the S-constrained tracking property (b) of Lemma 3.2, there exists
Q(α) > 0 such that the following holds: For each

α1 ∈ N(α) := {α + Q(α)B} ∩ S,

there exists a trajectory x1(·) of (1) with x1(0) = α1 such that x1(t) ∈ S for all
t ∈ [0, t(α)] and x1(t(α)) ∈ Σγ . In particular, using the notation of Lemma 3.2(b),
we can take

Q(α) =
γ

M(t(α))
.

The family of sets N(α) forms a relatively open cover of S, and since S is compact,
we have a finite subcover {N(αi)}ki=1. It is readily noted that

T3 = max{t(αi) : 1 ≤ i ≤ k}

has the required properties.
As for part (b) of the assertion, consider any initial state α ∈ S, and note that

by part (f) of Lemma 3.3, for r ∈ [0, r0], there exists a trajectory x1(·) of differential
inclusion (29) emanating from α such that α1 := x1(t1) ∈ Sr for some t1 ∈ [0, Cr0].
Furthermore, by part (d) of that lemma (strong invariance), x1(t) ∈ S on the interval
[0, t1]. By part (a) of the present lemma, there exists a trajectory x2(·) of the control
system (1) such that x2(0) = α1 and such that for some t2 ∈ [0, T3] one has x2(t) ∈ S
for all t ∈ [0, t2], and x2(t2) ∈ Σγ . According to tracking property (c) of Lemma 3.2,
if r ∈ [0, r(γ)], where

r(γ) := min

{
r0,

γ

W (T3)

}
,

then there also exists a trajectory x3(·) of the control system (1) such that x3(0) = α1,
x3(t) ∈ Sr for all t ∈ [0, t2], and ‖x3(t2) − x2(t2)‖ ≤ γ, implying x3(t2) ∈ Σ2γ . Now
note that in view of (27), on the interval [0, t2], the trajectory x3(·) is also a trajectory
of the differential inclusion (29). The required trajectory x(·) of the assertion is the
concatenation of x1(·) and x3(·).
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Assume that the hypotheses and notations of the preceding lemma are still in
effect. For a given r ∈ [0, r(γ)], we introduce the following modification of the multi-
function Fr:

Fr,γ(x) :=




co{Fr(x) ∪B} if ‖x‖ ∈ Σ2γ ,

co{Fr(x) ∪ [3γ−dΣ(x)]
γ B} if x /∈ Σ2γ , x ∈ Σ3γ ,

Fr(x) if x /∈ Σ3γ .

(36)

By part (b) of the preceding lemma and Lemma 3.3(e), any α ∈ S + ε0B is the
startpoint of some trajectory of the differential inclusion (29) which reaches the target
Σ2γ at a time not exceeding T3 + Cr0 + 1. Hence the same is true for the differential
inclusion

ẋ(t) ∈ Fr,γ(x(t)) a.e.(37)

This is due to the fact that one has the obvious inclusion

Fr(x) ⊂ Fr,γ(x) ∀x ∈ R
n.(38)

Furthermore, since the values of the multifunction Fr,γ are compact convex subsets
of R

n and since this multifunction is globally Lipschitz, it follows from the standard
theory of differential inclusions that the set of trajectories of (37) on any compact time
interval, emanating from a given startpoint, is nonempty and sequentially compact in
the uniform topology. Hence the minimum time τr,γ(α) to the target Σ2γ from any
startpoint α ∈ S + ε0B is attained; here

τr,γ(α) := min{t̃ ≥ 0 : x(t̃) ∈ Σ2γ , ẋ(t) ∈ Fr,γ(x(t)) a.e., x(0) = α}.(39)

Note that in this minimum time problem, there is no state constraint imposed.
We go on to define, for r, γ as above, an extended real valued function Vr,γ : R

n →
(−∞,∞] as

Vr,γ(α) :=

{
τr,γ(α) if α ∈ S + ε0B,
∞ if α ∈ R

n\{S + ε0B}.(40)

Important properties of the function Vr,γ are provided by the following lemma,
which follows directly from the more general result—Theorem 3 in [29].

Lemma 4.3. Let γ > 0, assume that the origin is open loop S-controllable to Σ,
and assume that 0 < r ≤ r(γ). Then the following properties hold:

(a) Vr,γ is Lipschitz on S + ε0B, where ε0 is as in Lemma 3.3(e).
(b) One has

min
v∈Fr,γ(x)

〈v, ζ〉 ≤ −1 ∀ ζ ∈ ∂PVr,γ(x) ∀x ∈ {S + ε0B}\{Σ2γ}.(41)

Remark 4.4. Actually, (41) holds in equality form, but it is the stated inequality,
which encapsulates weak decrease of the “control Lyapunov function” Vr,γ that is of
interest to us; see [11] for a discussion of this property.

For λ > 0, the quadratic infimal convolution of (the lower semicontinuous extended
real valued function) Vr,γ is the function V λ

r,γ : R
n → R given by

V λ
r,γ(x) := inf

y∈Rn
{Vr,γ(y) + λ‖y − x‖2}.(42)
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This function, which is clearly dominated by Vr,γ , is locally Lipschitz on R
n. Fur-

thermore, if x ∈ R
n is such that ∂PV

λ
r,γ(x) �= ∅, then there exists a point ȳ ∈ R

n such
that the infimum in (42) is uniquely attained at ȳ and

∂PV
λ
r,γ(x) ⊂ ∂PVr,γ(ȳ).(43)

It can also be shown that in fact, ∂PV
λ
r,γ(x) reduces to a singleton, the Fréchet deriva-

tive of V λ
r,γ at x, a fact we will not require. These properties of quadratic infimal

convolutions are all verified in [11]. We shall in addition require the following lemma
concerning the function V λ

r,γ ; the hypotheses of Lemma 4.3 are assumed to still be in
effect.

Lemma 4.5. There exists λ(γ) > 0 such that if λ > λ(γ), then V λ
r,γ is semiconcave

on the set S + ε0
2 B, and

min
v∈Fr,γ(x)

〈v, ζ〉 ≤ −1

2
∀ ζ ∈ ∂PV

λ
r,γ(x) ∀x ∈

{
S +

ε0
2
B
}
\{Σ3γ

}
.(44)

Proof. One has

0 ≤ V λ
r,γ(x) ≤ Vr,γ(x) ≤ T3 + Cr0 + 1 ∀x ∈ S + ε0B ∀λ > 0.

Hence for any x ∈ S + ε0B and any given λ > 0, there exist points y ∈ R
n such that

Vr,γ(y) + λ‖y − x‖2 ≤ T3 + Cr0 + 2.(45)

Then

‖y − x‖ ≤
√

T3 + Cr0 + 2

λ
=: w(γ, λ),(46)

and therefore

V λ
r,γ(x) = min

y∈x+w(γ,λ)B
{Vr,γ(y) + λ‖y − x‖2},(47)

or equivalently

−V λ
r,γ(x) = max

y∈x+w(γ,λ)B
{−Vr,γ(y)− λ‖y − x‖2}.(48)

Now consider x ∈ S + ε0
2 B, and note that the condition

λ > λ̂(γ) := 4

(
T3 + Cr0 + 2

(ε0)2

)
(49)

implies

x + w(γ, λ)B ⊂ S + ε0B.(50)

By Lemma 4.3(a), Vr,γ is Lipschitz on the ball x+w(γ, λ)B, and it follows from (48)
that the function −V λ

r,γ is λ-lower C2 on that ball, in the terminology of Rockafellar,
who studied this class of functions in [31]. Furthermore, as was shown in Clarke,
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Stern, and Wolenski [14], this property implies that one has the uniform proximal
subgradient inequality given by

−V λ
r,γ(y) + V λ

r,γ(x) + λ‖y − x‖2 ≥ 〈ζ, y − s〉(51)

∀ ζ ∈ ∂P (−V λ
r,γ)(x) ∀ y ∈ x + w(γ, λ)B.

According to Proposition 2.2(iii) (with c = λ), since (51) holds for every x ∈ S+ ε0
2 B,

it follows that the function V λ
r,γ is semiconcave on that set, for every λ > λ̂(γ).

Now let x ∈ {S + ε0
2 B}\{Σ3γ}, and assume that

λ > λ̃(γ) := max

{
λ̂(γ) ,

T3 + Cr0 + 2

γ2

}
.(52)

Then

x + w(γ, λ)B ⊂ {S + ε0B}\{Σ2γ},(53)

and therefore by (41), for any y ∈ x + w(γ, λ)B one has

min
v∈Fr,λ(y)

〈v, ζ〉 ≤ −1 ∀ ζ ∈ ∂PVr,λ(y).(54)

Suppose that ζ ∈ ∂PV
λ
r,λ(x). Then by property (43) (in the present context), one has

that ζ ∈ ∂PVr,λ(ȳ) for some ȳ ∈ x+w(γ, λ)B. In view of (54), there exists v̄ ∈ Fr,λ(ȳ)
such that 〈v̄, ζ〉 ≤ −1. Let us denote by Kr,λ a (global) Lipschitz constant for the
multifunction Fr,λ. Then there exists v̂ ∈ Fr,λ(x) such that ‖v̄ − v̂‖ ≤ Kr,λw(γ, λ).
Now denote by K ′

r,λ a Lipschitz constant for Vr,λ on S + ε0B. Then ‖ζ‖ ≤ K ′
r,λ,

by a standard fact concerning norm bounds on proximal subgradients of Lipschitz
functions. We then obtain

〈v̂, ζ〉 ≤ 〈v̄, ζ〉+ Kr,λK
′
r,λw(γ, λ).(55)

It follows that 〈v̂, ζ〉 ≤ −1
2 provided that

λ > λ̄(γ) :=
T3 + Cr0 + 2

4(Kr,λK ′
r,λ)2

.

Upon setting

λ(γ) := max{λ̃(γ) , λ̄(γ)},
(44) holds and the proof is completed.

Proof of Theorem 4.1. As in the preceding lemma, let us fix 0 < r ≤ r(γ) and
λ > λ(γ), where γ > 0 has been chosen a priori so that 4γ < δ.

For ease of notation, from this point on we will denote V λ
r,γ = V .

Since

Fr,γ(x) = Fr(x) ∀x ∈ R
n\{Σ3γ},(56)

the inequality (44) can be written as

min
v∈Fr(x)

〈v, ζ〉 ≤ −1

2
∀ ζ ∈ ∂PV (x) ∀x ∈

{
S +

ε0
2
B
}
\{Σ3γ}.(57)
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This proximal Hamilton–Jacobi inequality is in turn readily seen to be equivalent to
the limiting version

min
v∈Fr(x)

〈v, ζ〉 ≤ −1

2
∀ ζ ∈ ∂LV (x) ∀x ∈

{
S +

ε0
2
B
}
\{Σ3γ}.(58)

A feedback law k : R× R
n → U is now defined as follows:

• Let x ∈ R
n.

– If x ∈ S\{Σ4γ}, arbitrarily choose ζ ∈ ∂LV (x), and then set k(x) = u ∈
U such that f(x, u) ∈ Fr(x) and

min
v∈Fr(x)

〈v, ζ〉 = 〈f(x, u), ζ〉.

– Otherwise take k(x) to be any element of U .
Remark 4.6. It is the L-subdifferential of V that features in the definition of the

feedback, and not the P -subdifferential. The advantage of this choice is that ∂LV (x) �=
∅ for every x, whereas the possible emptiness of ∂PV (x) would be problematic in
our ensuing construction. Also observe that in the construction of a π-trajectory
associated with the control feedback k(x), the choice of ζ ∈ ∂LV (xi) does not need to
be “remembered” at the next node xi+1, so in the case of an “on-line” procedure, it
suffices to calculate an arbitrary L-subgradient when a given state is reached.

Given an initial state

α ∈ S\{Σδ} ⊂ S\{Σ4γ},
and a partition

π = {t0 = 0, t1, t2, . . .}
of [0,∞), let us consider the π-trajectory x(·) associated with the ordinary differential
equation ẋ(t) = f(x(t), k(x(t))), where the initial node is x(t0) = x(0) = x0 = α. Our
goal is to produce positive numbers β and T1 such that if diam(π) ≤ β, then for every
such α, there exists t1(α) ∈ [0, T1] such that

x(t) ∈ S ∀ t ∈ [0, t1(α)](59)

and

x(t1(α)) ∈ Σ4γ ⊂ Σδ.(60)

Of course, if α ∈ S ∩ {Σ4γ}, then we can take t1(α) = 0.
We shall assume that

diam(π) ≤ T2(r),(61)

where T2(r) is as in Lemma 3.3(g). Then the π-trajectory satisfies

xi ∈ S\{Σ4γ} =⇒ x(t) ∈ S ∀ t ∈ [ti, ti+1],(62)

since Fr,γ(xi) = Fr(xi).
By Lemma 4.5, V is semiconcave on S + ε0

2 B, and therefore Corollary 2.3 yields

V (y)− V (x) ≤ 〈ζ, y − x〉+ λ‖y − x‖2 ∀ ζ ∈ ∂LV (x) ∀x, y ∈ U ′,(63)
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for every open convex set U ′ ⊂ S + ε0
2 B. Let

M := max{‖f(x, u)‖ : x ∈ S + ε0B , u ∈ U}.(64)

In order to be able to apply (63) to the evolving π-trajectory, we will assume
(further to (61)) that

diam(π) ≤ min{γ, ε02 }
M

=: ρ.(65)

This together with (62) yields the implication

xi ∈ S\{Σ4γ} =⇒ x(t) ∈ xi + ρMB ⊂ S\{Σ3γ} ∀ t ∈ [ti, ti+1].(66)

Let us further consider the evolution of the π-trajectory. Pick ζ0 ∈ ∂LV (x0).
Then by (63) and (66), for t ∈ [t0, t1] one has

V (x(t))− V (x0) ≤ 〈ζ0, x(t)− x0〉+ λ‖x(t)− x0‖2

=

〈
ζ0,

∫ t1

t0

f(x(s), k(x0)ds

〉
+ λ‖x(t)− x0‖2.

For ease of notation, let us abbreviate K = Kr,λ, which we recall denotes a Lipschitz

constant for V = Vr,γ on S + ε0B. We also denote by K̂ = KΓ a Lipschitz constant
for f as in (F1), with Γ = S + ε0B. Then, bearing (58), (66) in mind, one has

V (x1)− V (x0) ≤ −1

2
(t1 − t0) + (KMK̂ + λM2)(t1 − t0)2.(67)

Now pick ζ1 ∈ ∂LV (x1). Upon repeating the above steps on the interval [t1, t2]
and combining this with (67), we obtain

V (x2)− V (x0) ≤ −1

2
(t2 − t0) + (KMK̂ + λM2)[(t1 − t0)2 + (t2 − t1)2],(68)

which readily yields

V (x2)− V (x0) ≤
[
−1

2
+ (KMK̂ + λM2)diam(π)

]
(t2 − t0).(69)

Continuing this process, we arrive at

V (xi)− V (x0) ≤
[
−1

2
+ (KMK̂ + λM2)diam(π)

]
(ti − t0).(70)

Let us assume that

diam(π) ≤ 1

4(KMK̂ + λM2)
=: β1.(71)

Then due to (70),

V (xi)− V (x0) ≤ −1

4
(ti − t0).(72)
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It is readily noted that V = V λ
r,γ ≡ 0 on Σ2γ . Then since V is continuous on

S + ε0B and V ≡ 0 on S, it follows from (72) that x(·) must enter Σ4γ at a time not
exceeding

T1 := 4 max{V (x) : x ∈ S + ε0B} ≤ 4(T3 + Cr0 + 1).(73)

Upon taking

β := min{T2(r), ρ, β1},(74)

the proof of the theorem is completed.
Remark 4.7. Suppose that in Theorem 4.1, the hypothesis of open loop S-

controllability to Σ is strengthened to open loop S-controllability to Σ prior to time
T , for some T > 0, where this means that in Definition 1.2, one has 0 ≤ t(α) ≤ T
for every α ∈ S. Then in the proof of Lemma 4.2, one can take T3 = T3(γ) = T for
every γ > 0. It follows that the conclusion of Theorem 4.1 can be correspondingly
strengthened, to “closed loop S-controllability to Σδ prior to time T̂ := 4(T +Cr0+1),
for every δ > 0,” meaning that for every δ > 0, there exists a feedback which, in the
sample-and-hold sense, steers any α ∈ S to Σδ along an S-constrained trajectory,
prior to time T̂ . (An analogous remark could be made regarding the next main
result, Theorem 4.8.)

Theorem 4.8, below, provides a strengthening of the conclusion of Theorem 4.1
from S-constrained controllability to S-constrained stabilizability, when an extra as-
sumption is posited. The need for strengthened hypotheses is illustrated by the fol-
lowing example. Consider

S = {x ∈ R
2 : 1 ≤ ‖x‖ ≤ 2}, Σ = {(2, 0)},

where the dynamics are given by the bilinear system (a perturbed harmonic oscillator)

ẋ(t) =

(
0 1
−1 0

)
x(t) + u(t)x(t), U = [−1, 1].

It is easy to check that all the hypotheses of Theorem 4.1 hold, including open loop
S-controllability, but closed loop S-stabilization does not hold.

Theorem 4.8. Let open loop S-controllability to Σ hold, and let δ > 0 be given.
Further assume that there exists ε > 0 such that the S-constrained minimum time
function τ : S → R to the target Σ,

(75)

τ(α) := min{t̃ ≥ 0 : x(t̃) ∈ Σ, ẋ(t) ∈ F (x(t)) a.e., x(t) ∈ S ∀ t ∈ [0, t̃], x(0) = α},
is continuous on S ∩ {Σ2ε}. Then closed loop S-stabilizability to Σδ holds.

In the absence of state constraints, in the case of a point target, the above conti-
nuity condition is equivalent to “small time controllability”; see Bardi and Capuzzo-
Dolcetta [3]. We also remark that in view of sequential compactness of trajectories of
the differential inclusion (26) on any compact time interval, the minimum in (75) is
indeed attained, for any α ∈ S.

The proof of Theorem 4.8 is actually a continuation of the proof of Theorem 4.1.
There we showed that if diam(π) ≤ β, then for any startpoint α ∈ S, the π-trajectory
associated with our feedback k(·) enters Σ4γ not later than time T1 and is contained
in S until its entry into Σ4γ .

In the present proof, we will specialize (but not violate the definition of) the
feedback k(·) from the proof of Theorem 4.1, as follows:
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• Let x ∈ R
n.

– If x ∈ S\{Σ4γ}, arbitrarily choose ζ ∈ ∂LV (x), and then set k(x) = u ∈
U such that f(x, u) ∈ Fr(x) and

min
v∈Fr(x)

〈v, ζ〉 = 〈f(x, u), ζ〉.

– If x ∈ S ∩ {Σ4γ}, choose k(x) = u ∈ U such that f(x, u) ∈ Fr(x).
– Otherwise (i.e., when x /∈ S), take k(x) to be any element of U .

We shall require the following consequence of S-constrained trajectory tracking.
Lemma 4.9. There exists r̂(γ) > 0 such that if 0 < r < r̂(γ), the following

holds: For any α ∈ S∩{Σε}, there exists a trajectory of the differential inclusion (29)
(ẋ(t) ∈ Fr(x(t))) such that x(0) = α and x(τ(α)) ∈ Σ2γ .

Proof. Let α ∈ S ∩ {Σε}. In view of Lemma 3.3(f), there exists a trajectory of
(29) (necessarily S-constrained by part (d) of that lemma) such that x(0) = α and
x(t′) ∈ Sr for some time t′ = t′(α) ∈ [0, Cr]. We now denote α′ = x(t′). If r is small
enough, then α′ ∈ S ∩ {Σ2ε}, for any α as above.

Let u(·) be a control function such that

x(t; 0, α′, u(·)) ∈ S ∀ t ∈ [0, τ(α′)]

and

x(τ(α′); 0, α′, u(·)) ∈ Σ.

That is, u(·) is optimal in the S-constrained minimum time problem with target Σ
and startpoint α′; recall that we are presently assuming open loop S-controllability
to Σ. In view of the tracking result given by Lemma 3.2(c), there exists a trajectory
x̄(·) of (29) such that x̄(0) = α′, x̄(t) ∈ Sr for all t ∈ [0, τ(α′)], and

x̄(τ(α′)) ∈ Σ + rW (T̃ )B,(76)

where T̃ is an upper bound on (the continuous function) τ(·) on S ∩{Σ2ε}. It follows
that

x̃(t′ + τ(α′)) ∈ Σ + rW (T̃ )B,(77)

where x̃(·) denotes the concatenation of the trajectories x(·) and x̄(·) of differential
inclusion (29); it is therefore a trajectory of (29), and as such remains in S. One has

‖x̃(t′ + τ(α′))− x̃(τ(α))‖ ≤Mt′ + M‖τ(α′)− τ(α)‖,(78)

where M is as in (64), although any norm bound on F (x) = f(x, U) over S will do.
Now, 0 < t′ < Cr, τ(·) is continuous on S ∩ {Σ2ε} (where both α and α′ lie when r
is sufficiently small), and ‖α − α′‖ ≤ MCr. It then follows from (77) and (78) that
x̃(τ(α)) ∈ Σ2γ if r is sufficiently small, independently of α ∈ S.

Completing the proof of Theorem 4.8. In view of the definitions of the functions
Vr,γ , V = V λ

r,γ , and the preceding lemma, one has

V (α) ≤ Vr,γ(α) ≤ τ(α) ∀α ∈ S ∩ {Σε}.(79)

Let ω : [0,∞) → [0,∞] be a modulus of continuity for τ(·) on S ∩ {Σ2ε}. That is,
ω(·) is continuous, strictly increasing, ω(0) = 0, and

|τ(x)− τ(y)‖ ≤ ω(‖x− y‖) ∀x, y ∈ S ∩ {Σ2ε}.(80)
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It is not hard to show that

τ(x) ≤ ω(dΣ(x)) ∀x ∈ S ∩ {Σ2ε}.(81)

We shall choose

0 < γ < min

{
2ε

5
,

δ

5 + 4Mω(5γ)

}
,

0 < r < min{r(γ), r̂(γ)},
and we take λ > λ(γ) as well as diam(π) ≤ β, where β was defined in (74).

Let us now reconsider the π-trajectory x(·) generated by the feedback k(·), em-
anating from an arbitrary α ∈ S. We know that x(·) enters Σ4γ not later than time
T1. Denote by ti∗ the first node after the π-trajectory enters Σ4γ . (If α ∈ Σ4γ , then
i∗ = 1.) Since Mdiam(π) ≤ γ,

x(t) ∈ Σ5γ ⊂ S ∩ {Σ2ε} ∀ t ∈ [ti∗ , ti∗+1].(82)

Then (79) and (81) imply

V (x(t)) ≤ ω(5γ) ∀ t ∈ [ti∗ , ti∗+1],(83)

and in particular one has

V (x(ti∗+1)) ≤ ω(5γ).(84)

Similarly to the proof of Theorem 4.1, x(·) re-enters Σ4γ not later than time
ti∗+1 + 4ω(5γ), and consequently, from time ti∗+1 until this re-entry, one has

‖x(t)− x(ti∗+1‖ ≤ 4Mω(5γ).

Hence, in view of our choice of γ, from time ti∗ until re-entry to Σ4γ , the π-trajectory
remains in Σδ. The above arguments show that for any α ∈ S, after the π-trajectory
enters Σ4γ ⊂ Σδ, it thereafter remains in Σδ. During its evolution, the π-trajectory
never leaves S, since it is a trajectory of (29); recall Lemma 3.3(d).

5. Concluding remarks.

5.1. Robustness. It transpires that the feedback law in Theorem 4.8 possesses
a robustness property with respect to state measurement errors which are small in
an appropriate sense and when the partition in the discretization scheme has the
additional requirement of being “reasonably uniform,” an insight first brought to
light in [7].

The perturbed system under study is modeled by

ẋ(t) = f(x(t), k̃(x(t) + p(t))),(85)

where the function p(·) represents the observational error present in applying the
feedback law.

Given a partition π of [0,∞], the π-trajectory xπ obtained in the model (85) is
the curve satisfying the following interval-by-interval dynamics: Upon setting x0 = α,
on the interval [t0, t1], xπ is the classical solution of

ẋπ(t) = f(xπ(t), k̃(x0 + p0)), xπ(t0) = x0, t ∈ (t0, t1).(86)
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We then set x1 := xπ(t1) and restart the process on the next interval:

ẋπ(t) = f(xπ(t), k̃(x1 + p1)), xπ(t1) = x1, t ∈ (t1, t2).(87)

Here the continuous function xπ(t) is the actual state of the system at time t, and the
values xi + pi correspond to the inexact measurements used to generate the piecewise
constant control function in the scheme.

We have the following robust version of Theorems 4.1 and 4.8. The result allows
for erroneous measurements of the state giving values exterior to S, while the π-
trajectory that is generated remains in S.

Theorem 5.1. Let δ > 0 be given, and assume that open loop S-controllability
to Σ holds. Then there exists a feedback law k̃ : R

n → U and positive reals T1 and β
such that the following hold:

(a) For every b ∈ (0, β), there exists E(b) > 0 with the property that for any
partition π of [0, T ] having

b

2
≤ ti+1 − ti ≤ b ∀ i = 0, 1, . . . ,(88)

the error bounds

‖pi‖ < E(δ) ∀ i = 0, 1, . . .(89)

imply that for any initial state α ∈ S, there exists t1(α) ∈ [0, T1] such that
the π-trajectory xπ in the model above, with xπ(0) = α, satisfies

xπ(t) ∈ S ∀ t ∈ [0, t1(α)](90)

and

x(t1(α)) ∈ Σδ.(91)

(b) If the S-constrained small time controllability hypothesis of Theorem 4.8 is
posited, then the conclusions of part (a) can be strengthened by replacing (91)
with

xπ(t) ∈ S ∩ {Σδ} ∀ t ≥ t1(α).(92)

For each x ∈ R
n, choose s(x) ∈ projS(x). Then the feedback law featuring in the

theorem is simply given by

k̃(x) := k(s(x)) ∀x ∈ R
n,(93)

where k(·) is the feedback law from Theorem 4.8.
The proof of Theorem 5.1 follows from arguments similar to those employed in

section 4.2 of [12]. There a finite time optimal control problem was studied, but the
technique needed to extend the proofs of Theorems 4.1 and 4.8 to the above robust
versions is provided there. The fact that partitions with sufficiently small diameter are
required in Theorems 4.1, 4.8, and 5.1 is to be expected, since this is what is needed in
order for the decrease property (as manifested by proximal Hamilton–Jacobi inequal-
ities) to come to bear in a sample-and-hold scheme such as ours. On the other hand,
as was pointed out in [12], [7], and Sontag [35] (with the latter two references dealing
with robust feedback stabilization via a shell-based approach), the near-uniformity
of partitions posited in condition (88) precludes a possible “chattering phenomenon”
which could otherwise occur in the presence of state measurement errors.
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5.2. S-restricted dynamics. Suppose that the function f in the dynamics (1)
is defined only for state values x ∈ S, where S is the state constraint set in the
problem we have studied. In many problems arising in economics and engineering,
for example, such a restricted definition is quite reasonable, since the dynamics might
not make sense or break down when x /∈ S. So suppose that f(x, u) is only defined on
S×U , while corresponding versions of (F1)–(F3) hold. In this situation, it is possible
to now extend f from S × U to R

n × U in a suitable way.
Let fi denote the ith component function of f , i = 1, 2, . . . , n. For each fixed

u ∈ U , define a function x→ f̂i(x, u) on R
n as follows:

f̂i(x, u) = min
y∈S
{fi(y, u) + K‖y − x‖}.

It is not difficult to show that x → f̂i(x, u) agrees with fi(x, u) on S and is globally

Lipschitz of rank K. We extend f componentwise by setting fi(x, u) = f̂i(x, u) for
every (x, u) ∈ R

n × U . The resulting function f : R
n × U → R

n satisfies (F1)–(F2),
but may not satisfy (F3) since the velocity sets f(x, U) need not be convex for x /∈ S.
This poses no difficulty, however, as the tracking results in Lemma 3.2 still hold, as
was pointed out in [12].

5.3. The case of unbounded S. The main results in this article (as well as [12])
have been stated for the case of compact S. It is worth noting that if compactness of
S is relaxed to mere closedness, corresponding versions can be framed. In particular,
in the corresponding versions of Definitions 1.2 and 1.3, the open and closed loop
controllability properties to target Σ are provided not for any α ∈ S, but for any α
in a specified bounded subset of S. In order to show that this is valid, the essential
task (and a somewhat routine one) is to obtain appropriately localized versions of the
tracking properties in Lemma 3.2 as well as Lemma 3.3 on modified dynamics; we
omit these details. Note, however, that in carrying this out, (F2) is required, unlike
the weakened version of this condition mentioned in Remark 1.1.

Acknowledgment. The authors are grateful to the referees for their constructive
comments.
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SIAM J. CONTROL OPTIM. c© 2003 Society for Industrial and Applied Mathematics
Vol. 42, No. 2, pp. 442–468

Abstract. This paper considers constrained Markov control processes in Borel spaces, with un-
bounded costs. The criterion to be minimized is a long-run expected average cost, and the constraints
can be imposed on similar average costs, or on average rewards, or discounted costs or rewards. We
give conditions under which the constrained problem (CP) is solvable and equivalent to an equality
constrained (EC) linear program. Furthermore, we show that there is no duality gap between EC
and the dual program EC* and that in fact the strong duality condition holds. Finally, we introduce
an explicit procedure to solve CP in some cases which is illustrated with a detailed example.
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1. Introduction. In this paper, we study constrained Markov control processes
(MCPs) in Borel spaces, with unbounded costs. The criterion to be minimized is a
long-run expected average cost, and the constraints are imposed on similar average
cost functionals. We also consider the cases in which the latter cost functionals are
substituted by average rewards or by discounted costs (or rewards), or even by both
average and discounted costs. Our results on the constrained problem (CP) include
the following. First, we give conditions under which CP is solvable. Second, by intro-
ducing suitable vector spaces of measures and functions, we formulate an “equality
constrained” primal linear program EC that is equivalent to CP. Third, we consider
the dual program EC* and show that there is no duality gap, which means EC and
EC* both have the same value. Moreover, we show that the strong duality condition
holds, so both programs are solvable and their optimal values coincide. Finally, we
introduce a procedure that can actually solve CP under suitable conditions. This
procedure is illustrated with a detailed example.

Constrained MCPs form an important class of stochastic control problems with
applications in many areas; see, e.g., [8, 12, 13, 14, 24, 27, 29, 30, 32, 33, 34] as well
as the books [1] and [31] and their extensive bibliographies. However, on the other
hand, a look at these references shows that virtually all of the related literature is
concentrated on constrained MCPs in which the state space is either countable or
compact. This excludes, of course, important control processes for which the state
space is as common as R

d, as well as partially observable systems whose solution
typically requires transforming the original problem into a control problem on a Borel
space of probability measures (p.m.’s) [3, 5, 11, 31, 42]. In fact, as far as we can
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§Facultad de Matemáticas, UV, A. Postal, 270 Xalapa, Ver. 91090, México (ralopez@uv.mx).
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tell, for average cost constrained MCPs, the only case dealt with in the literature of
a problem with an uncountable, noncompact state space X—actually, X = R

q—is for
linear-quadratic (LQ) systems in Chapter 4 of [31]. The techniques for the latter case,
however, are very specific of LQ systems, and so, in general, they cannot be extended
to non-LQ problems or to general Borel spaces.

As can be seen in the above references, there are several techniques to analyze CP.
The easiest and most common is the so-called direct method (see [1, 8, 12, 13, 31, 37],
for instance, or [17, 18, 21, 22] for the unconstrained case). In this method, the idea
is to use occupation measures (which in the average cost case are as in (3.8) below)
to transform CP into an equivalent optimization problem, say, CP′, in a suitable
space of measures, and then one uses the well-known fact that a lower semicontinuous
(l.s.c.) function on a compact topological space attains its minimum value. A second
approach is to use (either finite- or infinite-dimensional) linear programming (LP)
techniques (see, e.g., [1, 27, 31, 37]). To do this , one introduces linear spaces of
measures and functions on which CP′ can be expressed as a linear program. In
contrast, in the Lagrange or convex-analytic approach, one rewrites CP′ as a convex
program, say, CP′′ (see, e.g., [1, 8, 12, 13, 29, 31, 33, 36]). The latter method is
closely related to the Pareto or multiobjetive-control approach because solving CP′′

using Lagrange multipliers turns out to be the same as finding a special class of Pareto
policies for a certain multiobjective-control problem (see, e.g., [1, 12, 13, 31, 36, 38, 39,
40]). Our paper is concerned with the first two of these approaches, namely, the direct
method and the LP formulation, which were developed in, for instance, [17, 18, 21, 22]
for unconstrained MCPs. Thus our results and techniques can be seen as a natural
extension of those in the latter references.

We begin in section 2 by introducing some basic terminology and notation and
the CP we are concerned with (see (2.8)) as well as some variants of it (Remark 2.2)
that can be studied with our present approach. Also, in Remark 2.2(a), we explain
the difference between the “minimum pair” problem we study here and the “ergodic”
problem analyzed by other authors. In section 3, we state our first main result,
Theorem 3.2, which gives (reasonably mild) conditions under which CP is solvable. A
key step in proving Theorem 3.2 is that the analysis of CP can be reduced to consider
only stable policies (Definition 3.4 and Lemma 3.5). The latter fact is also crucial to
introducing, in section 4, an “equality constrained” (EC) linear program (see (4.10),
(4.11)), which turns out to be equivalent to CP in the sense that both problems have
the same optimal value (see (2.9), (3.10), and (4.12)). Also, in section 4, we introduce
the dual program EC* (in (4.14), (4.15)) of EC and show that there is no duality
gap for these programs (Theorem 4.4). In addition, a Farkas-like result is presented
(Theorem 4.5), which, as any other Farkas-like theorem, gives necessary and sufficient
conditions for EC to be consistent. In section 5, we consider the issue of strong
duality, and a characterization of optimal solutions to EC and EC* (Theorem 5.2). In
particular, we show that a “constrained optimality equation” holds almost everywhere
(see (5.6)), which of course is the “constrained version” of the well-known average
cost optimality equation (ACOE). Finally, in section 6, we introduce a procedure
to solve CP, using maximizing sequences for EC∗ and ACOEs. A detailed example
illustrates this procedure. In a work in progress, we use the LP formulation of CP to
obtain approximations of it by finite linear programs, similar to those developed in
[20, 21, 22].

Finally, it is worth mentioning that our results include the so-called multichain
case, in which an MCP can have several ergodic classes in addition to a possibly
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nonempty set of transient states. This is due to the fact that our assumptions on
CP ensure that the corresponding optimization problem can be restricted to stable
policies—see Definition 3.4 and Lemma 3.5. A multichain system is presented in
Example 6.9. To the best of our knowledge, multichain CPs have been studied only
by Hordijk and Kallenberg [43] for MCPs with finite state and action spaces. (For
unconstrained multichain MCPs in Borel spaces, see [17].)

2. Constrained MCPs. The material in this introductory section is quite
standard—see [1, 3, 8, 10, 11, 12, 13, 15, 16, 17, 18, 22, 24, 25, 26, 27, 28, 29],
for instance. For the sake of reference, let us first recall that the usual unconstrained
(discrete-time, time-homogeneous) Markov control model is of the form

(X, A, {A(x) |x ∈ X}, Q, c).(2.1)

The spaces X and A are the state space and the control (or action) set, respectively.
We shall assume that X and A are Borel spaces (that is, Borel subsets of complete
and separable metric spaces) endowed with the corresponding Borel σ-algebras B(X),
B(A). For each state x ∈ X, the nonempty set A(x) ∈ B(A) in (2.1) denotes the set
of feasible control actions in x. We suppose that the set

K := {(x, a) |x ∈ X, a ∈ A(x)}(2.2)

of feasible state-action pairs is a closed (hence Borel measurable) subset of X×A and
that it contains the graph of a measurable function from X to A. (In other words,
the set F in Definition 2.1(b) below is nonempty.) Moreover, Q (or Q(B|x, a) for
B ∈ B(X) and (x, a) ∈ K) stands for the transition law, and, finally, c : K → R is a
measurable function that denotes the cost-per-stage.

The constrained Markov control model, on the other hand, is of the form

(X, A, {A(x) |x ∈ X}, Q, c,d,k),(2.3)

where the first five components are as in (2.1), and, furthermore, d = (d1, . . . , dq) :
K→ R

q is a given function and k = (k1, . . . , kq) is a given vector in R
q; these are used

to define the CP in (2.7) and (2.8) below. To state the latter, we need the following
definitions.

Definition 2.1. (a) A stochastic kernel ϕ on A given X is a function (x,B)→
ϕ(B|x) on X × B(A) such that ϕ(B|· ) is a measurable function on X for each fixed
B ∈ B(A), and ϕ(·|x) is a probability measure (p.m.) on B(A) for each fixed x ∈ X.

(b) Φ stands for the family of stochastic kernels ϕ on A given X such that
ϕ(A(x)|x) = 1 for all x ∈ X, and F denotes the set of measurable functions f from X
to A such that f(x) is in A(x) for all x ∈ X. (A function f in F may be identified
with the stochastic kernel ϕ ∈ Φ such that ϕ(· |x) = δf(x)(· ) is the Dirac measure at
f(x) for all x ∈ X. Thus F ⊂ Φ.)

(c) Let H0 := X and Hn := K
n×X for n = 1, 2, . . . . A control policy is a sequence

π = {πn} of stochastic kernels πn on A given Hn that satisfy the constraint

πn(A(xn) |hn) = 1(2.4)

for every “history” hn = (x0, a0, . . . , xn−1, an−1, xn) in Hn and n = 0, 1, . . . . The set
of all control policies is denoted by Π.

(d) A control policy π = {πn} is said to be randomized stationary if there exists
a stochastic kernel ϕ ∈ Φ such that πn(· |hn) = ϕ(· |xn) for each history hn ∈ Hn and
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n = 0, 1, . . . . The family of randomized stationary policies will be identified with the
set Φ. Moreover, π is called deterministic stationary if there exists an f ∈ F such that
πn(·|hn) is the Dirac measure at f(xn) for all hn ∈ Hn and n = 0, 1, . . . . We shall
identify F with the set of deterministic stationary policies.

Let P(X) be the class of p.m.’s on B(X). For each policy π ∈ Π and each “initial
distribution” ν ∈ P(X), there exist a p.m. Pπν and a stochastic process {(xn, an), n =
0, 1, . . . } defined on a canonical measurable space (Ω,F), where xn and an represent
the state and the control variables at time n (n = 0, 1, . . . ). The expectation operator
with respect to Pπν is denoted by Eπ

ν . If ν is concentrated at the initial state x0 = x,
then we write Pπν and Eπ

ν as Pπx and Eπ
x , respectively.

Let c and d = (d1, . . . , dq) be as in (2.1) and (2.3). For each control policy π ∈ Π
and initial distribution ν ∈ P(X), consider the long-run expected average costs

J0(π, ν) := lim sup
n→∞

1

n
Eπ
ν

[
n−1∑
t=0

c(xt, at)

]
(2.5)

and

Ji(π, ν) := lim sup
n→∞

1

n
Eπ
ν

[
n−1∑
t=0

di(xt, at)

]
for i = 1, . . . , q.(2.6)

Furthermore, letting k = (k1, . . . , kq) be the q-vector in (2.3), define

∆ := {(π, ν) ∈ Π× P(X)|J0(π, ν) <∞ and Ji(π, ν) ≤ ki (i = 1, . . . , q)}.(2.7)

With this notation, we may then define the CP we are concerned with as follows:

CP : Minimize J0(π, ν)(2.8)

subject to (π, ν) ∈ ∆.

In the following section, we give conditions under which CP is solvable; that is,
there exists a pair (π∗, ν∗) in ∆ such that

J0(π
∗, ν∗) = inf{J0(π, ν) | (π, ν) ∈ ∆} =: ρ∗.(2.9)

In addition, in section 4, we rewrite CP as a linear program on suitable vector spaces,
which allows us to obtain further results. First, however, we conclude this section
with the following comments.

Remark 2.2. (a) As in [17, 18, 22, 28, 29], we may refer to CP as a (constrained)
“minimum pair” problem for an obvious reason: the “decision variables” are the pairs
(π, ν) in ∆. A different problem, which we might call “ergodic,” and which usually
requires a different approach (see [1, 29, 31, 33]), is obtained if we fix the initial
distribution ν0 ∈ P(X) . (In particular, we might take ν0 = δx for a given initial state
x.) In this case, the CP would be

CP(ν0) : Minimize J(π, ν0) subject to π ∈ Π and (π, ν0) ∈ ∆.

In the ergodic CP, one imposes ergodicity (or recurrence) hypotheses that typically
ensure a “unichain” behavior, and so, at the outset, we expect the optimal value of
CP to be a constant independent of the initial state, as for unconstrained problems
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(see [3, 11, 18, 22], for instance). In this paper, however, we make no such hypotheses.
On the contrary, our Assumption 3.1 is designed so that we can transform CP into a
“classical optimization” problem on a suitable set of measures (see Lemma 3.5), and
the constant optimal value that one would expect in the ergodic problem turns out
to be precisely the constant ρ∗ in (2.9). To see how one can study CP(ν0) using our
present approach, see Remarks 3.8, 4.6, and 5.3.

(b) Constrained rewards. Suppose that the functions di in (2.3) are “rewards”
rather than costs, and define the long-run expected average rewards

Ri(π, ν) := lim inf
n→∞

1

n
Eπ
ν

[
n−1∑
t=0

di(xt, at)

]
for i = 1, . . . , q.

Then, instead of (2.8), we may consider the CP

Minimize J0(π, ν) subject to Ri(π, ν) ≥ ki,(2.10)

and our results in the following sections are valid with the obvious changes. See
Remark 3.7(a).

(c) Constrained discounted cost. Let α1, . . . , αq be “discount factors” in (0,1), and
consider the αi-discounted costs

Di(π, ν) := (1− αi)E
π
ν

[ ∞∑
t=0

αti di(xt, at)

]
for i = 1, . . . , q.

Then our results are again valid if some or all of the constraints in (2.7) and (2.8) are
replaced with

Di(π, ν) ≤ ki (i = 1, . . . , q),(2.11)

and the case of discounted “rewards,” as in (2.10), is similar. See Remark 3.7(b).

3. Solvability of CP. The following conditions ensure that CP is solvable (see
Theorem 3.2).

Assumption 3.1.
(a) CP is consistent; that is, the set ∆ in (2.7) is nonempty.
(b) c(x, a) is nonnegative and inf-compact, which means that, for each r ∈ R, the

set {(x, a) ∈ K | c(x, a) ≤ r} is compact.
(c) di(x, a) is nonnegative and l.s.c. for i = 1, . . . , q.
(d) The transition law Q is weakly continuous; that is (denoting by C b(S) the

space of continuous bounded functions on a topological spaces S), Q is such
that

∫
X
u(y)Q(dy|· ) belongs to Cb(K) for each function u in Cb(X).

Observe that Assumption 3.1(b) yields, in particular, that c is l.s.c.
On the other hand, parts (b) and (c) can be replaced with the following condition:

all of the cost functions c, d1, . . . , dq are nonnegative and l.s.c., and (at least) one of
them is inf-compact. Moreover, the “nonnegativity” condition on c and di may be
replaced with “boundedness from below.” For further comments on Assumption 3.1,
see Remark 3.6.

Theorem 3.2 (solvability of CP). Under Assumption 3.1, CP is solvable. (See
(2.9).)

Our proof of Theorem 3.2 is based on the “direct method,” in which, as was
already noted in the introduction, one uses the occupation measures in (3.8) to reduce
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CP to an equivalent, “static” optimization problem. The key fact about this approach
is that to solve CP we may restrict ourselves to considering “stable” policies. To state
this fact precisely (Lemma 3.5), we shall use the following well-known result.

Remark 3.3 (see, for instance, [7], pp. 88–89 in [11], or p. 89 in [23]). If µ is a
p.m. on X×A concentrated on K (i.e., µ(Kc) = 0, where K

c denotes the complement
of K), then there exists ϕ ∈ Φ such that µ can be “disintegrated” as

µ(B× C) =

∫
B

ϕ(C|x)µ̂(dx) ∀ B ∈ B(X),C ∈ B(A),(3.1)

where µ̂(B) = µ(B × A) for all B in B(X) is the marginal (or projection) of µ on X.
Conversely, for each ϕ ∈ Φ and ν ∈ P(X), the p.m. µ on X×A defined by

µ(B× C) :=

∫
B

ϕ(C|x)ν(dx) ∀ B ∈ B(X),C ∈ B(A)(3.2)

is concentrated on K (by Definition 2.1(b)), and its marginal on X is µ̂ = ν. The p.m.
µ in (3.1) and (3.2) will be written as µ = µ̂·ϕ and µ = ν·ϕ, respectively.

For each ϕ ∈ Φ and x ∈ X, we write

c(x, ϕ) :=

∫
A

c(x, a)ϕ(da|x) and Q(·|x, ϕ) :=

∫
A

Q(·|x, a)ϕ(da|x),(3.3)

and similarly for di(x, ϕ). In particular, for f ∈ F, (3.3) reduces to

c(x, f) := c(x, f(x)) and Q(· |x, f) := Q(· |x, f(x)).(3.4)

(Recall the identification f(x) �→ ϕ(· |x) := δf(x)(· ) in Definition 2.1(b).)
Definition 3.4 (stable policies). Let µ = µ̂ · ϕ be as in (3.1). Then the p.m. µ

(or the randomized stationary policy ϕ ∈ Φ) is said to be stable if
(a) 〈µ, c〉 :=

∫
c(x, a)µ(d(x, a)) =

∫
c(x, ϕ)µ̂(dx) <∞, and

(b) the marginal µ̂ is an invariant probability measure (i.p.m.) for the transition
kernel Q(· |· , ϕ); that is,

µ̂(B) =

∫
X

Q(B|x, ϕ)µ̂(dx) ∀ B ∈ B(X).

We shall denote by P(K) the family of p.m.’s on X×A concentrated on K, and by
Ps(K) ⊂ P(K) the set defined as

Ps(K) := {µ ∈ P(K)|µ is stable}.
By the individual ergodic theorem (see, for instance, p. 388 in [35] or Theo-

rem E.11 in [18]), if µ = µ̂·ϕ is stable, then the long-run expected average cost
J0(ϕ, µ̂) when using the policy ϕ ∈ Φ and the initial distribution is µ̂ is given by

J0(ϕ, µ̂) = lim
n→∞

1

n
Eϕ

µ̂

[
n−1∑
t=0

c(xt, at)

]
= 〈µ, c〉.

Thus, for µ = µ̂·ϕ in Ps(K), we have (using the notation (3.3))

J0(ϕ, µ̂) = 〈µ, c〉 =

∫
X

c(x, ϕ)µ̂(dx)(3.5)
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and, similarly,

Ji(ϕ, µ̂) = 〈µ, di〉 =

∫
X

di(x, ϕ)µ̂(dx) for i = 1, . . . , q.(3.6)

To establish the connection between CP and stable policies, in the right-hand side
of (2.5), replace c(x, a) by the indicator function IΓ of a set Γ in B(X×A). Then we
can rewrite (2.5) as

J0(π, ν) = lim sup
n→∞

〈µπν,n, c〉,(3.7)

where µπν,n denotes the n-stage expected occupation measure associated to (π, ν), that
is,

µπν,n(Γ) :=
1

n

n−1∑
t=0

Pπν [(xt, at) ∈ Γ] ∀ Γ ∈ B(X×A).(3.8)

Similarly, (2.6) becomes

Ji(π, ν) = lim sup
n→∞

〈µπν,n, di〉 for i = 1, . . . , q.(3.9)

Having (3.7)–(3.9), the same proof of Theorem 5.7.9(a) in [18] yields the following.
Lemma 3.5 (reduction of CP to stable policies). Under Assumption 3.1, for each

feasible pair (π, ν) ∈ ∆ for CP, there exists a stable p.m. µ = µ̂·ϕ such that
(a) (ϕ, µ̂) is in ∆, and
(b) J0(π, ν) ≥ J0(ϕ, µ̂) = 〈µ, c〉.

Hence we can write ρ∗ in (2.9) as

ρ∗ = inf{〈µ, c〉|µ ∈ ∆s},(3.10)

where ∆s:= {µ ∈ Ps(K)| if µ = µ̂·ϕ, then (ϕ, µ̂) ∈ ∆}, and, moreover, there is a p.m.
µ∗ in ∆s such that 〈µ∗, c〉 = ρ∗.

Lemma 3.5 yields Theorem 3.2. Indeed, let µ∗ ∈ ∆s be as in Lemma 3.5, and let
us disintegrate it as in (3.1), that is, µ∗ = µ̂∗ · ϕ∗. Then the pair (ϕ∗, µ̂∗) is optimal
for CP because, by (3.5), (3.6), and (3.10), we have

J0(ϕ
∗, µ̂∗) = 〈µ∗, c〉 =

∫
X

c(x, ϕ∗)µ̂∗(dx) = ρ∗(3.11)

and

Ji(ϕ
∗, µ̂∗) = 〈µ∗, di〉 =

∫
X

di(x, ϕ
∗)µ̂∗(dx) ≤ ki for i = 1, . . . , q.(3.12)

Remark 3.6 (examples). Examples that satisfy Assumption 3.1(b), (d) can be
seen, for instance, in [1, 10, 11, 13, 15, 16, 18, 22, 24, 25, 26, 31, 33, 41]. In particular,
the examples in [16], [18, Chapter 5], [22, Chapter 10], [26], [31], and [41] include
queueing systems, linear systems with quadratic costs, inventories, and a cash-balance
model, and they all have in common that the state process {xt} follows a discrete-time
equation of the form

xt+1 = G(xt, at, ξt), t = 0, 1, . . . ,
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where the ξt are independently and identically distributed (i.i.d.) disturbances, inde-
pendent of the initial state x0, and G(x, a, s) is a given measurable function. Moreover,
G is continuous in (x, a) for each s, and so Assumption 3.1(d) holds. On the other
hand, in each case, the cost function c(x, a) satisfies Assumption 3.1(b) or an anal-
ogous condition when c is a “reward,” as in the cash-balance model in [26]. In the
latter reference and also in [16, 22], for instance, c(x, a) is required, in addition, to
satisfy a “growth” condition

0 ≤ sup
a∈A(x)

c(x, a) ≤ V(x) ∀ x ∈ X,(3.13)

where V(· ) ≥ 1 is a given measurable function which acts as a “bounding” or “weight”
function. Furthermore, conditions are given for the state process {xt} to be a V-
geometrically ergodic Markov chain for each deterministic stationary policy f ∈ F.
This implies, in particular, that the long-run average cost, say, J0(f, ν), is finite for
any f ∈ F and ν ∈ P(X), and similary for Ji(f, ν) if the costs di(x, a) satisfy (3.13)
for i = 1, . . . , q. Thus, as Assumption 3.1(c) is bound to hold in most applications,
for all of Assumption 3.1 to be true, we would need only to ensure the existence of
f ∈ F (say) and ν ∈ P(X) such that Ji(f, ν) ≤ ki for i = 1, . . . , q. For similar examples
(using “bounding” functions) when the state space is a countable set, see, for instance,
[1, 10, 24].

Remark 3.7. (a) Consider the constrained rewards problem (2.10). Then it is
easily seen that Theorem 3.2 and Lemma 3.5 are valid for (2.10) if Assumption 3.1(c)
is replaced with the following: di(x, a) is upper semicontinuous and bounded above for
i = 1, . . . , q.

(b) A solution to CP (see (3.10)) also solves the problem of minimizing the average
cost J0(π, ν) subject to the constrained discounted costs (2.11). To see this, for each
i = 1, . . . , q, consider the discounted occupation measures (cf. (3.8))

γπν,i(Γ) := (1− αi)

∞∑
t=0

αtiP
π
ν [(xt, at) ∈ Γ] ∀ Γ ∈ B(X×A)(3.14)

so that the discounted costs Di can be expressed as

Di(π, ν) = 〈γπν,i, di〉.(3.15)

Now let µ = µ̂ · ϕ be a stable p.m. Then, in particular, by the invariance condition in
Definition 3.4(b), we have

µ̂(·) =

∫
X

Qt(·|x, ϕ)µ̂(dx) ∀ t = 0, 1, . . . .(3.16)

Therefore, replacing the pair (π, ν) in (3.14) with (ϕ, µ̂), we get

γϕ
µ̂,i

(·) = µ(·) ∀ i = 1, . . . , q(3.17)

because, for any measurable rectangle Γ = B × C in B(X × A) and t = 0, 1, . . . , it
holds that

Pϕ
µ̂

(xt ∈ B, at ∈ C) =

∫
X

∫
B

ϕ(C|x)Qt(dx|y, ϕ)µ̂(dy)

=

∫
B

ϕ(C|x)µ̂(dx) (by (3.16))

= µ(B× C) (by (3.1)).
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The latter equality and (3.14) give (3.17). In turn, (3.17) yields that for any stable
p.m. µ = µ̂ · ϕ we can write (3.15) as

Di(ϕ, µ̂) = 〈µ, di〉 ∀ i = 1, . . . q,

and so the discounted costs in (2.11) coincide with the average costs in (3.6). Hence,
by Lemma 3.5(a), (b), we obtain the desired conclusion.

Finally, observe that the above argument also shows that some of the constraints
in CP can include both average and discounted costs. This can be relevant for ap-
plications in which one has long-run (average) constraints as well as short-term (dis-
counted) constraints.

Remark 3.8. Consider CP(ν0) in Remark 2.2(a), where ν0 ∈ P(X) is a fixed
initial distribution. Let us suppose that Assumption 3.1 holds except that part (a) is
replaced with

(a′) CP(ν0) is consistent.
In addition, we suppose that there exists ϕ ∈ Φ such that µ := ν0 ·ϕ is stable. Then,
from the proof of Lemma 3.5 and Theorem 3.2, it can be seen that these results hold
when CP is replaced with CP(ν0). In particular, CP(ν0) is solvable.

4. The LP formulation. General references for this section are Chapter 3 in
[2], Chapter 6 in [18], or Chapter 12 in [22]; in fact, we shall follow section 12.3 in
[22] closely. Additional related material can be found in [1, 17, 21, 27, 29, 31, 36, 37],
for instance. Assumption 3.1 is supposed to hold throughout the following.

As in the unconstrained case, the idea in this section is as follows. In Lemma 3.5,
we have reduced CP to the minimization of the linear map µ �→ 〈µ, c〉 over the subset
of p.m.’s µ in ∆s, as in (3.10). Thus, as the objective function is already linear, to
transform (3.10) into a linear program, the idea is simply to imbed ∆s into a suitable
vector space of measures. We next show how this is done.

For each (x, a) in K, define

w(x, a) := 1 + c(x, a) and ŵ(x) := inf
a∈A(x)

w(x, a) = 1 + ĉ(x),(4.1)

where ĉ(x) := infa∈A(x) c(x, a) is assumed to be measurable. (To develop the LP
formulation, in (4.1), we may in fact take any measurable function w(x, a) ≥ c(x, a)
as long as it is bounded away from zero so that (4.3) is well defined.) Let us now
consider the dual pair (M(K),F(K)) of vector spaces defined as follows:

• M(K) is the vector space of finite signed measures µ on X×A, concentrated
on K, such that

‖µ‖w :=

∫
wd|µ| <∞,(4.2)

where |µ| := µ+ + µ− denotes the total variation of µ (see [4] or [6]).
• F(K) is the vector space of measurable functions v : K→ R such that

‖v‖w := sup
(x,a)∈K

|v(x, a)|
w(x, a)

<∞.(4.3)

• The bilinear form 〈· , · 〉 on (M(K),F(K)) is

〈µ, v〉 :=

∫
X×A

v(x, a)µ(d(x, a)).(4.4)

(See Remark 4.1(b).)
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In addition, we consider the dual pair (M(X),F(X)) defined exactly as above, but
with X and ŵ in lieu of X×A and w, respectively.

Remark 4.1. (a) By (4.1) and (4.3), it is evident that c(x, a) is in F(K).
(b) We assume that a function v in F(K) can be measurably extended to all of

X×A in an arbitrary way as long as the integral in (4.4) is finite. For instance, if we
define c(x, a) := +∞ for (x, a) in the complement K

c of K and make the convention
that 0· (+∞) = 0, then (4.4) becomes

〈µ, c〉 =

∫
K

c dµ,

which is finite because, by (4.1)–(4.3), |〈µ, c〉| ≤ ∫ c d|µ| ≤ ∫ w d|µ| <∞. Also observe
that 〈µ, 1〉 = µ(X×A) = µ(K).

To rewrite (3.10) as a linear program, we need the following additional assump-
tion.

Assumption 4.2.
(a) di is in F(K) for i = 1, . . . , q.
(b)

∫
X
ŵ(y)Q(dy|· ) is in F(K), i.e., sup(x,a) w(x, a)−1

∫
ŵ(y)Q(dy|x, a) <∞.

Now let L0 : M(K)→ M(X) be the linear map µ �→ L0µ defined by

L0µ(B) := µ̂(B)−
∫

X×A

Q(B|x, a)µ(d(x, a)) for B ∈ B(X).(4.5)

The adjoint L∗
0 : F(X)→ F(K) of L0, which is defined by the relation

〈L0µ, u〉 = 〈µ,L∗
0u〉 ∀ µ ∈ M(K), u ∈ F(X),

is given by

(L∗
0u)(x, a) = u(x)−

∫
X

u(y)Q(dy|x, a) ∀ (x, a) ∈ K, u ∈ F(X).(4.6)

Moreover, by (4.3) and Assumption 4.2(b), L∗
0 indeed maps F(X) into F(K), which is

equivalent to saying that

the linear map L0 : M(K)→ M(X) is weakly continuous,(4.7)

that is, continuous in the weak topologies σ(M(K),F(K)), σ(M(X),F(X)). With this
fact we now have all the ingredients to state (3.10) as a linear program.

First note that (by Definition 3.4, (3.5), and (3.6)), the condition “µ ∈ ∆s” in
(3.10) can be written as

L0µ = 0, 〈µ, 1〉 = µ(K) = 1, 〈µ, di〉 ≤ ki (i = 1, . . . , q), µ ∈ M+(K),(4.8)

where M+(K) denotes the convex cone of nonnegative measures in M(K). More-
over, the inequalities 〈µ, di〉 ≤ ki (i = 1, . . . , q) hold if and only if 〈µ, di〉 + αi =
ki for some αi ≥ 0. Therefore, letting

L: M(K)× R
q → M(X)× R× R

q

be the linear map given by

L(µ,α) := (L0µ, 〈µ, 1〉, 〈µ, d1〉+ α1, . . . , 〈µ, dq〉+ αq)(4.9)
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for each µ in M(K) and α = (α1, . . . , αq) in R
q, we can write (4.8) as

L(µ,α) = (0, 1,k) for some α ∈ R
q
+.

Thus the nonnegative components αi of α have an obvious interpretation as “slack
variables,” and, on the other hand, by (3.10) we see that CP is equivalent to the EC
primal linear program

EC Minimize 〈µ, c〉 = 〈(µ,α), (c,0)〉(4.10)

subject to L(µ,α) = (0, 1,k), (µ,α) ∈ M+(K)× R
q
+.(4.11)

Hence, in particular, Theorem 3.2 and Lemma 3.5 yield the following.
Corollary 4.3 (solvability of EC). Under Assumptions 3.1 and 4.2, EC is solv-

able.
In other words, there exists (µ∗,α∗) that satisfies (4.11), and, in addition, the

value of EC, namely,

inf(EC) := inf{〈µ, c〉| (4.11) holds},

can be written as a “minimum” rather than “infimum,” and

〈µ∗, c〉 = 〈(µ∗,α∗), (c,0)〉 = min(EC) = ρ∗.(4.12)

To introduce the dual EC∗ of EC, let us first note that the adjoint

L∗ : F(X)× R× R
q → F(K)× R

q

of L is the linear map

L∗(u, β0,β) =

(
L∗

0u + β0 +

q∑
i=1

βidi,β

)
(4.13)

for all (u, β0,β) in F(X)× R× R
q. In particular, by (4.7) and Assumption 4.2(a), L

is weakly continuous, and the dual of EC (see (4.10), (4.11)) is

EC∗ Maximize 〈(0, 1,k), (u, β0, β)〉 = β0 + 〈k,β〉(4.14)

subject to L∗(u, β0,β) ≤ (c,0), (u, β0,β) ∈ F(X)× R× R
q.(4.15)

In (4.14), 〈k,β〉 denotes the usual inner (or scalar) product of q-vectors, i.e.,

〈k,β〉 =

q∑
i=1

kiβi,

whereas the inequality in (4.15) in understood componentwise, i.e., (by (4.13))

L∗
0u + β0 +

q∑
i=1

βidi ≤ c and β ≤ 0
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or, more explicitly, by the definition (4.6) of L∗
0,

β0 + u(x) ≤ c(x, a)−
q∑
i=1

βidi(x, a) +

∫
X

u(y)Q(dy|x, a) ∀ (x, a) ∈ K(4.16)

and

βi ≤ 0 for i = 1, . . . , q.(4.17)

As the cost-per-stage c(x, a) is nonnegative (Assumption 3.1(b)), it is clear that
the dual EC∗ is consistent. For instance, the triplet (u, β0,β)=(0,0,0) satisfies (4.15).
Therefore, the weak duality property yields sup(EC∗) ≤ inf(EC), where

sup(EC∗) := sup{〈(0, 1,k), (u, β0, β)〉 | (4.15) holds}(4.18)

denotes the value of EC∗. Thus, by (4.12), we have

sup(EC∗) ≤ min(EC),

and, in fact, it turns out that the same hypotheses of Corollary 4.3 yield that there
is no duality gap, that is,

sup(EC∗) = min(EC) (= ρ∗).(4.19)

Formally stated, we have the following result, which can be proved as Theorem 12.3.4
in [22] (see also [17] or [37]).

Theorem 4.4 (absence of duality gap). If Assumptions 3.1 and 4.2 are satisfied,
then (4.19) holds.

In the next section, we give conditions for the strong duality property to be true.
This means that the dual EC∗ is also solvable, in which case the value in (4.18) is
written as max(EC∗), and so (4.19) becomes

max(EC∗) = min(EC) (= ρ∗).(4.20)

In the meantime, we conclude this section with a Farkas-like result that gives necessary
and sufficient conditions for EC to be consistent—that is, for the existence of a pair
(µ,α) that satisfies (4.11).

Theorem 4.5 (necessary and sufficient conditions for consistency of EC). Sup-
pose that Assumptions 3.1(d) and 4.2(b) are satisfied. In addition,

(i) X and K are locally compact separable metric spaces, and
(ii) for each compact K ⊂ X, the function Q(K|· ) vanishes at infinity; that is, for

each ε > 0, there exists a compact set K′ = K′(ε,K) ∈ K such that

Q(K|x, a) ≤ ε ∀ (x, a) /∈ K′.

Then the following statements are equivalent:
(a) There exists a pair (µ,α) that satisfies (4.11).
(b) If the triplet (u, β0,β) in F(X) × R × R

q is such that L∗(u, β0,β) ≥ (0,0),
then

〈(0, 1,k), (u, β0, β)〉 = β0 + 〈k,β〉 ≥ 0.
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The proof of Theorem 4.5 is essentially the same as the proof of Theorem 4.5(a)
in [17], which also appears as Theorem 12.3.7 in [22]. In fact, the proof is a straight-
forward application of a generalized Farkas theorem of Craven and Koliha [9]. (For
related Farkas-like theorems, see, for instance, [19].)

Remark 4.6. The results in this section can be expressed for CP(ν0) in Re-
mark 2.2(a) as follows. Let L0 and L be as in (4.5) and (4.9), and consider the linear
maps

L1 : M(K)→ M(X) and T : M(K)× R
q → M(X)2 × R× R

q,

with M(X)2 := M(X) ×M(X), defined by L1µ := µ̂ and T(µ,α) := (L1µ,L(µ,α)).
More explicitly,

T(µ,α) := (L1µ,L0µ, 〈µ, 1〉, 〈µ, d1〉+ α1, . . . , 〈µ, dq〉+ αq).

The adjoint maps L∗
1 : F(X) → F(K) and T∗ : F(X)2 × R × R

q → F(K) × R
q are

(L∗
1u)(x, a) := u(x) and, by (4.13),

T∗(u, v, β0,β) :=

(
L∗

1u + L∗
0v + β0 +

q∑
i=1

βidi,β

)
.

Then the EC linear program corresponding to CP(ν0) is

EC(ν0) Minimize 〈µ, c〉 = 〈(µ,α), (c,0)〉

subject to T(µ,α) = (ν0, 0, 1,k), (µ,α) ∈ M+(K)× R
q
+.(4.21)

(Compare with (4.10), (4.11).) The associated dual program is (cf. (4.14), (4.15))

EC∗(ν0) : Maximize 〈(ν0, 0, 1,k), (u, v, β0,β)〉 = 〈ν0, u〉+ β0 + 〈k,β〉

subject to T∗(u, v, β0,β) ≤ (c,0), (u, v, β0,β) ∈ F(X)2 × R× R
q.

(a) Suppose that the hypotheses of Remark 3.8 and Assumption 4.2 are satisfied.
Then, by Remark 3.8, EC(ν0) is solvable, and, furthermore, there is no duality
gap for EC(ν0), i.e., sup EC∗(ν0) = min EC(ν0).

(b) Under the hypotheses of Theorem 4.5, the following statements are equivalent:
(b1) There exists a pair (µ,α) that satisfies (4.21).
(b2) If (u, v, β0,β) ∈ F(X)2 × R × R

q is such that T∗(u, v, β0,β) ≥ (0,0),
then

〈(ν0, 0, 1,k), (u, v, β0,β)〉 = 〈ν0, u〉+ β0 + 〈k,β〉 ≥ 0.

5. Strong duality. In view of Theorem 4.4, to prove the strong duality condition
(4.20), we need conditions for the dual program EC∗ to be solvable, that is, for the
existence of a triplet (u∗, β∗

0 ,β
∗) in F(X) × R × R

q that satisfies (4.15) (or (4.16),
(4.17)) and attains the supremum in (4.14) (or (4.18)), i.e.,

max(EC∗) = β∗
o + 〈k,β∗〉.(5.1)
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To do this, we first take a maximizing sequence for EC∗, namely, a sequence of triplets
(un, βn0 ,β

n) in F(X)× R× R
q that satisfies (4.16) and (4.17), i.e.,

βn0 + un(x) ≤ c(x, a)−
q∑
i=1

βni di(x, a) +

∫
X

un(y)Q(dy|x, a) and βn ≤ 0(5.2)

for all (x, a) ∈ K and n = 1, 2, . . . , and, moreover,

〈(0, 1,k), (un, βn0 ,β
n)〉 = βn0 + 〈k,βn〉 ↑ sup(EC∗) = ρ∗,(5.3)

where the last equality is due to (4.19). The idea now is, of course, to use the
maximizing sequence to deduce the existence of an optimal triplet (u∗, β∗

0 ,β
∗). With

this in mind, let us first note that βn0 + 〈k,βn〉 ≤ βn0 , which, together with (5.3),
yields that

lim inf
n→∞ βn0 ≥ ρ∗ ≥ 0.

Thus, without loss of generality, we may suppose that the sequence {βn0 } is nonnega-
tive. We also require the following assumption, which is discussed in the next section
together with an example.

Assumption 5.1. There exists a maximizing sequence {(un, βn0 ,βn), n = 1, 2,
. . . } for EC∗ such that

(a) the (nonnegative) sequence {βn0 } is bounded, and
(b) the sequence {un} ⊂ F(X) is bounded in the ŵ-norm (that is, for some con-

stant k̂, |un(x)| ≤ k̂ŵ(x) for all x ∈ X and n = 1, 2, . . . ).
In Proposition 6.2(a), we show that {un} can be taken as a nondecreasing sequence

of nonnegative functions. Hence we may replace Assumption 5.1(b) with (6.11).
Theorem 5.2 (strong duality and the constrained optimality equation). Suppose

that Assumptions 3.1, 4.2, and 5.1 are satisfied. Then the following hold:
(a) EC∗ is solvable; hence, the strong duality condition (4.20) holds.
(b) Let (µ∗,α∗) and (u∗, β∗

0 ,β
∗) be optimal solutions for EC and EC∗, respec-

tively. Disintegrate µ∗ as in (3.1), that is, µ∗ = µ̂∗·ϕ∗ with ϕ∗ in Φ, and
let

c∗(x, a) := c(x, a)−
q∑
i=1

β∗
i di(x, a) for (x, a) ∈ K.(5.4)

Then

〈α∗,β∗〉 = 0,(5.5)

and, moreover, for µ̂∗-almost all (a.a.) x ∈ X, the constrained optimality
equation

β∗
0 + u∗(x) = inf

a∈A(x)

[
c∗(x, a) +

∫
X

u∗(y)Q(y|x, a)
]

(5.6)

holds, as well as

β∗
0 + u∗(x) = c∗(x, ϕ∗) +

∫
X

u∗(y)Q(y|x, ϕ∗)(5.7)

for µ̂∗-a.a. x ∈ X. Hence the following hold:
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(c) There exists a deterministic stationary policy f∗ ∈ F such that

β∗
0 + u∗(x) = c∗(x, f∗) +

∫
X

u∗(y)Q(y|x, f∗)(5.8)

for µ̂∗-a.a. x ∈ X.
(d) The number β∗

0 satisfies

β∗
0 = 〈µ∗, c∗〉 = ρ∗ −

q∑
i=1

β∗
i 〈µ∗, di〉 = ρ∗ − 〈k,β∗〉,(5.9)

with ρ∗ = min(EC) = max(EC∗), as in (4.20).
We refer to (5.6) as the “constrained optimality equation” because it clearly is

the analogue (in the constrained case) of the ACOE for unconstrained MCPs. (See
[3, 11, 15, 16, 17, 18, 22, 25, 26].) It should be remarked, though, that (5.6)–(5.8)
hold µ̂∗-almost everywhere only. To get the equality for all x ∈ X one needs to impose
suitable hypotheses, say, as in [29] or [33] (see also the example in the next section).
For instance, Example 2.2 in [33] shows a constrained MCP in which every f ∈ F

induces an irreducible positive recurrent Markov chain, and yet there is no f ∈ F that
satisfies (5.8) for all x ∈ X.

Proof of Theorem 5.2. (a) Let {(un, βn0 ,βn), n = 1, 2, . . . } be a maximizing se-
quence for EC∗ (that is, as in (5.2) and (5.3)) that satisfies Assumption 5.1. As {βn0 } is
bounded, it has a convergent subsequence, and, therefore, by (5.3), so does {〈k,βn〉}.
Hence, as 〈k,βn〉 ≤ kiβ

n
i ≤ 0 for all i = 1, . . . , q, there exists a subsequence {m} of

{n} such that the limits

β∗
i := lim

m→∞βmi for i = 0, 1, . . . , q(5.10)

exist. Now define

u∗(x) := lim sup
m→∞

um(x) ∀ x ∈ X.

By Assumption 5.1(b), u∗(· ) is in F(X), and, moreover, by Assumption 4.2(b) and
Fatou’s lemma,

lim sup
m→∞

∫
X

um(y)Q(dy|x, a) ≤
∫

X

u∗(y)Q(dy|x, a) ∀ (x, a) ∈ K.

We can now see that (u∗, β∗
0 ,β

∗) is an optimal solution for EC∗. Indeed, in (5.2),
replace n with m, and then take the limit supremum as m→∞ to get

β∗
0 + u∗(x) ≤ c(x, a)−

q∑
i=1

β∗
i di(x, a) +

∫
X

u∗(y)Q(dy|x, a)(5.11)

for all (x, a) ∈ K, and

β∗ = (β∗
1 , . . . , β

∗
q ) ≤ 0.(5.12)

This means that (u∗, β∗
0 ,β

∗) is feasible for EC∗ (see (4.15) or (4.16)–(4.17)), and,
furthermore, from (5.10) and (5.3), we see that (5.1) holds.
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(b) Let (µ∗,α∗) and (u∗, β∗
0 ,β

∗) be optimal solutions for EC and EC∗, respec-
tively. By the strong duality condition (4.20) and complementary slackness (see
[2, 18, 22]),

〈(µ∗,α∗), (c,0)− L∗(u∗, β∗
0 ,β

∗)〉 = 0.

That is, by (4.13) and (5.4),

0 ≤ 〈µ∗, c∗ − L∗
0u

∗ − β∗
0〉 = 〈α∗,β∗〉 ≤ 0,(5.13)

where the first and the second inequalities follow from (5.11) and (5.12), respectively.
From (5.13) we obtain (5.5) and also that∫

[c∗(x, a)− L∗
0u

∗(x, a)− β∗
0 ]µ∗(d(x, a)) = 0.

The remainder of the proof of part (b) as well as the proof of (c) can be done as the
proof of Theorem 12.4.2 in [22, pp. 236, 237]. (Similar arguments are used in [37,
Theorem 4.6].)

(d) As µ∗ is stable (Definition 3.4), its marginal µ̂∗ on X is an i.p.m. for the
transition kernel Q(· |· , ϕ∗). Thus, integrating both sides of (5.7) with respect to µ∗,
we get the first equality in (5.9), i.e.,

β∗
0 = 〈µ∗, c∗〉.

In turn, the latter equality combined with (5.4) yields

β∗
0 = 〈µ∗, c〉 −

q∑
i=1

β∗
i 〈µ∗, di〉

= ρ∗ −
q∑
i=1

β∗
i 〈µ∗, di〉 (by (4.12)),

which is the second equality in (5.9). Finally, from (4.20) and (5.1),

ρ∗ = β∗
0 + 〈k,β∗〉,

which gives the third equality in equation (5.9). This completes the proof of Theorem
5.2.

Remark 5.3. Theorem 5.2 holds for the linear programs EC(ν0) and EC∗(ν0) in
Remark 4.6 with the obvious changes. Indeed, in Assumption 5.1, replace (un, βn0 ,β

n)
with a maximizing sequence (vn, un, βn0 ,β

n) ∈ F(X)2 × R× R
q for EC∗(ν0); both vn

and un are supposed to satisfy the boundedness condition in Assumption 5.1(b).
Moreover, suppose that the hypotheses in Remark 4.6(a) hold. Then Theorem 5.2(a)
is valid for EC∗(ν0) in lieu of EC∗. Similarly, parts (b) and (c) hold when µ̂∗ and
(u∗, β∗

0 ,β
∗) are replaced with ν0 and (v∗, u∗, β∗

0 ,β
∗), respectively. Finally, instead

of (5.9), we have the following: β∗
0 satisfies β∗

0 = 〈µ∗, c∗〉, with c∗ as in (5.8) and
µ∗ = ν0 · ϕ∗ for some ϕ∗ in Φ.

6. Computing optimal policies. By (5.6) and (5.9), it is evident that solving
CP via the dual linear program EC∗ is essentially equivalent to solving an ACOE for a
certain cost-per-stage function (for instance, as in (5.4)). In this section, we describe
a general procedure for solving CP using ACOEs, assuming of course that they are
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well defined, and then we present a detailed example to illustrate this approach. We
begin by introducing some notation and useful comments.

For each i = 0, 1, . . . , q, let ρi be the unconstrained minimum of the cost Ji(π, ν)
in (2.5), (2.6). That is, for i = 0, 1, . . . , q,

ρi := inf{Ji(π, ν) |π ∈ Π, ν ∈ P(X)}.(6.1)

A stationary policy fi ∈ F is said to be strictly optimal for Ji (i = 0, 1, . . . , q) if

ρi = Ji(fi, ν) =: Ji(fi) ∀ ν ∈ P(X).(6.2)

Strict optimality typically holds, for instance, for so-called canonical policies, which
are obtained as “minimizers” of suitable ACOEs—see [3, 11, 15, 18, 22, 26, 31] and
(6.13). On the other hand, from (2.7)–(2.9), we can easily deduce the following fact
for a strictly optimal policy for J0 to be optimal for CP.

Proposition 6.1. Let f0 ∈ F be a stationary policy such that
(a) f0 is strictly optimal for J0, i.e., J0(f0) = ρ0;
(b) Ji(f0, ν) = Ji(f0) for all ν ∈ P(X) and i = 1, . . . , q; and
(c) Ji(f0) ≤ ki for all i = 1, . . . , q.

Then f0 is an optimal policy for CP in the sense that J0(f0) = ρ∗.
Proposition 6.1 is illustrated (with q = 1) in Figure 6.1, in which Γ ⊂ R

q+1 is the
set of all of the cost vectors J(π, ν) := (J0(π, ν), J1(π, ν), . . . , Jq(π, ν)), i.e.,

Γ := {J(π, ν) | π ∈ Π, ν ∈ P(X)}.(6.3)

This set is called the performance or achievable set of the multiobjective control problem
with cost vectors J(π, ν); see [1, 12, 13, 31, 36, 38, 39, 40, 43]. (Actually, some of the
components of J(π, ν) might be +∞, but this is irrelevant in our present case.)

We next proceed to introduce a sequence of feasible triplets for EC∗, that is, as
in (5.2).

Choose an arbitrary q-vector β = (β1, . . . , βq) ≤ 0, and consider the cost-per-stage

cβ(x, a) := c(x, a)−
q∑
i=1

βidi(x, a) ∀ (x, a) ∈ K(6.4)

and the corresponding long-run expected average cost

Jβ(π, ν) := lim sup
n→∞

1

n
V β
n (π, ν),

where

V β
n (π, ν) := Eπ

ν

[
n−1∑
t=0

cβ(xt, at)

]
.

By (2.5) and (2.6),

Jβ(π, ν) ≤ J0(π, ν)−
q∑
i=1

βiJi(π, ν).(6.5)

Moreover, by Assumption 3.1(b), (c), the cost function cβ is nonnegative and inf-
compact. Therefore, by standard dynamic programming arguments, the optimal n-
stage cost

vβn(x) := inf
π∈Π

V β
n (π, x) for x ∈ X and n = 1, 2, . . . ,
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with vβ0 (·) ≡ 0, satisfies that

vβn(x) = inf
a∈A(x)

[
cβ(x, a) +

∫
X

vβn−1(y)Q(dy|x, a)
]
∀ x ∈ X.(6.6)

Now, for n = 1, 2, . . . , let

ρβn := inf
x∈X

[vβn(x)− vβn−1(x)], mβ
n := ρβn + mβ

n−1,(6.7)

with mβ
0 := 0, and

uβn(x) := vβn(x)−mβ
n.

Then, for all x ∈ X and n = 1, 2, . . . , we may rewrite (6.6) as

ρβn + uβn(x) = inf
a∈A(x)

[
cβ(x, a) +

∫
X

uβn−1(y)Q(dy|x, a)
]
,(6.8)

and we also have the following proposition.
Proposition 6.2.
(a) {uβn(·)} is a nondecreasing, sequence of nonnegative functions.
(b) {ρβn} is nondecreasing, and

0 ≤ ρβn ≤ ρ∗ − 〈k,β〉 ∀ n.(6.9)

Proof. Part (a) follows from (6.7). To prove (b), first note that ρβn ≥ 0 because,

as cβ is nonnegative, we have vβn ≥ vβn−1. Moreover, by (6.6) and using the fact
that inf u(·)− inf v(·) ≥ inf[u(·)− v(·)] for any two functions u(·) and v(·), with v(·)
bounded below, we get

vβn(x)− vβn−1(x) ≥ inf
a∈A(x)

∫
X

[vβn−1(y)− vβn−2(y)]Q(dy|x, a) ≥ ρβn−1,

and so {ρβn} is nondecreasing. On the other hand, by (6.8) and part (a),

ρβn + uβn(x) ≤ cβ(x, a) +

∫
X

uβn(y)Q(dy|x, a) ∀ (x, a) ∈ K.(6.10)

By Assumption 4.2, together with (6.6) and a straightforward induction argument,
the function uβn is in F(X) for each n. Now let µ∗ ∈ ∆s be as in (3.11) and (3.12),
and integrate both sides of (6.10) with respect to µ∗. Then (6.4) and the invariance
property in Definition 3.4(b) give that

ρβn ≤ ρ∗ −
q∑
i=1

βi〈µ∗, di〉 ≤ ρ∗ −
q∑
i=1

βiki,

and (6.9) follows.
By (6.10), the triplets (uβn, ρ

β
n,β) satisfy (5.2) for each n = 1, 2, . . . and β ≤ 0.

Furthermore, by Proposition 6.2(b), there exists a nonnegative number ρβ ≤ ρ∗ −
〈k,β〉 such that ρβn ↑ ρβ . Now let us suppose that there is a number k̂ ≥ 0 such that

uβn(·) ≤ k̂ŵ(·) ∀ n.(6.11)
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Then, by Proposition 6.2(a), there is a nonnegative function uβ in F(X) such that
uβn(x) ↑ uβ(x) for all x ∈ X. Therefore, letting n→∞ in (6.10), monotone convergence
yields

ρβ + uβ(x) ≤ cβ(x, a) +

∫
X

uβ(y)Q(dy|x, a) ∀ (x, a) ∈ K,

which in turn gives

ρβ + uβ(x) ≤ inf
a∈A(x)

[
cβ(x, a) +

∫
X

uβ(y)Q(dy|x, a)
]
∀ (x, a) ∈ X.(6.12)

Summarizing, we have described a general procedure to obtain feasible triplets
(uβ , ρβ ,β) for EC∗. However, to actually solve CP, we need stronger hypotheses, as
in the following result. (There are several ways in which one can get the equality in
(6.12) and the policy fβ in (6.13): see [1, 3, 10, 11, 15, 18, 22, 26, 28, 31, 33, 41].)

Theorem 6.3. Suppose Assumptions 3.1 and 4.2 are satisfied. In addition, there
exist a q-vector β ≤ 0 and a stationary policy fβ ∈ F for which the equality holds in
(6.12), and fβ(x) ∈ A(x) attains the minimum in (6.12) for all x ∈ X, i.e.,

ρβ + uβ(x) = cβ(x, fβ) +

∫
X

uβ(y)Q(dy|x, fβ) ∀ x ∈ X.(6.13)

Moreover, uβ is such that

lim
n→∞

1

n
Efβ

x [uβ(xn)] = 0,(6.14)

and, furthermore,

Ji(f
β , x) = ki ∀ x ∈ X and i = 1, . . . , q.(6.15)

Then J0(f
β , ·) is a constant, say, J0(f

β , x) = J0(f
β) for all x ∈ X, and fβ is optimal

for CP in the sense that J0(f
β) = ρ∗, and so

ρβ = ρ∗ − 〈k,β〉.

Proof. As in the proof of (6.9),

ρβ ≤ ρ∗ − 〈k,β〉.

On the other hand, iteration of (6.13) and using (6.14) and (6.15) give

ρβ = J0(f
β)− 〈k,β〉.

Hence, as J0(f
β) ≥ ρ∗, we get

ρβ ≥ ρ∗ − 〈k,β〉,

and the theorem follows.
The following LQ example, which is similar to the “stochastic stabilization prob-

lem” in [11, 31] and the “mold level control problem” in [41], illustrates the ACOE
approach in the previous paragraphs.
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Example 6.4. Consider the scalar linear system

xt+1 = θ1xt + θ2at + ξt, t = 0, 1, . . . ,(6.16)

with state and control spaces X = R and A(x) ≡ A = R for all x ∈ X, and nonzero
coefficients θ1, θ2. The random disturbances ξt are i.i.d. with

E(ξ0) = 0 and σ2 := E(ξ2
0) <∞

and independent of the initial state x0. The CP we are concerned with is given by
(2.5)–(2.8) with q = 1, constraint constant k1 ≥ 0, and costs

c(x, a) := c1x
2 + c2a

2 and d1(x, a) := (x− a)2,(6.17)

where c1 and c2 are positive constants. By the “quadratic” nature of the costs, we
will consider only initial distributions ν ∈ P(X) with a finite second moment, i.e.,∫
x2ν(dx) <∞.

Verification of Assumption 3.1. Parts (b), (c), and (d) in Assumption 3.1 trivially
hold (concerning (d), see Remark 3.6). To verify (a), observe that the unconstrained
minimum ρ1 in (6.1)–(6.2) is given by

ρ1 = J1(f1) = 0,(6.18)

which is attained by the strictly optimal policy f1(x) := x for all x ∈ X. Thus J1(f1) ≤
k1. In fact, for any given constraint constant k1 ≥ 0, the stationary policy, say,

f(x) := x + k
1
2
1 , satisfies that

J1(f) := J1(f, x) = k1 ∀ x ∈ X (cf. (6.15)).(6.19)

Now let C0 be the unique positive solution of the quadratic equation

(c2 + θ2
2C)C = c1c2 + (c2θ

2
1 + c1θ

2
2)C,(6.20)

and let

f̂0 := (c2 + C0θ
2
2)

−1C0θ1θ2.

If the constants θ1, θ2, and f̂0 are such that

|θ1 − θ2f̂0| < 1,(6.21)

then it is well known that the stationary policy

f0(x) := −f̂0x ∀ x ∈ X(6.22)

is strictly optimal for J0 and that the unconstrained minimum for J0 (as in (6.1),
(6.2)) is

ρ0 = J0(f0) = C0σ
2;(6.23)

see, for instance, [11, 18, 31]. Hence Assumption 3.1(a) holds at least when (6.21) is
satisfied.
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Verification of Assumption 4.2. Let w(x, a) and ŵ(x) be as in (4.1); in our present
case, they are given by

w(x, a) := 1 + c1x
2 + c2a

2 and ŵ(x) := 1 + c1x
2.(6.24)

As d1(x, a) ≤ 2(x2 + a2), it is clear that part (a) in Assumption 4.2 holds. To verify
part (b), note that, by (6.16), for any nonnegative measurable function u on X, we
have ∫

X

u(y)Q(dy|x, a) = E[u(xt+1) | xt = x, at = a] = E[u(θ1x + θ2a + ξ0)].

Therefore, if u is of the form u(x) = u1x
2 + u2, then (as E(ξ0) = 0 and E(ξ2

0) = σ2)∫
X

u(y)Q(dy|x, a) = u1(θ1x + θ2a)
2 + u1σ

2 + u2.(6.25)

It follows that Assumption 4.2(b) holds for ŵ in (6.24); that is, for some constant m
sufficiently large, ∫

X

ŵ(y)Q(dy|x, a) ≤ m · w(x, a) ∀ (x, a) ∈ K.

Illustration of Proposition 6.1. First, observe the following lemma.
Lemma 6.5. Let f ∈ F be a stationary policy given by f(x) := −f̂x for all x ∈ X,

and let θ̂ := θ1 − θ2f̂ , where θ1, θ2 are the coefficients in (6.16). If |θ̂| < 1, then for
all x ∈ X

J0(f, x) ≡ J0(f) = (c1 + c2f̂
2
)σ2/(1− θ̂

2
),(6.26)

J1(f, x) ≡ J1(f) = (1 + f̂)2σ2/(1− θ̂
2
).(6.27)

In particular, for f0(x) := −f̂0x and f1(x) := x in (6.22) and (6.18), respectively, we
have

J1(f0) = (1 + f̂0)
2σ2/(1− θ̂0

2
), with θ̂0 := θ1 − θ2f̂0,(6.28)

J0(f1) = (c1 + c2)σ
2/(1− θ̂1

2
), with θ̂1 := θ1 + θ2.(6.29)

Proof. Replacing at in (6.16) with at := f(xt) = −f̂xt, we obtain

xt = (θ1 − θ2f̂)xt−1 + ξt−1 = θ̂xt−1 + ξt−1 ∀ t = 1, 2, . . . .

Hence, for all t = 1, 2, . . . ,

xt = θ̂
t
x0 +

t−1∑
j=0

θ̂
j
ξt−1−j ,

and so

Ef
x (x2

t ) = θ̂
2t
x2 + (σ2(1− θ̂

2t
))/(1− θ̂

2
).
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This yields that

lim sup
n→∞

1

n

n−1∑
t=0

Ef
x (x2

t ) = σ2/(1− θ̂
2
) ∀ x ∈ X.(6.30)

Now note that, using a = f(x) = −f̂x in (6.17), we get

c(x, a) = (c1 + c2f̂
2
)x2 and d1(x, a) = (1 + f̂)2x2(6.31)

for all x ∈ X. Finally, inserting (6.31) and (6.30) in (2.5), (2.6), we obtain (6.26) and
(6.27).

From (6.28) and Proposition 6.1, we conclude the following (see (6.50) and Fig-
ure 6.1).

Corollary 6.6. If the constraint constant k1 is such that k1 ≥ J1(f0), then the
policy f0 ∈ F in (6.22) is optimal for CP, and the optimal value ρ∗ of CP (see (2.9))
is the unconstrained minimum ρ0 = C0σ

2 in (6.23).
Illustration of (6.4)–(6.8) and Theorem 6.3. Consider the cost function cβ(x, a) in

(6.4) with q = 1, β ≤ 0, and c(x, a) and d1(x, a) as in (6.17), i.e.,

cβ(x, a) := c1x
2 + c2a

2 − β(x− a)2.(6.32)

From (6.32), (6.6), and a straightforward induction argument (using (6.25)), we obtain
the following.

Lemma 6.7. Let v0(β) = mβ
0 = 0. For each x ∈ X and n = 1, 2, . . . , the

stationary policy

fβn (x) := −fn(β) · x,(6.33)

with coefficient

fn(β) := (β + vn−1(β)θ1θ2)/(c2 − β + vn−1(β)θ2
2),(6.34)

realizes the minimum in (6.6), and the “value iteration” function vβn(·) is given by

vβn(x) = vn(β)x2 + mβ
n(6.35)

with coefficients

vn(β) = c1 + c2fn(β)2 − β[1 + fn(β)]2 + vn−1(β)[θ1 − fn(β)θ2]
2,(6.36)

mβ
n := vn−1(β)σ2 + mβ

n−1.(6.37)

From (6.34) and (6.36), it follows, in particular, that (6.6) can be expressed as in
(6.8) with

ρβn := vn−1(β)σ2 and uβn(x) := vn(β)x2 ∀ x ∈ X, n = 1, 2, . . . .(6.38)

By Proposition 6.2, we know that

ρβn ↑ ρβ and uβn(x) ↑ uβ(x) ∀ x ∈ X, as n→∞.(6.39)
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We now wish to show that the limiting values satisfy (6.13) with equality, that is, the
ACOE

ρβ + uβ(x) = min
a∈A(x)

[
cβ(x, a) +

∫
X

uβ(y)Q(dy|x, a)
]

(6.40)

holds for all x ∈ X (note that we have written “min” rather than “inf”), and, in
addition, that uβ is in F(X). To do this, we will use (6.38) to compute the limits in
(6.39) as follows.

Inserting (6.34) in (6.36), a direct calculation shows that we can express vn(β) as
a linear-fractional transformation of vn−1(β), namely,

vn(β) =
P + Qvn−1(β)

R + Svn−1(β)

with coefficients

P := c1c2 − (c1 + c2)β, Q := c1θ
2
2 + c2θ

2
1 − β(θ1 − θ2)

2,

R := c2 − β, and S := θ2
2.

Therefore, standard arguments (see [11] or [18], for instance) show that

vn(β)→ v(β) as n→∞,(6.41)

where v(β) is the unique positive solution of the quadratic equation

v(β) =
P + Qv(β)

R + Sv(β)
.

Therefore, by (6.38) and (6.39), the ACOE (6.40) holds with

ρβ = v(β)σ2 and uβ(x) = v(β)x2,(6.42)

and, moreover, the right-hand side of (6.40) is minimized by the stationary policy

fβ(x) = −f(β)x, with f(β) := [β + v(β)θ1θ2]/[c2 − β + v(β)θ2
2].(6.43)

Observe that this policy can also be obtained from (6.41), letting n → ∞ in (6.34).
On the other hand, from the calculations leading to (6.30), we see that (6.14) holds
provided that

|θ(β)| < 1 with θ(β) := θ1 − θ2f(β).(6.44)

Summarizing, (6.13) and (6.14) hold for the CP related to (6.16)–(6.17) provided
that β ≤ 0 satisfies (6.44). Assumming that the latter is true, we can now use The-
orem 6.3 to find an optimal policy for CP when the nonnegative constraint constant
k1 is such that k1 < J1(f0); otherwise, we can use Corollary 6.6. With this in mind,
observe that (6.26) and (6.27) yield

J0(f
β) = [c1 + c2f(β)2]σ2/[1− θ(β)2](6.45)

and

J1(f
β) = [1 + f(β)]2σ2/[1− θ(β)2],(6.46)

respectively. Hence Theorem 6.3 yields the following corollary.
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Corollary 6.8. Suppose that 0 ≤ k1 < J1(f0). If β ≤ 0 satisfies (6.44) and that

J1(f
β) = k1,(6.47)

then the policy fβ ∈ F in (6.43) is optimal for the CP associated to (6.16)–(6.17), and
the optimal value ρ∗ of CP is given by

ρ∗ = J0(f
β) = ρβ + k1β,(6.48)

with J0(f
β) and ρβ as in (6.45) and (6.42), respectively.

Observe that, for given values of the coefficients θi and ci in (6.16) and (6.17),
one can actually find β ≤ 0 that satisfies (6.44) and (6.47).

Graphical interpretation of Corollaries 6.6 and 6.8. Let Γ ⊂ R
q+1 be as in (6.3),

that is, the set of cost vectors

J(π, ν) := (J0(π, ν), J1(π, ν), . . . , Jq(π, ν)).

It can be shown that Γ is a convex set—see [36, 38], for instance. Given a q-vector

β ≤ 0, let β̂ := (1,−β) ∈ R
q+1
+ . Then we may write (6.5) as

Jβ(π, ν) ≤ 〈β̂,J(π, ν)〉.(6.49)

If a pair (π∗, ν∗) is a minimum pair for Jβ , then the equality holds in (6.49), and
(π∗, ν∗) is said to be a β-Pareto pair for the multiobjetive control problem associated
to J(π, ν). The set Γ∗ ⊂ Γ of all of the cost vectors J(π∗, ν∗) corresponding to β-
Pareto pairs for β ≤ 0 is called the Pareto set of the multiobjective problem. In
particular, for the problem (6.16), (6.17), the Pareto set Γ∗ consists of the vectors

j(β) := (J0(f
β), J1(f

β)) ∈ R
2(6.50)

with β ≤ 0 and Ji(f
β) as in (6.45), (6.46); see Figure 6.1. The“extreme points” of Γ∗

are the vectors

j0 := (J0(f0), J1(f0)) = (ρ0, J1(f0)), j1 := (J0(f1), J1(f1)) = (J0(f1), 0);(6.51)

see (6.18), (6.23), (6.28), and (6.29). The graphical interpretation of Corollaries 6.6
and 6.8 is now obvious. In particular, in the context of Corollary 6.8, finding an opti-
mal policy fβ for CP amounts to determining β ≤ 0 for which the second component
of j(β) coincides with the constraint constant k1, that is, J1(f

β) = k1, as in (6.47).
We conclude the paper with an example of a control system which is “multichain”

in the sense that, for each policy π (even if π = f is stationary), the average costs in
(2.5), (2.6) may vary with the initial distribution ν.

Example 6.9. Consider the following two-dimensional variant of Example 6.4:

(xt+1, yt+1) = (θ1xt + θ2at + θ3(yt)ξt, yt) ∀ t = 0, 1, . . .

with state space X = R× [λ,∞), where λ > 0 is a constant and θ3(y) is a nondecreas-
ing, nonnegative, and continuous function on [λ,∞). The constants θ1, θ2 and the
disturbances ξt are as in Example 6.4, except that now the common distribution of
the ξt is also assumed to be symmetric with respect to the origin. The cost-per-stage
functions are similar to those in (6.17):

c((x, y), a) := c1x
2 + c2a

2 + c3y
3, d1((x, y), a) := (x− a)2,(6.52)
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Fig. 6.1. See (6.3), (6.50), and (6.51).

where c1, c2, c3 are positive constants. Finally, we suppose that (6.21) is satisfied, and
so Assumption 3.1 holds.

For each initial state (x0, y0) with y0 = y ≥ λ, let νy be an initial distribution
concentrated on the set {(x, y)|x ∈ R}. Moreover, let k1 ≥ 0 be the constraint
constant, and define f0 ∈ F as

f0(x, y) := f0(x) = −f̂0x ∀ (x, y) ∈ X (see (6.22)).

Then, as in Corollary 6.6, one can see that, if J1(f0, νλ) ≤ k1, then f0 is optimal for
the CP with cost functions in (6.52), and the CP’s optimal value is

ρ∗ = ρ0 = C0(θ3(λ)σ)2 + c3λ
3

with C0 as in (6.23).

REFERENCES

[1] E. Altman, Constrained Markov Decision Processes, Chapman and Hall/CRC, Boca Raton,
FL, 1999.

[2] E. J. Anderson and P. Nash, Linear Programming in Infinite-Dimensional Spaces, Wiley,
Chichester, U.K., 1987.

[3] A. Arapostathis, V. S. Borkar, E. Fernández-Gaucherand, M. K. Ghosh, and S. I.
Marcus, Discrete-time controlled Markov processes with average cost criterion: A survey,
SIAM J. Control Optim., 31 (1993), pp. 282–344.

[4] R. B. Ash, Real Analysis and Probability, Academic Press, New York, 1972.
[5] D. P. Bertsekas and S. E. Shreve, Stochastic Optimal Control: The Discrete Time Case,

Academic Press, New York, 1978.
[6] P. Billingsley, Convergence of Probability Measures, Wiley, New York, 1968.
[7] D. Blackwell, Memoryless strategies in finite-stage dynamic programming, Ann. Math.

Statist., 33 (1964), pp. 863–865.
[8] V. S. Borkar, Ergodic control of Markov chains with constraints—the general case, SIAM J.

Control Optim., 32 (1994), pp. 176–186.
[9] B. D. Craven and J. J. Koliha, Generalizations of Farkas’ theorem, SIAM J. Math. Anal.

Appl., 8 (1977), pp. 983–997.
[10] R. Dekker and A. Hordijk, Average, sensitive and Blackwell optimal policies in denumerable

Markov decision chains with unbounded rewards, Math. Oper. Res., 13 (1988), pp. 395–420.



CONSTRAINED MARKOV CONTROL PROCESSES 467

[11] E. B. Dynkin and A. A. Yushkevich, Controlled Markov Processes, Springer-Verlag, Berlin,
1979.

[12] E. Feinberg and A. Shwartz, Constrained discounted dynamic programming, Math. Oper.
Res., 21 (1996), pp. 922–945.

[13] E. Feinberg and A. Shwartz, Constrained dynamic programming with two discount factors:
Applications and an algorithm, IEEE Trans. Automat. Control, 44 (1999), pp. 628–631.

[14] K. Golabi, R. B. Kulkarni, and G. B. Way, A statewide pavement management system,
Interfaces, 12 (1982), pp. 5–21.

[15] E. Gordienko and O. Hernández-Lerma, Average cost Markov control processes with
weighted norms: Existence of canonical policies, Appl. Math. (Warsaw), 23 (1995), pp.
199–218.

[16] E. Gordienko and O. Hernández-Lerma, Average cost Markov control processes with
weighted norms: Value iteration, Appl. Math. (Warsaw), 23 (1995), pp. 219–237.
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A NONLINEAR FILTERING APPROACH TO CHANGEPOINT
DETECTION PROBLEMS: DIRECT AND
DIFFERENTIAL-GEOMETRIC METHODS∗
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Abstract. A benchmark change detection problem is considered which involves the detection of
a change of unknown size at an unknown time. Both unknown quantities are modelled by stochastic
variables, which allows the problem to be formulated within a Bayesian framework. It turns out that
the resulting nonlinear filtering problem is much harder than the well-known detection problem for
known sizes of the change, and in particular that it can no longer be solved in a recursive manner. An
approximating recursive filter is therefore proposed, which is designed using differential-geometric
methods in a suitably chosen space of unnormalized probability densities. The new nonlinear filter
can be interpreted as an adaptive version of the celebrated Shiryayev–Wonham equation for the
detection of a priori known changes, combined with a modified Kalman filter structure to generate
estimates of the unknown size of the change. This intuitively appealing interpretation of the nonlinear
filter and its excellent performance in simulation studies indicate that it may be of practical use in
realistic change detection problems.

Key words. change detection, nonlinear filtering, differential geometry
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1. Introduction. The problem of detecting parameter changes in dynamical
systems on the basis of noisy observations has been researched extensively over the
last twenty years. Successful applications in many fields have guaranteed a wide
interest in the subject and the literature dealing with it is extensive. For good recent
surveys of the field and further references, the reader is referred to the papers by
Basseville [2], Iserman [13], Lai [21], and Willsky [26], and the book by Basseville
and Nikiforov [3]. As is pointed out in [2], the basic method proposed in most of the
literature on change detection consists of two steps. First, the problem is transformed
into a standard problem by generating certain residuals: change indicating signals
which are ideally close to zero when no change occurs. Then, in a separate second
step, sophisticated statistical methods are developed to solve the resulting detection
problem in terms of these residuals. In this paper we will provide a contribution to
the second step; the first step will very much depend on the particular application
that one wishes to consider, and it is therefore not treated here.

The statistical tools used in the second step usually originate in the field of sequen-
tial hypothesis testing, and a wide variety of results concerning their use in change
detection problems is now available [21]. Typically these tests compare a certain
functional of the observations with a threshold, and an alarm is raised as soon as
this threshold is reached. Important examples of such schemes include the celebrated
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CUSUM and generalized likelihood ratio (GLR) schemes.
In this paper we want to propose a different approach, in which change detection is

considered to be an on-line estimation problem in which a dynamical system possesses
certain parameters which may exhibit sudden changes that need to be detected [8]. In
our Bayesian formulation of the problem we assume that both the time and the size of
the change are unknown a priori, thus acknowledging the fact that in many practical
situations the behavior of the residual after the change is not completely known and
detection is thus necessarily linked to estimation. In practical detection problems,
one does not only want to know that a change has occurred; one also wants to obtain
on-line estimates of relevant statistics after the change.

We do not consider the problem in which one tries to detect changes off-line, or
where one tries to estimate the time of the change. GLR methods and maximum like-
lihood estimators have been defined for such problems; see, for example, the analysis
in [20]. In the recent paper [6] results concerning such off-line methods are derived un-
der the asumption that one does not exactly know the correct model after the change
(although the assumed model should be “close” to the correct model in a predescribed
sense). Those results on the off-line detection problem are in that sense complemen-
tary to the methods we will propose here, but since their goal and assumptions differ
from ours, we redirect the reader to the reference given above for further information.

In a continuous-time framework, we can define a basic change detection problem
concerning a simple jump process, which is equal to zero up to a certain random
time τ , then jumps to a random value X, after which it stays constant again. We
assume that such a signal can be observed in white noise, and the purpose is to
study the conditional distribution of the signal given the σ-algebra generated by all
the observations up to the current time t and relevant statistics generated by this
conditional distribution. If the value after the change X is known a priori, one can
find an explicit stochastic differential equation for the Bayesian a posteriori probability
that a change has occurred—the celebrated Shiryayev–Wonham equation [22, 28]. In
fact, this statistic can still be calculated recursively if X is known to belong to a finite
set of possible values. The problem can then be solved using the theory of hidden
Markov models [10].

However, if there exists an infinity of possible jump sizes X, then the problem
becomes much harder, since the detection and estimation problem now become closely
interrelated. The problem can be addressed using the nonlinear filtering theory for
discontinuous stochastic processes, and the optimal nonlinear filter for this case has
been derived in [11]. As is often the case in nonlinear filtering problems [7], this filter
does not admit a finite-dimensional recursive implementation. However, since the
conditional probability distribution of the process based on the noisy observations
can be derived explicitly, this may be used as a starting point for approximations
which are suboptimal yet can be implemented recursively.

In this paper we will formulate and study such an approximation to the optimal
filter for processes containing a jump of unknown size. Our approach extends a power-
ful statistical projection technique, which was recently introduced by Brigo, Hanzon,
and LeGland in order to filter nonlinear diffusions [4, 5, 12], and which is based on
differential-geometric methods in statistical information theory [1, 17, 18]. We will
show that the resulting filter can be parametrized as a modified Kalman filter which
feeds an adaptive version of the Shiryayev–Wonham filter for known changes that we
mentioned earlier. This interpretation may help to explain its excellent performance
when compared to other detection schemes, as will be illustrated in a number of
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simulation studies.
The structure of this paper is as follows. In the next section we introduce the

stochastic change detection model, and derive the nonlinear filter equations for such
models. In sections 3 and 4 we formulate two recursive filtering algorithms, which
are based on information-theoretic approximations and approximation of conditional
moments, respectively. In section 5 we discuss the relationship between these two
filters. In sections 6 and 7 we introduce and analyze a three-dimensional nonlinear
filter based on the results derived in earlier sections, and we illustrate the performance
of this filter in some simulation studies in section 8. We finish with conclusions and
suggestions for further research in the last section.

2. The change detection model and optimal filter equations. Let (Ω,F , P )
be the complete canonical probability space for Brownian motion, that is, Ω =
C([0,∞[), the set of all scalar continuous functions on R

+, F the usual σ-algebra
generated by the topology of uniform convergence on compacta, and P the Wiener
measure on F . Let {Ft, t ≥ 0} be a filtration satisfying the usual conditions, i.e., an
increasing family of σ-algebras which is right-continuous and such that F0 contains
all P -null sets. We will use P(A) as a shorter notation for P ({ω ∈ Ω : A(ω)}) in this
paper, where A(ω) is a condition on ω, and we will denote the expectation operator
by E, so for a stochastic variable Z we use EZ to denote

∫
Ω
Z(ω)dP (ω).

Consider the signal

St =

{
0, 0 ≤ t < τ ,
X, t ≥ τ ,

(2.1)

where X ∈ R and τ ∈ R
+ are two independent finite random variables on Ω with

distribution functions F , G, respectively. We will assume that X and τ have prob-
ability densities f and g, so P(X ≤ x) = F (x) =

∫ x
−∞ f(u)du for all x ∈ R and

P(τ ≤ r) = G(r) =
∫ r
0
g(u)du for all r ∈ R

+. We assume that f and g are both
strictly positive on their domains R and R

+ in this paper, unless we explicitly state
otherwise. We will use Et = 1{t≥τ} to denote a unit jump process, so St = XEt for
all t ≥ 0.

We will suppose that the signal St can be observed in additive white noise. We
therefore define a scalar observation process {Y ε

t , t ≥ 0} by

dY ε
t = St dt + ε dWt, Y ε

0 = 0,(2.2)

where {(Wt,Ft), t ≥ 0} is a standard Brownian motion process on (Ω,F , P ), which is
independent of both X and τ , and where ε is a real positive parameter representing
the noise intensity.

Let St be a second filtration which is contained in Ft and satisfies the usual
conditions as well, such that both X and 1{t≥τ} are St-measurable for all t ≥ 0, i.e.,
X is S0-measurable and τ is a stopping time with respect to St. The σ-algebra St
then represents the state information up to time t. Likewise, we define Yεt as the
σ-algebra generated by the observation process up to time t:

Yεt def
= σ({Y ε

s , 0 ≤ s ≤ t}) ⊂ Ft.
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We are interested in the analysis of the conditional laws of the signal St, given the
observations record up to time t. In particular, we would like to estimate the magni-
tude of the jump X at time t and the probability that the jump has already occurred
before time t:

E[X | Yεt ], P(t ≥ τ | Yεt ).
Since such statistics can be calculated from the conditional distribution of St

given the observation record Yεt , we will study this conditional law of the signal on a
fixed finite time interval [0, T ]. Our results concerning the postjump time period are
therefore conditioned on the set {ω ∈ Ω : τ(ω) ≤ T}.

We derive an expression for the conditional distribution of the signal through
the Kallianpur–Striebel formula and Girsanov’s theorem. One may show that the
necessary conditions for these methods to be applicable are indeed satisfied [14] if
there exists a δ > 0 such that

E exp [ δX2 ] < ∞,(2.3)

and we will assume this condition to be satisfied in the rest of the paper. We then
find for the conditional distribution of St given the observations [14, 27]:

P(St ∈ B | Yεt ) = (ρεt)
−1
∫

R

∫ ∞

0

1B(x1{t≥r}) e
Z(x,r,t)

ε2 dG(r)dF (x),(2.4)

where B is a Borel-measurable set, 1B is the indicator function for the set B, ρεt is
a normalization factor which is equal to the double integral of the right-hand side of
this expression for B = R, and

Z(x, r, t) =

∫ t
0

x1{s≥r} dY ε
s − 1

2

∫ t
0

(x1{s≥r})2 ds

=

[
x (Y ε

t − Y ε
r ) −

x2

2
(t− r)

]
1{r≤t}.

After decomposing the inner integral in (2.4) into the intervals [0, t[ and [t,∞[ we find

P(St ∈ B | Yεt )

= (ρεt)
−1
∫
B

∫ t
0

e
Z(x,r,t)

ε2 dG(r)dF (x) + (ρεt)
−1

(1−G(t))

∫
B

δ0(x) dx.

Here and in what follows we will allow the slight abuse of notation which represents the
Dirac measure with its unit mass in the origin as an integral over a Dirac density δ0(x),
i.e.,
∫
B
δ0(x)dx = 1{0∈B}. For B = R we obtain an expression for the normalization

factor:

ρεt =

∫
R

∫ t
0

e
Z(x,r,t)

ε2 dG(r)dF (x) + (1−G(t)).

We summarize the derived results in the following theorem [11].
Theorem 2.1. Under the assumptions mentioned above, the conditional proba-

bility density of the signal St, given the observations {Y ε
s , 0 ≤ s ≤ t}, is given by

(ρεt)
−1 [ (1−G(t)) δ0(x) + qεt (x) ],(2.5)
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where

qεt (x) = f(x)

∫ t
0

g(r) exp

[
x

ε2
(Y ε
t − Y ε

r )−
x2

2ε2
(t− r)

]
dr,

ρεt = 1−G(t) +

∫
R

qεt (x) dx.

Using Îto’s differentiation rule, one may easily check that the density qεt (x) satisfies
the following Îto stochastic differential equation,

dqεt (x) = f(x)g(t) dt +
x

ε2
qεt (x) dY

ε
t ,(2.6)

with initial value qε0(x) = 0 for all x ∈ R. This is the Duncan–Mortensen–Zakai
equation of nonlinear filtering for the conditional distribution outside the origin, and
it may be derived directly using the infinitesimal generator of the Markov process
{St, t ≥ 0}. The Duncan–Mortensen–Zakai equation suggests that to calculate the
optimal filter estimates we have to solve a stochastic partial differential equation on-
line. It can indeed be shown that no finite-dimensional sufficient statistic exists for this
problem. Since we need such a finite-dimensional statistic, which can be updated on-
line in a recursive manner for practical implementation, we will propose and analyze
finite-dimensional approximations to the infinite-dimensional optimal filter objects in
the following sections.

3. Differential-geometric approximations. The first finite-dimensional ap-
proximation that we wish to consider uses projection operators in a space of unnor-
malized probability densities to map the infinite-dimensional optimal filtering objects
onto fixed finite-dimensional structures. The appropriate framework for this approxi-
mation method is given by the differential-geometrical theory of statistical information
and in particular the theory of statistical manifolds. For an excellent introduction to
these relatively new fields, the reader is referred to the book by Amari [1] for the
general theory and to the papers by Kulhavý [17, 18, 19] for its application to pa-
rameter estimation problems. Most important for the approach we wish to take here
is the recent application of differential-geometric methods to the filtering problem for
nonlinear diffusions [4, 5, 12]. Our analysis forms an extension of the work reported
there, and we have therefore tried to keep our notation consistent with these papers
whenever possible.

The main idea of our approach will be that we define a finite-dimensional sta-
tistical manifold H1/2 in the infinite-dimensional space of unnormalized probability
densities. A basis will be derived for the tangent space in every point of this manifold,
and we can use these to define a local projection operator which maps the infinitesimal
increments generated by the nonlinear filtering equations onto such tangent spaces.
The resulting stochastic vector field on H1/2 then defines our nonlinear filter.

In order to use a Hilbert space structure, we will work in the space of square
roots of unnormalized probability densities. Let M be the set of all (not necessarily
normalized) finite nonnegative measures κ on R which are absolutely continuous with
respect to Lebesgue measure and have Radon–Nikodym derivatives p which are strictly
positive Lebesgue-almost everywhere. Then we have that the function

√
p : x �→√

p(x) is an element of L2, the Hilbert space of Lebesgue-square integrable functions
from R to R

+ \ {0}. Denote the subspace of L2 consisting of such square roots of
strictly positive densities by R. We define on it a metric dR induced by the norm
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‖ · ‖L2 , which in turn defines the Hellinger metric dM on the set of measures κ we
started with:

dM(κ1, κ2) = dR(
√
p1,

√
p2) = ‖√p1 −√p2‖L2

=

√∫
R

(
√

p1(x)−
√

p2(x) )2 dx.

To find a recursive approximation for the infinite-dimensional optimal filter, we
have to define finite-dimensional structures in the infinite-dimensional space R. We
will therefore consider an m + 1-dimensional manifold N (with m ∈ N), which as a
subset of R is imbedded in the larger Hilbert space L2. This means that N is locally
homeomorphic to R

m+1 and is thus described locally by a chart: if
√
p ∈ N , then there

exists an open neighborhood H1/2 of
√
p in N and a homeomorphism ϕ : H1/2 → Θ

onto an open and convex subset Θ of R
m+1. We will assume that there exists in fact

one global and smooth coordinate chart for the entire manifold, so we will consider
manifolds H1/2 defined by

H1/2 = {
√

p(·, θ) : θ = (θ0, θ1, . . . , θm) ∈ Θ} = ϕ−1(Θ),

where {
∂ϕ−1(θ)

∂θ0
,
∂ϕ−1(θ)

∂θ1
, . . . ,

∂ϕ−1(θ)

∂θm

}

is assumed to be a set of linearly independent vectors in L2 for all θ ∈ Θ. To find the
differential-geometric structure of such manifolds H1/2 around a point

√
p ∈ H1/2, we

consider smooth maps α : ]−ν, ν[ → H1/2 (ν > 0) such that α(0) =
√
p. The Fréchet

derivative of α in zero Dα(0), defined by

lim
t→0

‖α(t)− α(0)−Dα(0) · t‖L2

t
= 0,

can be interpreted as a tangent vector to the curve α on the manifold H1/2. We
therefore define the tangent vector space T√pH1/2 in

√
p to H1/2 as the set of all

possible Fréchet derivatives Dα(0) for all such maps α:

T√pH1/2 = {Dα(0) : α smooth map ]− ν, ν[ → H1/2 with α(0) =
√
p }.

This is a linear subspace of L2, which we may calculate more explicitly. Let α =
ϕ−1 ◦ ᾱ, where t→ ᾱ(t) is a smooth map from ]− ν, ν[ to Θ with ᾱ(0) = θ for a fixed
θ ∈ Θ. Then we may apply the chain rule to α : t→√p(·, ᾱ(t)) to find

Dα(0) = D
√

p(·, ᾱ(t))
∣∣∣
t=0

=

m∑
k=0

∂
√

p(·, θ)
∂θk

ᾱ′
k(0)

=

m∑
k=0

1

2
√

p(·, θ)
∂p(·, θ)
∂θk

ᾱ′
k(0),

which shows that

T√
p(·,θ)H1/2 = span

m⋃
k=0

{Bk(·, θ)}, Bk(·, θ) =
1

2
√

p(·, θ)
∂p(·, θ)
∂θk

.(3.1)
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The functions Bk(·, θ) are linearly independent since ϕ was assumed to be a chart,
so they form a basis for the m + 1-dimensional tangent space in the point

√
p(·, θ)

on the manifold. The inner products of the basis elements in L2 generate a matrix
function H(θ):

〈Bi(·, θ) , Bj(·, θ)〉L2 =

∫
R

1

4p(x, θ)

∂p(x, θ)

∂θi

∂p(x, θ)

∂θj
dx

def
= 1

4 Hij(θ).

In all points of the manifold
√

p(·, θ) ∈ H1/2 where this matrix is invertible, we
can define an orthogonal projection operator Πθ which maps linear subspaces of L2

containing the finite-dimensional tangent vector space (3.1) onto this tangent vector
space, using the formula

v
Πθ�−→

m∑
i=0


 m∑
j=0

4 [H(θ)]−1
ij 〈v, Bj(·, θ)〉L2


 Bi(·, θ).(3.2)

In this paper we will use a special class of parametrized families of densities, the
finite-dimensional unnormalized exponential families. An unnormalized exponential
family is given by

H1/2 = {
√

p(·, θ), θ ∈ Θ}, p(x, θ) = f(x) exp

[
m∑
k=0

θkck(x)

]
,(3.3)

where m is a strictly positive integer, {c0, . . . , cm} is a set of linearly independent
scalar functions on R, and f is the probability density of the jump size X, as intro-
duced in the previous section. The parameter vector θ = (θ0, θ1, . . . , θm) is restricted
to lie in the parameter set Θ, which is an open nonempty convex subset of R

m+1

satisfying

Θ ⊆ Θ0
def
=

{
θ ∈ R

m+1 :

∫
R

f(x) exp

[
m∑
k=0

θkck(x)

]
dx < ∞

}
.

Throughout this paper we will use the manifold generated by ck(x) = xk for k =
0, 1, . . . ,m, with m an even strictly positive integer, and Θ = {θ ∈ R

m+1, θm < 0}.
On such manifolds, the differential-geometric structure turns out to be a particularly
transparent one. The basis vectors of the tangent space in

√
p(·, θ) are given by

Bk(x, θ) =
1

2
√

p(x, θ)

∂p(x, θ)

∂θk
= 1

2x
k
√

p(x, θ)(3.4)

for k = 0, 1, . . . ,m, and if we define

ηk(θ)
def
=

∫
R

ck(x)p(x, θ) dx =

∫
R

xkp(x, θ) dx,

we find that the earlier defined inner product matrix H(θ) for the basis elements of
the tangent space in a point

√
p(·, θ) on the manifold is equal to

Hij(θ) = 4 〈Bi(·, θ), Bj(·, θ)〉L2 = ηi+j(θ).(3.5)
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The matrix H(θ) will be differentiable with respect to θ for all θ ∈ Θ if all finite order
moments of the jump size X exist, since

∂ηi

∂θj
=

∫
R

xi
∂p(x, θ)

∂θj
dx =

∫
R

xi+j p(x, θ) dx = ηi+j(θ) = Hij(θ).(3.6)

For θ ∈ Θ the matrix H(θ) will also be invertible, because if H(θ)y = 0 for some
vector y ∈ R

m+1, then

0 =
m∑
i=0

m∑
j=0

yiHij(θ)yj =

m∑
i=0

m∑
j=0

∫
R

yix
i+jyjp(x, θ) dx

=

∫
R

(
m∑
i=0

yi x
i

)2

p(x, θ) dx,

which implies that y is the zero vector in R
m+1 since p is strictly positive Lebesgue-

almost everywhere. We remark that the matrix H(θ) coincides with the Fisher infor-
mation matrix for our class of problems, since we can write it as

Hij(θ) =

∫
R

∂ ln p(x, θ)

∂θi

∂ ln p(x, θ)

∂θj
p(x, θ) dx.

The most important structural property is (3.6). It is exploited repeatedly in
[4, 5], and it will play a central role in our analysis as well. A density from the
exponential family may be characterized in terms of the θ-coordinate system, or the
η-coordinate system, and on Θ the two are related by a diffeomorphism η = η(θ),
which has the Fisher information matrix H as its Jacobian. In terms of Amari [1],
the pair (θ, η) forms a dual coordinate system. However, our particular choice for
this exponential family is not just motivated by this important property but also by
other information theoretic considerations, since it may be shown that it is in fact the
class of densities which maximize the entropy of a density with respect to Lebesgue
measure once its m+ 1 moments {η0, . . . ηm} have been specified.

The difference between our problem and the nonlinear filtering problem for dif-
fusions treated in [5] lies mainly in the fact that our state equation does not evolve
smoothly (in fact, not even continuously) and that its evolution depends on two
stochastic variables (the jump size X and the jump time τ). We have seen in the
previous section that the conditional distribution of the signal {St, t ≥ 0} consists
of a Dirac measure in the origin and a smooth density outside the origin, and for
reasons which will become clear later on we do not want to project that part of the
conditional distribution which is represented by the Dirac measure. It will therefore
be more convenient to apply the projection method to the Duncan–Mortensen–Zakai
equation (2.6) for the absolutely continuous part of the density qεt (x) which we defined
in Theorem 2.1:

dqt(x) = f(x)g(t) dt +
x

ε2
qt(x) dY

ε
t ,(3.7)

with initial condition q0(x) = 0 for all x ∈ R. Note that we will suppress the ε-
dependency of this conditional density in our notation from now on.

Our definition of the exponential family also differs from the manifolds used for
diffusion processes in the sense that the densities in our manifold are not normalized.
In fact the differential-geometric structure takes the form of a cone: all scalar multiples
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of a certain density on the manifold also lie on the manifold because of the introduction
of the extra parameter θ0. This is important, since the Duncan–Mortensen–Zakai
equation (3.7) provides an unnormalized version of the conditional density outside
the origin, and the normalization constant turns out to have a particular significance
in our case. Indeed,

P(t ≥ τ | Yεt ) = P(St �= 0 | Yεt ) =

∫
R
qt(x) dx∫

R
qt(x) dx+ 1−G(t)

,(3.8)

so the normalization constant is linked to the probability that a jump has occurred,
and estimation of its value using the parameter θ0 will thus be essential.

Note that alternatively we could have directly defined a projection filter with-
out these modifications, when using projections on measures consisting of convex
combinations of the Dirac delta measure and members of the family of exponential
distributions

p̃(dx, θ) = γ δ0(dx) + (1− γ)
f(x)eθ1c1(x)+···+θkck(x)∫

R
f(u)eθ1c1(u)+···+θkck(u)du

dx,

where the parameter γ replaces the old parameter θ0:

γ =
1−G(t)

1−G(t) + eθ0
∫

R
f(u)eθ1c1(u)+···+θkck(u)du

∈ [0, 1].

However, our present formulation involves only measures which are absolutely con-
tinuous with respect to Lebesgue measures, and since this allows us to work directly
with density functions, it is slightly more convenient.

To simplify the calculations on our statistical manifold we will work with the
Stratonovich form of the Duncan–Mortensen–Zakai equation:

dqt(x) =

[
f(x)g(t)− x2

2ε2
qt(x)

]
dt +

x

ε2
qt(x) ◦ dY ε

t ,

and the differential equation for
√
qt ∈ L2 thus becomes

d
√

qt(x) =

[
f(x)g(t)

2
√

qt(x)
− x2

4ε2

√
qt(x)

]
dt +

x

2ε2

√
qt(x) ◦ dY ε

t .

To simplify notation we rewrite this as

d
√
qt = P1(

√
qt) dt + P2(

√
qt) ◦ dY ε

t ,

with the nonlinear operators Pi (i = 1, 2) on L2 defined in an obvious way. To make
sure that these operators do indeed map back into L2 when we apply them to our
approximate densities p(·, θ), we need the following condition:

For all θ ∈ Θ we have that∫
R

x4 p(x, θ) dx < ∞ and

∫
R

f(x)2

p(x, θ)
dx < ∞.(A)

The first part of this condition is rather mild, and the second part will be satisfied
if the tails of the density f vanish rapidly enough. We will see that both parts of
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condition (A) are not necessary to formulate our approximate filter, but they are
needed if one wants to interpret the filter as the result of a projection in L2.

The operators Πθ ◦ Pi, with Πθ as defined in (3.2), now generate a stochastic
vector field on the manifold H1/2:

d
√

p(·, θt) =
[
Πθt ◦ P1(

√
p(·, θt))

]
dt +

[
Πθt ◦ P2(

√
p(·, θt))

]
◦ dY ε

t .(3.9)

Note that we will always use the notation q for the real unnormalized conditional
density outside the origin, and p for its projection.

Our aim is now to describe the evolution of the density in terms of our parameter
vector θt, i.e., we want to find a stochastic differential equation for the result of the
inverse mapping from the trajectory of projected densities on the manifold H1/2 into
our parameter set Θ ⊆ R

m+1. It turns out that we can easily extend the analysis that
was carried out in [4] for diffusion processes.

Theorem 3.1. Let the conditions of the previous section and condition (A) be
satisfied. Then the parameter vector θt describing the filter (3.9) on the manifold
generated by the exponential family (3.3) with ck(x) = xk satisfies the Stratonovich
stochastic differential equation

(3.10)

dθt = g(t) [H(θt)]
−1




1
EX
EX2

...
EXm


 dt − 1

2ε2




0
0
1
...
0


 dt +

1

ε2




0
1
0
...
0


 ◦ dY

ε
t ,

with the matrix function H defined as before by

Hij(θt) =

∫
R

xi+jp(x, θt) dx = θi+j .

This stochastic differential equation has a unique solution up to the (possibly infinite)
almost surely strictly positive exit time inf{t ≥ 0 : θt �∈ Θ}.

Proof of Theorem 3.1. We deal with the two terms in (3.9) separately. For the
first one we find, using (3.2),

Πθt ◦ P1(
√

p(·, θt))

=

m∑
i=0

m∑
j=0

4 [H(θt) ]
−1
ij

[∫
R

P1(
√
p)(x)Bj(x, θt) dx

]
Bi(·, θt)

=

m∑
i=0

m∑
j=0

4 [H(θt)]
−1
ij

[∫
R

(
f(x)g(t)

2
√

p(x, θt)
− x2

4ε2

√
p(x, θt)

)
1
2x

j
√

p(x, θt) dx

]
Bi(·, θt)

=

m∑
i=0

m∑
j=0

[H(θt)]
−1
ij

[
g(t)EXj − ηj+2

t

2ε2

]
Bi(·, θt).

Analogously, the second vector field can be shown to satisfy

Πθt ◦ P2(
√

p(·, θt)) =

m∑
i=0

m∑
j=0

[H(θt)]
−1
ij

[
ηj+1
t

ε2

]
Bi(·, θt).



CHANGE DETECTION USING NONLINEAR FILTERS 479

But since

d
√

p(·, θt) =

m∑
i=0

[
1

2
√

p(·, θ)
∂p(·, θ)
∂θi

∣∣∣∣
θ=θt

◦ d(θt)i
]

=

m∑
i=0

Bi(·, θt) ◦ d(θt)i,

equating the coefficients in front of the basis vectors Bi(·, θt) of the tangent space in√
p(·, θt) then gives that

(dθt)i = g(t)

m∑
j=0

[H(θt)]
−1
ij EXj dt − 1

2ε2

m∑
j=0

[H(θt)]
−1
ij ηj+2

t dt

+
1

ε2

m∑
j=0

[H(θt)]
−1
ij ηj+1

t ◦ dY ε
t

= g(t)

m∑
j=0

[H(θt)]
−1
ij EXj dt − 1

2ε2
1{i=2} dt +

1

ε2
1{i=1} ◦ dY ε

t ,

because of (3.5). Existence and uniqueness of a solution of this equation up to the
almost surely positive exit time inf{t > 0 : θt �∈ Θ} is guaranteed since we showed
before that [H(θ)]−1 exists for all θ ∈ Θ and since H(θ) is infinitely many times dif-
ferentiable with respect to θ on this set, its inverse certainly satisfies a local Lipschitz
condition.

Some care must be taken when defining the initial conditions for the stochastic
differential equation for θt. At time t = 0 the density outside the origin is equal to
q0(x) = 0 for all x, which would mean that θ0 = −∞ and that the other values in
the θ-vector can be chosen arbitrarily. We can overcome this problem by looking at
the moments vector η instead of θ. We have remarked before that on the domain Θ
the θ-vectors and η-vectors are related by a diffeomorphism. If we look at a small
time δ > 0, we see from the Duncan–Mortensen–Zakai equation (3.7) that qδ(x)
approximately equals f(x)g(0)δ. By (3.6), we have H(θt) ◦ dθt = dηt, so rewriting
(3.10) in terms of moments gives

dηt = g(t)




1
EX
EX2

...
EXm


 dt − 1

2ε2
[H(θt)]




0
0
1
...
0


 dt +

1

ε2
[H(θt)]




0
1
0
...
0


 ◦ dY

ε
t ,

so the moments ηδ at time δ are approximately equal to g(0)δ times the moments of
X, as the expression for qδ confirms. These moments will then uniquely determine the
value of the parameter vector θδ, which may then be used as the initial condition for
the stochastic differential equation for θt. Note that this is the only place where our
assumption that g(0) be strictly positive is explicitly needed, and if one is prepared
to formulate alternative initial conditions for the approximate filter this assumption
can be weakened.

Equation (3.10) for the evolution of θt has a remarkably simple structure. In
particular, since it has a constant diffusion coefficient, the Stratonovich and Îto
forms of the stochastic differential equation coincide, and every Euler scheme to
find numerical approximations to its solution will coincide with a Milstein scheme,
guaranteeing strong convergence of order one [16]. Moreover, it is quite easy to
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give a clear interpretation of the stochastic differential equation. Since qt approx-
imates the conditional density of St outside the origin, i.e., the conditional den-
sity of X, we can interpret the stochastic differential equation for θt as the sum
of two separate vector fields. The first one keeps the conditional density of X
close to the prior density of X: since dηt = H(θt) ◦ dθt, the solution of dθt =
g(t) [H(θt)]

−1 [ 1 EX . . . EXm ]T dt would simply be G(t) = P(t < τ) times
that density on the manifold which has the same first m moments as X. The second
vector field dθt = − 1

2ε2 [0 0 1 . . . 0]T dt + 1
ε2 [0 1 0 . . . 0]T ◦ dY ε

t describes the
evolution of the Kalman filter for a Gaussian distributed random variable X observed
in white noise of intensity ε2. Before the jump, Y ε

t = εWt and the influence of the
stochastic increment dY ε

t will be small, while after the jump it will become significant
due to the nonzero drift in Y ε

t .
The fact that the diffusion coefficient vector in the stochastic differential equa-

tion for θt is a constant vector is a consequence of our choice of the basis func-
tions {c0(x), . . . , cm(x)} which generate the exponential family. The diffusion coef-
ficient vector will always be constant if the function j in the observation equation
dY ε

t = j(St) dt + ε dWt (in our case simply j(x) = x) and its square (in our case
j(x)2 = x2) are both in the linear space spanned by the functions {c0(x), . . . , cm(x)}.
A proof is given in [4] for nonlinear filtering problems where the signal St is a diffusion
instead of a jump process, and this result carries over directly to our case.

4. Statistical approximations. In the previous section, the conditional prob-
ability distribution of our original signal process {St, t ≥ 0} was approximated by a
member of a finite-dimensional family of distributions. Another possible approxima-
tion to the optimal filter can be found by applying the Kushner–Stratonovich equation
of nonlinear filtering. This equation describes the evolution of conditional statistics
in time by means of a stochastic differential equation driven by the observation pro-
cess {Y ε

t , t ≥ 0}. We will use it to find such stochastic differential equations for the
evolution of the moments of our conditional density and then use these equations to
define another approximate filter. To do so, we first state the Kushner–Stratonovich
equation (for the special case where the state noise and observation noise are inde-
pendent) and then derive a stochastic differential equation for the process {St, t ≥ 0}
which makes it possible to apply it to our particular filtering problem.

Let {Vt, t ∈ [0, T ]} be a scalar stochastic process such that V0 is S0-measurable,
with E|V0| <∞ and

dVt = Dt dt + dMt,(4.1)

dY ε
t = St dt + ε dWt.(4.2)

We assume that (see section 2 for the definition of the state filtration St)
• {Mt, t ≥ 0} is a right-continuous square integrable St-martingale with left-
hand limits, which is independent of the Wiener process {Wt, t ≥ 0},

• {Dt, t ≥ 0} is an St-adapted process with E
∫ T
0

D2
u du <∞, and

• {Vt, t ≥ 0} is such that E
∫ T
0
(SuVu)

2 du < ∞.
We will use the notation α̂t = E [αt | Yεt ] for the conditional expectation of

stochastic processes {αt, t ≥ 0} with respect to the observations σ-algebra Yεt . The
Kushner–Stratonovich equation then states that for t ∈ [0, T ] we have [14, 27]

d V̂t = D̂t dt +
1

ε2

(
ŜtVt − Ŝt V̂t

)
dνεt ,(4.3)
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with initial condition V̂0 = EV0. The process

νεt = Y ε
t −
∫ t

0

Ŝu du(4.4)

is called the innovation process, and under the conditions stated it is a Brownian
motion with respect to the observations filtration {Yεt , t ≥ 0}.

In order to be able to apply the Kushner–Stratonovich equation to our problem,
we will now derive a description for the signal {St, t ≥ 0} of the form (4.1). Let
Et = 1{t≥τ} denote, as before, the right-continuous St-measurable process which
jumps from zero to one at time τ . The probability that the jump occurs in the time
interval [t, t + dt] given that it has not occurred before time t equals λ(t)dt + o(dt),
where λ(t) is the hazard rate at time t, defined by

λ(t) =
g(t)

1−G(t)
.

Define the process Mt as Et minus the integral of this hazard rate up to time t ∧ τ
(where we introduce the usual notation a ∧ b for the minimum of a and b):

Mt = Et −Kt, Kt =

∫ t∧τ
0

λ(s) ds = − ln(1−G(t ∧ τ)).

Tedious but straightforward calculations show thatMt is an St-martingale (for details,
see, for example, [9]). But since

t ∧ τ =

∫ t
0

(1− Eu) du,

we have that

Mt = Et + ln[ 1−G(
∫ t
0
(1− Eu)du ) ],

and we thus find the following representation for Et:

dEt = λ(t ∧ τ) (1− Et) dt + dMt

= λ(t) (1− Et) dt + dMt,(4.5)

where we have used the fact that λ(t ∧ τ)(1 − Et) = λ(t)(1 − Et), since if t ∧ τ = τ ,
then 1 − Et = 0. Our original process may now be represented as St = XEt so it
satisfies

dSt = λ(t) (X − St) dt + X dMt,(4.6)

and in fact for arbitrary k ∈ N \ {0}
d(St)

k = λ(t) (Xk − (St)
k) dt + Xk dMt.(4.7)

We can now apply the Kushner–Stratonovich equation to this representation of
our signal process, but we first prove a lemma that will be used to simplify the
equations which it generates.

Lemma 4.1. For all t ∈ [0, T ] and k ∈ N \ {0} we have that, almost surely,

E [Xk − (St)
k | Yεt ] = (1− Êt)EXk.(4.8)
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Proof of Lemma 4.1. Let B be any set in Yεt . Then by definition

∫
B

E [Xk − (St)
k | Yεt ](ω) dP (ω) =

∫
B

(Xk(ω)− (St)
k(ω) ) dP (ω)

=

∫
B

Xk(ω)1{t<τ(ω)} dP (ω)

=

∫
B∩{ω:t<τ(ω)}

Xk(ω) dP (ω).

But we have that the σ-algebra generated by sets of the form B∩{ω : t < τ(ω)} (with
B ∈ Yεt ) is independent of sets in the σ-algebra generated by Xk, since Y ε

t = εWt on
{ω : t < τ(ω)} and the process {Wt, t ≥ 0} is independent of X, so

∫
B∩{ω:t<τ(ω)}

Xk(ω) dP (ω) =

∫
B∩{ω:t<τ(ω)}

EXk dP (ω)

=
(
EXk
) ∫

B

1{t<τ(ω)} dP (ω)

=
(
EXk
) ∫

B

E [1− 1{t≥τ} | Yεt ](ω) dP (ω)

=
(
EXk
) ∫

B

(1− Êt(ω)) dP (ω),

and we may now conclude that (4.8) holds by the almost sure uniqueness property of
conditional expectations.

Theorem 4.2. Let the random variables X and τ and the stochastic processes
{St, t ≥ 0} and {Y ε

t , t ≥ 0} be defined as in section 2, and let X and τ satisfy all

conditions mentioned in that section. Then the optimal filter estimate Ŝt = E [St | Yεt ]
and higher order moments for t ∈ [0, T ] are generated by the following Îto stochastic
differential equations (k ∈ N \ {0}):

dÊt = λ(t)(1− Êt) dt +
1

ε2
Ŝt(1− Êt) dν

ε
t ,(4.9)

dE [(St)
k | Yεt ] = λ(t)EXk(1− Êt) dt(4.10)

+
1

ε2

(
E [(St)

k+1 | Yεt ]− Ŝt E [(St)
k | Yεt ]
)
dνεt ,

with initial conditions Ê0 = E [(St)
k | Yεt ]t=0 = 0 for all k ∈ N \ {0}, and where the

innovation process {νεt , t ∈ [0, T ]} is defined by (4.4).
Proof of Theorem 4.2. The conditions for application of the Kushner–Stratonovich

equation are obviously satisfied for the process Et since

E

∫ T
0

[λ(u)(1− Eu)]
2du ≤

∫ T
0

λ(u)2du <∞

(note that λ(t) is finite for all t ≥ 0 and continuous since we assumed that g(t) is

continuous and G(t) < 1 for all t ≥ 0) and E
∫ T
0
|EuSu|du < T · E|X| < ∞. Here

and in the rest of the proof we use the fact that all finite order moments of X exist
because of condition (2.3), which implies that E|X|k <∞ for all k ≥ 0.
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Since {Wt, t ≥ 0} was assumed to be independent of X and τ , it is independent
of {Mt, t ≥ 0}. The Kushner–Stratonovich equation applied to (4.5) thus results in

dÊt = λ(t)(1− Êt) dt +
1

ε2
( ŜtEt − ŜtÊt ) dν

ε
t

= λ(t)(1− Êt) dt +
1

ε2
Ŝt(1− Êt) dν

ε
t ,(4.11)

where we have used the fact that StEt = St. The initial condition is Ê0 = E(E0) = 0.
To find the conditional moments E [(St)

k | Yεt ] for k ∈ N \ {0}, we use (4.7). Since X
is St-measurable and independent of τ , and E|X|2k <∞, the process {XkMt, t ≥ 0}
is again a square integrable St-martingale which is independent of {Wt, t ≥ 0}. The
two other conditions for the Kushner–Stratonovich formula are satisfied as well, since

E

∫ T
0

(Xk − (Su)
k)2λ(u)2du ≤ E|X|2k

∫ T
0

λ(u)2du < ∞,

E

∫ T
0

|(Su)kSu|du ≤ T · E|X|k+1 < ∞.

We therefore have that for k ∈ N \ {0}
dE [(St)

k | Yεt ] = λ(t)E [Xk − (St)
k | Yεt ] dt(4.12)

+
1

ε2

(
E [(St)

k+1 | Yεt ]− Ŝt E [(St)
k | Yεt ]
)
dνεt ,

with initial condition E [(St)
k | Yεt ]t=0 = E[(St)

k]t=0 = 0.
Using the result of Lemma 4.1, we see that (4.12) can be simplified to

dE [(St)
k | Yεt ] = λ(t)EXk(1− Êt) dt(4.13)

+
1

ε2

(
E [(St)

k+1 | Yεt ]− Ŝt E [(St)
k | Yεt ]
)
dνεt .

This proves Theorem 4.2.
Note that E [(St)

k | Yεt ], the conditional moment of order k, depends on the
conditional moment of order k + 1, E [(St)

k+1 | Yεt ], so (4.9)–(4.10) do not form a
closed set of equations. If we want to use these equations to define a finite-dimensional
approximation to the optimal filter, we need to use an appropriate closure formula to
approximate higher order moments in terms of lower order moments. One possible
closure formula, which was proposed in [11], assumes the third order central moment

to be zero at all times, i.e., E [(St − Ŝt)
3 | Yεt ] = 0 for all t ∈ [0, T ].

This closing of the infinite set of moment equations that has now been generated,
by expressing higher order moments in terms of lower order moments, means that we
restrict our densities to belong to a specific family of distributions. As was pointed
out earlier in [4], the a priori assumption that the conditional density will belong
to this family at every time instant is often incorrect. But it was shown in the same
paper that a sound mathematical basis can be given for this so-called assumed density
principle in some cases which involve the filtering of nonlinear diffusions, by showing
that the resulting filter is equivalent to a projection in probability density space, like
the one we described in the preceding section. In the next section we will show that
this idea can be applied to our change detection problem as well, and that we can
gain considerable insight into the nature of such problems in doing so.
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5. The assumed density principle. To formulate our differential-geometric
approximate filter of section 3 in terms of the conditional moments it generates, we
define, bearing in mind the interpretation of the normalization constant given in (3.8),
the following statistics (where ≈ means approximates):

Ět =

∫
R
p(x, θt)dx∫

R
p(x, θt)dx+ 1−G(t)

≈ P(t ≥ τ | Yεt ),

X̌t =

∫
R
xp(x, θt)dx∫

R
p(x, θt)dx

≈ E[X | Yεt ],

Šnt =

∫
R
xn p(x, θt)dx∫

R
p(x, θt)dx+ 1−G(t)

≈ E[(St)
n | Yεt ],

(5.1)

with n ∈ N, so Š0
t = Et and Š1

t = Št.
We remark that this implies that Št = X̌tĚt, i.e., the conditional estimate of

the signal Št naturally splits into two statistics Ět and X̌t, which approximate the
conditional probability of a jump having occurred and the best estimate of the jump
size, respectively. We have shown in (4.8) that the optimal filter estimates satisfy, for

X̂t = E [X | Yεt ] �= 0,

Ŝt = X̂t

(
1− (1− Êt)

EX

X̂t

)
,

so the optimal filter estimates will in general not satisfy the equation Ŝt = X̂tÊt.
However, this does not imply that the estimate Št which is generated by the

differential-geometric approximation is different from the filter estimate Ŝt generated
by closing the Kushner–Stratonovich equations, as we did in the previous section. We
now show that they are in fact the same if we use (4.9) and (4.10) to calculate the
first m+1 moments and then close the equations in an appropriate way, by choosing
Šm+1
t appropriately.

Theorem 5.1. Let the conditions of Theorem 3.1 be satisfied, and let the process
{θt, t ≥ 0} be defined as in (3.10). Define Ět, Št, and Šnt as in (5.1) for n = 0 . . .m+1.
Then Ět = Š0

t , Št = Š1
t , and Šnt (n = 2 . . .m) satisfy

dŠnt = λ(t) (1− Ět)EXn dt +
1

ε2
( Šn+1

t − Št Š
n
t ) ( dY ε

t − Št dt ),

with initial conditions Šn0 = 0 for all n = 0 . . .m.
Proof of Theorem 5.1. To find the stochastic differential equations for the Šnt (n =

0 . . .m) we must first find the equations for the approximated conditional moments
ηkt (k = 0 . . .m), but this is relatively simple since (3.6) implies that

dηkt = [ ηkt ηk+1
t · · · ηk+mt ] ◦ dθt,

and the result of Theorem 3.1 then gives

dηkt = g(t)EXk dt − ηk+2
t

2ε2
dt +

ηk+1
t

ε2
◦ dY ε

t .(5.2)

Using the Îto form of (5.2),

dηkt = g(t)EXk dt +
ηk+1
t

ε2
dY ε

t ,
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we find by Îto’s differentiation rule that for all k = 0 . . .m,

dŠkt =
dηkt

η0
t + 1−G(t)

− ηkt d(η
0
t + 1−G(t))

(η0
t + 1−G(t))2

− dηkt d(η
0
t + 1−G(t))

(η0
t + 1−G(t))2

+
ηkt d(η

0
t + 1−G(t))d(η0

t + 1−G(t))

(η0
t + 1−G(t))3

=
EXkg(t)dt+ ηk+1

t dY ε
t /ε

2

η0
t + 1−G(t)

− ηkt η
1
t dY

ε
t /ε

2

(η0
t + 1−G(t))2

− ηk+1
t η1

t dt/ε
2

(η0
t + 1−G(t))2

+
ηkt (η

1
t )

2dt/ε2

(η0
t + 1−G(t))3

=
g(t)

1−G(t)

(
1− η0

t

η0
t + 1−G(t)

)
EXk dt

+
1

ε2

(
ηk+1
t

η0
t + 1−G(t)

− ηkt η
1
t

(η0
t + 1−G(t))2

) (
dY ε

t −
η1
t

η0
t + 1−G(t)

dt

)

= λ(t)(1− Ět)EXk dt +
1

ε2
( Šk+1

t − Št Š
k
t ) ( dY

ε
t − Št dt ),

which proves the theorem.
These equations are precisely the same as the ones we derived for the filter of

the previous section, (4.9) and (4.10), if we replace E [Skt | Yεt ] by Škt . It thus follows
that if we close these equations by choosing Šm+1

t appropriately, then the two filters
generate the same estimates almost surely. However, some care must be taken in
finding the appropriate closure formula. For example, in the Gaussian case (m = 2),
we must not choose the third central moment to be equal to zero, as we proposed in
the end of section 4. Since p(x, θt)/

∫
R
p(x, θt)dx is assumed to be Gaussian, and since

a Gaussian variable A satisfies EA3 = [EA] · [3EA2 − 2(EA)2], we have

η3
t

η0
t

=
η1
t

η0
t

(
3
η2
t

η0
t

− 2

(
η1
t

η0
t

)2
)

⇒ Š3
t

Ět
=

Št

Ět

(
3
Š2
t

Ět
− 2

(
Št

Ět

)2
)

.

(5.3)

Only when this more complicated closure formula for E [(St)
3 | Yεt ] in terms of the

lower order moments E [(St)
2 | Yεt ], E [St | Yεt ], and E [Et | Yεt ] is used will the

estimates generated by the Kushner–Stratonovich equation be the same, almost surely,
as those generated by our differential-geometric approximation.

6. A three-dimensional filter. Although the filter derived in section 3 using
differential-geometric methods is thus equivalent to the filter derived in section 4
when the correct closure formula is used, there are certain advantages of the first
parametrization. We already mentioned the fact that better schemes can be used to
calculate numerical approximations of (3.10). Another advantage is the much more
intuitive structure of the filter. If we define the a priori moments of the jump size X
as Pn = E(X − EX)n, and the approximate filter estimates

P̌n
t =

∫
R
(x− X̌t)

np(x, θt)dx∫
R
p(x, θt)dx

≈ E[(X − E [X | Yεt ])n | Yεt ],
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then one may show by a tedious but straightforward exercise in Stratonovich calculus
[23] that for n = 2 . . .m,

dĚt = λ(t)(1− Ět) dt + Ět(1− Ět)
X̌t

ε2
( dY ε

t − Št dt ),(6.1)

dX̌t = λ(t)
1− Ět

Ět
(EX − X̌t) dt +

P̌ 2
t

ε2
( dY ε

t − X̌t dt ),(6.2)

dP̌n
t = λ(t)

1− Ět

Ět

[
Pn − P̌n

t + n(Pn−1 − P̌n−1
t ) (EX − X̌t)

+

n−2∑
k=0

(
n
k

)
P k(EX − X̌t)

n−k
]
dt

− n P̌ 2
t

ε2
[
P̌n
t − 1

2 (n− 1) P̌ 2
t P̌

n−2
t

]
dt

+
1

ε2
[ P̌n+1

t − nP̌ 2
t P̌

n−1
t ] (dY ε

t − X̌t dt).

These stochastic differential equations can be interpreted as the sum of vector fields
which drive the conditional density to the a priori density of X (and these dominate
before the jump when Ět will be close to zero), vector fields which resemble those of
the Kalman filter for a constant signal (which dominate after the jump when Ět will
be close to one), and some extra terms which make sure we do not leave the manifold
that we project upon.

Note that the terms involving the innovation process in the equations for P̂n
t (n =

2 . . .m) will all be zero if and only if the central moments satisfy the equation P̂n+1
t =

nP̂ 2
t P̂

n−1
t for n = 0 . . .m. Since we have that P̂ 0

t = 1 and P̂ 1
t = 0 for all t ≥ 0, this

will be the case if for all n ∈ N,

P̂ 2n
t = (P̂ 2

t )
n · 2−n (2n)!

n!
, P̂ 2n+1

t = 0,

i.e., the first m + 1 central moments should be the same as those of a Gaussian
distribution. This suggests that the equations will become even simpler if both X
and our manifold are Gaussian, which is exactly the exponential family we get if
we take m = 2 and the parameter set Θ = {(θ0, θ1, θ2) : θ2 < 0}. In the rest of this
section we will analyze the detection and estimation scheme when such a manifold of
unnormalized Gaussian densities is used.

If we substitute the relation Št = X̌tĚt into the stochastic differential equation for
Ět given by (6.1), we see the close connection with the celebrated Shiryayev–Wonham
detector for known jump sizes. As we remarked in section 2, if we assume that the
jump size X is known a priori, say X = a, then the conditional probability that the
jump has occurred πt = P(t ≥ τ | Yεt ) is finite-dimensionally computable. In fact, it
follows the Shiryayev–Wonham equation [22, 28] that

dπt = λ(t)(1− πt) dt + πt(1− πt)
a

ε2
(dY ε

t − aπt dt), π0 = 0.(6.3)

Our estimate of the probability that a jump has occurred satisfies a modified version
of this Shiryayev–Wonham equation, where a known jump size X = a in the equation
is replaced by a time-varying estimated jump size X̌t. For m = 2 our differential-
geometric approximation thus becomes a mixture of modified Kalman filter equations
and this adaptive Shiryayev–Wonham equation:
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Št = Ět X̌t,

dĚt = λ(t)(1− Ět) dt + Ět(1− Ět)
X̌t

ε2
( dY ε

t − X̌tĚt dt ),

dX̌t = λ(t)
1− Ět

Ět
(EX − X̌t) dt +

P̌ 2
t

ε2
( dY ε

t − X̌t dt ),

dP̌ 2
t = λ(t)

1− Ět

Ět
[ (EX − X̌t)

2 + Var X − P̌ 2
t ] dt − (P̌ 2

t )
2

ε2
dt,

with Ě0 = 0, P̌ 2
0 = Var X, and X̌0 = EX.

In Figure 1, a block diagram of the filter is given, which highlights the decom-
position of the problem in a detection and an estimation part, which communicate
through the jump size estimate X̌t and the conditional probability ratio (1− Ět)/Ět.
We remark that the original optimal detection and estimation problem as we for-
mulated it cannot be solved recursively because we want to perform detection and
estimation simultaneously. If the estimation problem would be trivial (i.e., if we would
know the jump size X immediately after the jump), the detection problem could be
solved recursively, since we can then use a Shiryayev–Wonham filter tuned at a = X.
If the detection problem would be trivial (i.e., we would know immediately after time
τ that a jump has occurred), then the estimation problem could be solved recursively,
since we could simply start a Kalman filter at time τ .

In our combined problem, however, we must make sure that the Kalman filter
does not start filtering too early, since it would then filter the zero signal for some time
while its conditional variance P̌ 2

t would decrease, making its reaction too slow when
the jump does indeed occur. The likelihood ratio term in the equation for P̌ 2

t , which

+

St

Shiryayev−Wonham Detector

Likelihood Ratio

Et

Xt

−

λ t

Y
t

Kalman Filter

^

^

^

+
−

Fig. 1. Structure of the three-dimensional approximating filter.
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pulls the conditional variance P̌ 2
t back to the variance of X as long as Ět is small,

prevents this from happening. After the jump has occurred, a good estimate of X
should quickly become available, and the stochastic differential equation for Ět will
then resemble the Shiryayev–Wonham equation. We therefore expect the estimate
for the conditional probability that a change has occurred to converge to one quite
quickly after that. We will see in the simulation studies of section 8 that this will
indeed be the case. But first we must make sure that the three-dimensional filter that
we have just defined has a finite, nonexploding global solution for all t ≥ 0. This will
be the subject of the next section.

7. Existence and uniqueness of filter estimates. When we derived the equa-
tions for our new nonlinear filter in section 3, we defined it only up to the exit time
inf{t ≥ 0 : θt �∈ Θ}. In this section we will show that for the three-dimensional filter
that we defined in the preceding section, this exit time will be equal to infinity almost
surely under rather mild conditions. This means that a unique, well-defined, finite,
nonexploding solution for the stochastic differential equations exists for all t ≥ 0, a
fact which has not yet been proven for the diffusion case [4].

The filter equations suggest that it will be convenient to work with the scaled
likelihood ratio process defined by

Žεt = ε2 · Žt = ε2 · λ(t)1− Ět

Ět
.

We remark that, strictly speaking, Žt is not defined at t = 0 since Ě0 = 0 but as
we remarked before, it can be defined after an arbitrarily small time step, in the
same way as we suggested in the discussion after the proof of Theorem 3.1. A simple
application of Îto’s differentiation rule shows that we may rewrite the filter equations
in the following form:

dŽεt = Žεt

[
−Žεt + ε2

g′(t)
g(t)

+ X̌t(X̌t − St)

]
dt

ε2
− Žεt X̌t

dWt

ε
,(7.1)

dX̌t = [ Žεt (EX − X̌t) + P̌ 2
t (St − X̌t) ]

dt

ε2
+ P̌ 2

t

dWt

ε
,(7.2)

dP̌ 2
t = [ Žεt ( (EX − X̌t)

2 + Var X − P̌ 2
t ) − (P̌ 2

t )
2 ]

dt

ε2
.(7.3)

This shows that the natural time scale is of order ε2.
Using this representation of the filter, we can now prove that the filter equations

will indeed have a solution. To do so we shall use the following result.
Theorem 7.1. Consider the m + 1-dimensional stochastic differential system

defined by

Dt = Dt0 +

∫ t
t0

b(s,Ds) ds +

∫ t
t0

σ(s,Ds) dWs,(7.4)

with {Wt, t ≥ t0} a standard Wiener process. Denote the generator of this process by

L = ∂
∂t +
∑
i

bi
∂
∂xi

+ 1
2

∑
i,j

σiσj
∂2

∂xi∂xj
,
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and suppose the following:
1. Dt0 is independent of {Wt, t ≥ t0}.
2. Both b and σ are functions R× R

m+1 → R
m+1 such that for all R > t0 and

every x, y in the compact set UR def
= {d : ‖d‖ ≤ R} and all t0 ≤ s ≤ R, there

exists a constant MR such that

‖b(s, x)− b(s, y)‖ + ‖σ(s, x)− σ(s, y)‖ ≤MR ‖x− y‖,
‖b(s, x)‖ + ‖σ(s, x)‖ ≤MR (1 + ‖x‖).

3. There exists a nonnegative function V (t, d) : R × R
m+1 → R

+, twice differ-
entiable with respect to d, such that

lim inf
R→∞

inf
‖d‖>R

V (t, d) = ∞,

which satisfies the linear inequality LV (t, d) ≤ c V (t, d) for some c > 0, for
all d outside a compact set G ⊆ R

m+1 and all t ≥ t0.
Then there exists a solution to (7.4) for every t ≥ t0 (i.e., the solution does not
explode in finite time). This solution is unique up to equivalence, and an almost
surely continuous stochastic process.

A proof of this theorem can be found in [15]; we just remark that the first two
conditions guarantee that the solution is well defined up to the stopping times

tR = inf{t ≥ t0 : ‖Dt‖ ≥ R},
while the last condition guarantees that

P

(
lim
R→∞

tR =∞
)

= 1,

which means we can extend the solution to all times t ≥ t0. We now use this theorem
to conclude that (7.1)–(7.3) have a unique nonexploding solution.

Theorem 7.2. If the function g is differentiable on its entire domain R
+ and

satisfies

sup
t≥0

g′(t)
g(t)

def
= ǧ < ∞,

and the stochastic variable X is bounded, i.e., |X| ≤ X̄ almost surely for some constant
X̄ > 0, then (7.1)–(7.3) have an almost surely continuous solution for all t ≥ 0, which
is unique up to equivalence.

We remark that the condition that X is bounded means that one of the conditions
for the derivation of these equations as a projection is violated, since the density f
is no longer strictly positive Lebesgue-almost everywhere in this case. Although the
equations will have a well-defined solution, they can strictly speaking no longer be
interpreted as a projection in L2.

Proof of Theorem 7.2. The first part of the conditions in Theorem 7.1 is trivially
satisfied, and so is the second part, since all terms may be linearly bounded in the
state variables on a compact domain UR. We have therefore proven the result if we
show that the function

V (X̌t, P̌
2
t , Ž

ε
t ) = (X̌t)

2 + P̌ 2
t + 1

2 Ž
ε
t + (Žεt )

− 1
2(7.5)
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satisfies the third condition. We remark that we have included the term (Žεt )
− 1

2 to
show that Žεt cannot become zero in finite time and that Žεt will thus stay strictly
positive for all times t ≥ 0 if its initial value is chosen to be strictly positive, as
we suggested in the discussion after the proof of Theorem 3.1. Since the differential
equation for P̌ 2

t shows that P̌ 2
t will stay strictly positive as well, this will then imply

that V (X̌t, P̌
2
t , Ž

ε
t ) is strictly positive for all t ≥ 0. Using (7.1)–(7.3), we find that

LV = 2X̌t
ε2

· [ Žt(EX − X̌t) + P̌ 2t (St − X̌t) ] +
(P̌2
t )

2

ε2
+

Žεt
ε2

[ (EX − X̌t)
2 + Var X − P̌ 2t ]

− (P̌2
t )

2

ε2
+

Žεt
2ε2

[−Žε
t + ε2 g′(t)

g(t)
+ X̌t(X̌t − St) ]

− 1
2
(Žε

t )
− 3
2 · Žεt

ε2
[−Žε

t + ε2 g′(t)
g(t)

+ X̌t(X̌t − St) ] + 1
2
· 3
4
(Žε

t )
− 5
2 · (Žεt X̌t)2

ε2

=
Žεt
ε2

[ (EX)2 − 1
4
(X̌t)

2 + Var X − P̌ 2t − 1
2
Žε

t + 1
2
ε2 g′(t)

g(t)
− 1
2
X̌tSt − 1

4
(X̌t)

2 ]

− 2
P̌2
t

ε2
X̌t(X̌t − St) − 1

2

(Žεt )
− 1
2

ε2
[−Žε

t + ε2 g′(t)
g(t)

+ 1
4
(X̌t)

2 − X̌tSt ]

≤ Žεt
ε2

[ (EX)2 + Var X + 1
2
ε2ǧ − 1

4

[
(X̌t)

2 + P̌ 2t + 1
2
Žε

t

]
− 1
2
X̌tSt − 1

4
(X̌t)

2 ]

− 2
P̌2
t

ε2
X̌t(X̌t − St) +

(Žεt )
1
2

2ε2
+

(Žεt )
− 1
2

ε2
[ 1
2
ε2 |ǧ| − 1

8
(X̌t)

2 + 1
2
X̌tSt ].

We have that (Žεt )
1
2 ≤ Žεt + (Žεt )

− 1
2 and we use the inequality by − ay2 ≤ b2

4a (all
y ∈ R) to find that

− 1
2X̌tSt − 1

4 (X̌t)
2 ≤ 1

4 (St)
2 < 1

4X̄
2,

−2X̌t(X̌t − St) ≤ 1
2 (St)

2 < 1
2X̄

2,

− 1
8 (X̌t)

2 + 1
2X̌tSt ≤ 1

2 (St)
2 < 1

2X̄
2,

and therefore

LV ≤ Žεt
ε2

[
(EX)2 +Var X +

1

2
ε2ǧ − 1

4

[
(X̌t)

2 + P̌ 2
t +

1

2
Žεt

]
+

1

4
X̄2

]

+
P̌ 2
t X̄2

2ε2
+

1

2ε2
( Žεt + (Žεt )

− 1
2 ) +

(Žεt )
− 1

2

2ε2
[ ε2 |ǧ|+ X̄2 ],

so we can take, for example, c = 1
2ε2 (2+X̄2+ε2|ǧ|) in the last condition of Theorem 7.1,

and

G = { (x, p, z) : x2 + p+ 1
2z ≤ 4(EX)2 + 4Var X + 2ε2ǧ + X̄2 }.

All conditions of Theorem 7.1 are satisfied, and the filter equations have a unique,
nonexploding solution.

We have thus proven that the algorithm that we derived will be well behaved for
all times t ≥ 0 almost surely, and we can now analyze it in simulation studies in the
next section.

8. Simulation results. In this section we will investigate the performance of
the approximating filters that we defined in previous sections, by means of simulation
studies.

Experiment 1. For the first simulation study we took τ to be an exponentially
distributed stochastic variable with mean 15.0, and the jump size X normally dis-
tributed with zero mean and unit variance. We let the actual jump take place at
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(a) Estimate of E [St | Yε
t ] (b) Estimate of P(t ≥ τ | Yε

t )

Fig. 2. Comparison between optimal and approximate filter, using (3.10).

(a) Estimate of E [St | Yε
t ] (b) Estimate of P(t ≥ τ | Yε

t )

Fig. 3. Comparison between optimal and approximate filter, using moments.

τ = 2.0, and the jump size was taken to be X = 0.5 exactly. The noise parameter ε
was taken 0.10. All filters estimates were calculated on a time interval t ∈ [0.0, 4.0],
using an Euler scheme with step size 4.0 · 10−5.

We first simulated the differential-geometric approximation as formulated in the
previous section, i.e., we took the dimension of the filter m+ 1 = 3, which means we
project upon a manifold of Gaussian densities. In Figures 2 and 3 the results are shown
for two different implementations of our filter. The top graphs show the real condi-
tional estimate of the signal E [St | Yεt ] and the conditional probability that a jump
has occurred P(t ≥ τ | Yεt ). These were obtained by solving the Duncan–Mortensen–
Zakai equation on a grid which divided the interval [−3.0, 3.0] for possible values of
X in 1500 equidistant points. In Figure 2 the filter was implemented by (3.10), the
stochastic differential equation for the parameter vector θt, while in Figure 3 the di-
rect equations for the moments which we derived in the previous section were used.
There are some small differences between the two, which should be attributed to inac-
curacies in the calculation of [H(θt)]

−1 in (3.10) and in the numerical method we use.
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(a) Estimate of E [St | Yε
t ]. (b) Estimate of P(t ≥ τ | Yε

t ).

Fig. 4. Comparison between optimal filter and filter of section 4.

However, in both cases the filter estimates show an excellent behavior both before and
after the change point. Both implementations slightly overestimate the conditional
probability of a jump having occurred, but only after the jump. Around t = 2.6 the
approximate and the exact conditional signal estimate are already indistinguishable.
More importantly, the small delay in detection of the optimal filter (seen to be approx-
imately 0.10 here) is the same for the approximate filter. For an extensive analysis
of such detection delays in the optimal filter and its suboptimal approximations, the
reader is referred to [11] and [23].

For comparison, Figure 4 shows a simulation of the same model setup for the
approximating filter which we derived in section 4, where conditional moments are
generated by using the Kushner–Stratonovich equation and the assumption that the
third order central conditional moment is equal to zero. We showed in (5.3) that this
filter, which was proposed in [11], is not equivalent to our filter and its behavior is
seen to be a lot worse. Although it will estimate both the signal and the conditional
probability correctly in the long run, its behavior before the change is totally unac-
ceptable. Indeed, the conditional probability is negative most of the time, and the
estimates of the signal before the change are not close to the true value zero at all.

Experiment 2. To show that the excellent results for our differential-geometric
approximation are not just a consequence ofX being Gaussian, we performed a second
set of simulations in which X was taken to be uniformly distributed on [0, 2]. The
jump time was given the same distribution as in the first set of experiments, and the
actual jump time was again taken to be τ = 2.0. The jump size was taken equal to
X = 1.0, and ε = 0.10.

Figure 5 shows the estimates generated by our approximate filter, implemented by
(3.10). The detection delay of 0.10 is almost exactly the same as for the optimal filter,
and good filter estimates are produced almost directly after that. Apparently the
algorithm works quite well for a jump size X with a uniform distribution, even though
this distribution cannot be approximated very well on the exponential manifold that
we project upon. In practice this is not important, since after the jump the behavior
in the center of the state space can be shown to be asymptotically Gaussian in a large
deviations sense. We again refer to [11] and [23] where an exact statement of this
result is given, which helps to explain the good performance of our filter.
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(a) Estimate of E [St | Yε
t ]

 

 

(b) Estimate of P(t ≥ τ | Yε
t )

Fig. 5. Comparison between optimal and approximate filter.

9. Conclusions. In this paper, we have argued that nonlinear filtering theory
can be used to characterize and approximate relevant conditional statistics in those
change detection problems where the size of the change is not known a priori. We
have shown that a simple three-dimensional nonlinear filter can be defined which
has a global and unique solution under mild conditions, and which performs well in
simulation studies. Apart from an interpretation in terms of information geometry
and in terms of an assumed density principle, we may view the equations for this filter
as an adaptive version of the Shiryayev–Wonham equation, fed by estimates from a
modified Kalman filter.

Some interesting problems are still open at the moment. These include, for ex-
ample, the design of adaptive change detectors for discrete time problems, the design
of detectors for more complicated signal changes such as the changing slope process
[25]

Rt =

{
0, 0 ≤ t < τ ,
X(t− τ), t ≥ τ ,

and the derivation of further theoretical properties of the filters that we defined in
this paper. We hope to address these problems in future research.
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[18] R. Kulhavý, Recursive nonlinear estimation: Geometry of a space of posterior densities,

Automatica, 28 (1992), pp. 313–323.
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Abstract. Fréchet differentiability and a formula for the derivative with respect to domain
variation of a general class of cost functionals under the constraint of the two-dimensional stationary
incompressible Navier–Stokes equations are shown. An embedding domain technique provides an
equivalent formulation of the problem on a fixed domain and leads to a simple and computationally
cheap line integral formula for the derivative of the cost functional with respect to domain variation.
Existence of a solution to the corresponding domain optimization problems is proved. A numerical
example shows the effectivity of the derivative formula.
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1. Introduction. In this paper we present an explicit formula for the Fréchet
derivative of a certain class of cost functionals with respect to variations in the shape
of the domain under the constraint of the stationary, two-dimensional, incompressible
Navier–Stokes equations. The derivative takes the form of a one-dimensional integral
and thus is computationally cheap. It is based on the adjoint equation technique
and on an embedding domain method, which allows it to formulate the state equa-
tions given on a complicated shaped domain in an equivalent way on a simple-shaped
domain, e.g., a square. Moreover this method significantly reduces the rediscretiza-
tion and re-assembling effort of the finite-dimensional system of the state equations
on complicated-shaped and varying domains that occur during an iterative domain
optimization process.

Embedding (or “fictitious”) domain techniques have been widely applied in the
treatment of PDEs. For Navier–Stokes equations on complicated-shaped domains,
they were studied by, e.g., Glowinski, Pan, and Periaux [1]. Our Lagrange multiplier
approach is similar to Glowinski’s. Haslinger et al. used a slightly different one by
introducing a distributed Lagrange multiplier and applied it on domain optimization
problems; see, e.g., [2]. Domain optimization for the Navier–Stokes equations were
studied, for example, by Pironneau [3], who computed the shape of body with min-
imum drag. Gunzburger and Kim [4] showed existence of an optimal shape for a
minimum drag problem in a channel flow. Bello et al. [5] proved differentiability of
the drag with respect to domain variations in Navier–Stokes flow.

The emphasis of this work is not to prove differentiability but to obtain a fast
and effective numerical algorithm to solve domain optimization problems by iterative,
gradient-based methods.

The same technique was used by Kunisch and Peichl [6] to obtain a derivative
formula for the scalar Poisson problem. This paper extends a former work by Slawig
[7] for the Stokes equations to the full nonlinear Navier–Stokes equations.
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The outline of the paper is the following: in the next two sections we define the
geometric model configuration and summarize the needed results for the stationary
Navier–Stokes equations. Then the considered class of domain optimization problems
and the embedding domain technique are presented. Later on we show the continuous
dependence of the solution of the Navier–Stokes equations with respect to the variation
of the domain. The presentation of the explicit formula for the Fréchet derivative is
followed by a brief presentation of the numerical solution techniques for the state and
adjoint equations and optimization problems. At the end we show an inverse problem
as a numerical example.

2. The geometric model configuration. Our model geometry is determined
by two requirements for the derivative formula and the embedding domain method:

(a) We need sufficient regularity of the solutions to the state and adjoint equa-
tions, i.e., H2 and H1 for velocity and pressure, respectively. Classical results
(see the next section) require either a smooth (C2) or a polygonal boundary
with convex corners. As can be deduced from [9], a combination of both is
sufficient also.

(b) In the embedding domain method we treat the problem on a fixed domain Ω̂
which satisfies Ωγ ⊂ Ω̂ for all admissible domains Ωγ := Ω(γ) ⊂ R

2, where γ
is a parameter describing the shape of Ωγ . To ensure existence of a solution

to the state and adjoint equations on the “fictitious” part Ωcγ := Ω̂ \ Ω̄γ (see
Figure 1 and section 5) we have to guarantee that Ωcγ is Lipschitz.

To ensure that a variable polygonal boundary retains its convex corners is rather
technical. Thus we choose the following model configuration, which of course may
be generalized according to the two points above. As in [7] the boundary ∂Ωγ shall
consist of the following:

• A fixed part Γ, which is the union of the two lateral sides and the top side of
the unit square, i.e., the three segments [(0, 0), (0, 1)], [(0, 1), (1, 1)], [(1, 1), (1, 0)].
Thus Γ is a polygon with convex angles.
• A variable part Γγ , which is the graph of a function γ : [0, 1] → [0, 1) with
γ(0) = γ(1) = 0; compare Figure 1, left. To guarantee that Ωcγ is Lipschitz
we assume that γ is linear in neighborhoods of the two end points (0, 0) and
(1, 0). Working in Sobolev spaces we choose γ ∈ H3(I) with I := (0, 1),
which by classical embedding theorems ensures γ ∈ C2(I). To show existence

Ωγ

Γ

Γ

Γ

Γγ

(0,1) (1,1)

(1,0)(0,0) δ δ1-

Ωγ

Γ

Γ

Γ

Γγ

(0,1) (1,1)

(1,0)^
Γ

γ
c

(0,0)

Ω

δ δ1-

Fig. 1. The domain Ωγ in original version (left) and embedded into Ω̂ (right).
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of a solution of the considered domain optimization problems we assume
boundedness in H3(I). The set of admissible functions γ is chosen as

S := {γ ∈ H3(I) : ‖γ‖H3(I) ≤ c0, γ(0) = γ(1) = 0,(2.1)

c1 ≤ γ|(δ,1−δ) ≤ c2, γ′|(0,δ) = c3, γ
′|(1−δ,1) = c4},

where c1, c2 ∈ (0, 1), δ ∈ (0, 12 ), c0, c3 ∈ R
+, c4 ∈ R

− are fixed. The fact that
we choose constant slopes c3, c4 here is just for simplicity.

Throughout this paper all considered functions γ shall be in S except where noted.

3. The Navier–Stokes equations. The stationary incompressible Navier–
Stokes equations on a domain Ωγ ⊂ R

2 in variational formulation read as follows:
find the pair of velocity vector and pressure (uγ , pγ) ∈ H1(Ωγ)2 × L2(Ωγ) such that

ν(∇uγ ,∇v)Ωγ + (uγ · ∇uγ ,v)Ωγ − (pγ ,div v)Ωγ = (fγ ,v)Ωγ for all v ∈ H1
0 (Ωγ)2,

(div uγ , q)Ωγ = 0 for all q ∈ L2
0(Ωγ),

uγ = Φ on Γ,
uγ = 0 on Γγ ,

(3.1)

with L2
0(Ωγ) := {q ∈ L2(Ωγ) :

∫
Ωγ
q dx = 0}. The parameter ν > 0 represents the in-

verse of the Reynolds number. For scalar-valued functions (·, ·)Ωγ denotes the L2(Ωγ)

inner product; for vector-valued functions we define (u,v)Ωγ :=
∑2
i=1(ui, vi)Ωγ and

(∇u,∇v)Ωγ :=
∑2
i,j=1( ∂ui∂xj

, ∂vi∂xj
)Ωγ . By |v|H1(Ωγ)2 := (∇v,∇v)

1/2
Ωγ

we denote the H1

seminorm. The nonlinearity is defined by the operator (u · ∇) :=
∑2
j=1 uj

∂
∂xj

.

To obtain the needed regularity of the solution we assume fγ ∈ L2(Ωγ)2; to prove
the formula for the derivative in section 7 we will need fγ ∈ Lp(Ωγ)2 with p > 2. The
Dirichlet boundary conditions indicate that the variable boundary part Γγ is a wall
with no-slip conditions, whereas the fixed part Γ may be either a wall (if Φ = 0) or a
region with prescribed in or outflow velocity. The function Φ shall be in the space

H(Γ) :=
{

Φ ∈ L2(Γ)2 : there is ūγ ∈ H2(Ωγ)2 : div ūγ = 0 in Ωγ , ūγ |Γγ = 0, ūγ |Γ = Φ
}
.

By our geometric definitions this space is independent of γ. As a consequence Φ
satisfies

∫
Γ

Φ · n ds = 0, where n is the normal vector on Γ.
Existence and uniqueness of the pressure (viewed as Lagrange multiplier corre-

sponding to the constraint of zero divergence) rely on the surjectivity of the weak
divergence operator as mapping from H1

0 (Ωγ)2 onto L2
0(Ωγ); see [8, Lemma I.4.1].

Lemma 3.1. For every velocity vector uγ ∈ H1(Ωγ)2 solving (3.1) the corre-
sponding pressure pγ is unique in L

2(Ωγ)/R.
Proof. See [8, Theorem IV.1.4, Corollary I.2.4].
The additive constant in the pressure regarded as a function in L2(Ωγ) now can

be chosen such that pγ ∈ L2
0(Ωγ). This space is often used since—endowed with the

L2 norm—it can be identified isomorphically with L2(Ωγ)/R.
Uniqueness of the velocity component of a solution to (3.1) depends on a property

of the nonlinear term.
Lemma 3.2. Let Ω ⊂ R

n, n ≤ 4, be bounded. Then

(u · ∇v,w)Ω ≤ k|u|H1(Ω)2 |v|H1(Ω)2 |w|H1(Ω)2 for all u,w ∈ H1
0 (Ω)2,v ∈ H1(Ω)2,

where the constant k = 1
2 |Ω|1/2 depends only on Ω (|Ω| denotes the measure of Ω).

Proof. See [13, Lemma VIII.1.1].
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This leads to the following result.
Theorem 3.3. Problem (3.1) has a unique solution (uγ , pγ) ∈ H1(Ωγ)2 ×

L2(Ωγ)/R if ν > ν1 := |uγ |H1(Ωγ)2/kγ for kγ = 1
2 |Ωγ |1/2. In the case fγ = 0 and

Φ = 0, uniqueness is given without any restriction on ν.
Proof. See [13, Theorem VIII.2.1]; the result is also valid with weaker assumptions

on fγ and Φ.
Regularity results for the Navier–Stokes equations are based on those for the

Stokes equations by treating the nonlinearity as an additional inhomogeneity and
using embedding and function space interpolation theorems; see, e.g., [9, Theorem
pp. 403–404] and [10, Prop. II.1.1, Remarks II.1.4, II.1.6]. This implies that the
geometric requirements for the regularity and uniform boundedness of the solution
(with respect to γ) are the same as for the Stokes equations; see [7, Theorem 3.1].

Theorem 3.4. Every solution of (3.1) satisfies (uγ , pγ) ∈ H2(Ωγ)2 × H1(Ωγ).
Moreover there exists C > 0 independent of γ, fγ , and Φ such that

‖uγ‖H2(Ωγ)2 + ‖pγ‖H1(Ωγ) ≤ C
(‖fγ‖L2(Ωγ)2 + ‖Φ‖L∞(Γ)2

)
.

Using this result a lower bound ν0(γ,Φ, fγ) for the constant ν1 = ν1(uγ) defined
in Theorem 3.3 can be given. Thus uniqueness of the velocity is given if ν > ν0, where
ν0 depends on γ,Φ, and fγ . See also [8, Theorem IV.2.4].

4. A class of domain optimization problems. We consider domain opti-
mization problems of the form

min
γ∈S
J (γ) := min

γ∈S
1

2
‖A(uγ)− ud‖2L2(ΩC)k subject to uγ solves (3.1)(4.1)

with A ∈ L(H1(Ωγ)2, L2(ΩC)2),ud ∈ L2(ΩC)2 or A ∈ L(H1(Ωγ)2, L2(ΩC)2×2),ud ∈
L2(ΩC)2×2, where L2(ΩC)2×2 denotes the space of (2 × 2) matrix-valued functions.
The set ΩC ⊂ Ωγ is assumed to satisfy dist (Γγ ,ΩC) > 0 for all γ ∈ S. The dependence
of J on γ is implicit due to the fact that J depends on uγ , which itself depends on
γ. The above definition of the cost functional includes typical choices such as the
tracking type functional

J (γ) :=
1

2
‖uγ − ud‖2L2(ΩC)2

or the minimum drag problem; compare Pironneau [3], Gunzburger and Kim [4]:

J (γ) :=
ν

2
‖∇uγ + (∇uγ)T ‖2L2(ΩC)2×2 :=

ν

2
(∇uγ + (∇uγ)T ,∇uγ + (∇uγ)T )ΩC .

A regularization term penalizing the L2- or H1-norm of γ may be added to the cost
functional. We skip it in our theoretical investigations since its differentiability is
obtained in a straightforward way.

5. The embedding domain method. To solve the domain optimization prob-
lem (4.1) by a gradient-based iterative scheme it is necessary to discretize the domain,
assemble the system matrices and nonlinear operators, and solve the outgoing non-
linear system in each iteration step. To reduce this effort an equivalent formulation
of the Navier–Stokes equations (3.1) on a fixed domain is used: a so-called fictitious
domain Ω̂ is introduced. It is chosen in such a way that all admissible domains can
be embedded in it, i.e., Ωγ ⊂ Ω̂ for all γ ∈ S. Furthermore, the fixed boundary part
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Γ shall remain a part of ∂Ω̂ whereas Γγ is replaced by a partition called Γ̂, which now

is also fixed. Thus ∂Ω̂ = Γ̄ ∪ ¯̂
Γ; compare Figure 1 (right). The “fictitious” part of Ω̂

is denoted by Ωcγ := Ω̂ \ Ω̄γ .

Now we introduce an equivalent formulation of (3.1) on Ω̂. The boundary con-
dition on Γγ in the Navier–Stokes equations now becomes a constraint on an inner

line of the fictitious domain Ω̂ and is treated similarly to the constraint of zero di-
vergence in (3.1). Analogously to the pressure, which can be regarded as a Lagrange
multiplier corresponding to this constraint, an additional multiplier gγ corresponding
to the former boundary condition uγ = 0 on Γγ is introduced.

The resulting fictitious domain formulation of the Navier–Stokes equations reads
as follows: find (ûγ , p̂γ , gγ) ∈ H1(Ω̂)2 × L2

0(Ω̂)×H∗
γ such that

ν(∇ûγ ,∇v̂)Ω̂ + (ûγ · ∇ûγ , v̂)Ω̂
−(p̂γ ,div v̂)Ω̂ − 〈gγ , τγ v̂〉H∗

γ ,Hγ

}
= (f̃γ , v̂)Ω̂ for all v̂ ∈ H1

0 (Ω̂)2,

(div ûγ , q̂)Ω̂ = 0 for all q̂ ∈ L2
0(Ω̂),

ûγ = 0 on Γγ ,

ûγ = Φ̃ on ∂Ω̂.

(5.1)

Here τγ is the inner trace operator v̂ �→ v̂|Γγ , which is linear and continuous from

H1(Ω̂)2 into H1/2(Γγ)2 and from H1
0 (Ω̂)2 onto

Hγ := H
1/2
00 (Γγ)2 =

{
h ∈ H1/2(Γγ)2 : there is h̃ ∈ H1/2(∂Ωγ)2 : h̃|Γγ = h, h̃|Γ = 0

}
;

compare with [11, VII, section 2.1, Remark 1]. To guarantee equivalence between (3.1)
and (5.1)—in a sense that is necessary for the derivative formula—inhomogeneity and
boundary values have to be extended by zero onto the fictitious part of the domain
and its boundary, respectively. Moreover the regularity of Theorem 3.4 is needed.
In domain optimization problems such as (3.1) it makes sense to assume that the
inhomogeneity does not explicitly depend on the shape of the domain but is given
by a function f defined on a domain containing all admissible Ωγ , let us say Ω̂.
Summarizing, we thus assume that

f̃γ :=

{
fγ := f |Ωγ in Ωγ
0 in Ωcγ

}
and Φ̃ :=

{
Φ on Γ
0 on Γγ

}
,(5.2)

where f ∈ L2(Ω̂)2. As a consequence f̃γ ∈ L2(Ω̂)2 and Φ̃ ∈ H3/2(∂Ω̂)2,
∫
∂Ω̂

Φ̃·n ds = 0.
To obtain uniqueness of the Lagrange multipliers p̂γ , gγ we introduce the space

L2
∗(Ω̂) :=

{
q̂ ∈ L2

0(Ω̂) : q̂|Σ = 0
}

for Σ := {(x, y) ∈ Ω̂ : 0 < x < δ, 0 < y < c3x}
with δ, c3 defined in (2.1). We have Σ ⊂ Ωcγ and |Σ| > 0 for all γ ∈ S. Thus if

p̂ ∈ L2
∗(Ω̂) satisfies p̂|Ωcγ = 0 in L2(Ωcγ)/R, then p̂|Ωcγ = 0 even in L2(Ωcγ). We use this

fact to show the equivalence of the fictitious domain formulation and (3.1).
Theorem 5.1. Let nγ denote the outer (with respect to Ωγ) normal vector on

Γγ . Then (ûγ , p̂γ , gγ) ∈ H1(Ω̂)2 × L2
∗(Ω̂)×H∗

γ is a solution to (5.1) if and only if
(a) (uγ , pγ) := (ûγ , p̂γ)|Ωγ ∈ H1(Ωγ)2 × L2

0(Ωγ) is a solution to (3.1),
(b) (ûγ , p̂γ)|Ωcγ = (0, 0) in H1(Ωcγ)2 × L2(Ωcγ), and

〈gγ ,h〉H∗
γ ,Hγ =

(
ν
∂uγ
∂nγ

− pγnγ ,h
)

Γγ

for all h ∈ Hγ .(5.3)
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Proof. (a) Clearly uγ := ûγ |Ωγ satisfies the boundary conditions in (3.1). We
take any (v, q) ∈ H1

0 (Ωγ)2 × L2
0(Ωγ) and denote by (ṽ, q̃) its extension by zero onto

Ω̂, which clearly is in H1
0 (Ω̂)2 × L2

0(Ω̂). Testing (5.1) with this pair we obtain that
(uγ , pγ) ∈ H1(Ωγ)2 × L2(Ωγ) with pγ := p̂γ |Ωγ is a solution to (3.1).

Taking the extensions by zero of any (v, q) ∈ H1
0 (Ωcγ)2 × L2

0(Ωcγ) and proceeding
in the same way (5.1) implies that (ûγ , p̂γ)|Ωcγ ∈ H1(Ωcγ)2×L2(Ωcγ) is a solution to the
homogeneous Navier–Stokes equations on Ωcγ with homogeneous boundary conditions.
By Theorem 3.3 we have uniqueness and (ûγ , p̂γ)|Ωcγ = (0, 0) in H1(Ωcγ)2×L2(Ωcγ)/R.
Here it is required that also Ωcγ is Lipschitz which is guaranteed by (2.1). Now

p̂γ ∈ L2
∗(Ω̂) implies p̂γ |Ωcγ = 0 and pγ ∈ L2

0(Ωγ). Thus the first equation of (5.1) reads
as

ν(∇uγ ,∇v̂)Ωγ + (uγ · ∇uγ , v̂)Ωγ
−(pγ ,div v̂)Ωγ − 〈gγ , τγ v̂〉H∗

γ ,Hγ

}
= (fγ , v̂)Ωγ for all v̂ ∈ H1

0 (Ω̂)2.(5.4)

Applying Green’s formula (see [8, Lemma I.1.4 and eq. I.(2.17)]) on Ωγ we get

ν(∇uγ ,∇v̂)Ωγ − (pγ ,div v̂)Ωγ = (−ν�uγ +∇pγ , v̂)Ωγ +

(
ν
∂uγ
∂nγ

− pγnγ , v̂
)

Γγ

for all v̂ ∈ H1
0 (Ω̂)2 and thus

(−ν�uγ + uγ · ∇uγ +∇pγ − fγ , v̂)Ωγ

+

(
ν
∂uγ
∂nγ

− pγnγ , v̂
)

Γγ

− 〈gγ , τγ v̂〉H∗
γ ,Hγ


 = 0 for all v̂ ∈ H1

0 (Ω̂)2.(5.5)

Testing this equation with the extension of v ∈ H1
0 (Ωγ)2 by zero onto Ω̂ we get

(−ν�uγ + uγ · ∇uγ +∇pγ − fγ ,v)Ωγ = 0 for all v ∈ H1
0 (Ωγ)2,

which means −ν�uγ + uγ · ∇uγ + ∇pγ = fγ in H−1(Ωγ)2 and by regularity even

in L2(Ωγ)2. Now we test (5.5) with any v̂ ∈ H1
0 (Ω̂)2. Thus τγ v̂ ∈ Hγ and by the

surjectivity of τγ we obtain (5.3).
(b) Obviously ûγ satisfies the boundary conditions and the second equation in

(3.1). Since (ûγ , p̂γ)|Ωcγ := (0, 0), the first equation in (5.1) is equivalent to (5.4) and,
again with Green’s formula on Ωγ , to (5.5). Now (3.1) implies

−ν�uγ + uγ · ∇uγ +∇pγ − fγ = 0 in L2(Ωγ)2,

which together with (5.3) gives (5.5). Obviously pγ ∈ L2
0(Ωγ) implies p̂γ ∈ L2

∗(Ω̂).
Equation (5.3) defines gγ ∈ H∗

γ since

(
ν
∂uγ
∂nγ

− pγnγ ,h
)

Γγ

≤
(
ν

∥∥∥∥∂uγ∂nγ
∥∥∥∥
L2(Γγ)2

+ ‖pγnγ‖L2(Γγ)

)
‖h‖L2(Γγ)2

≤ C (ν|uγ |H1(Ωγ)2 + ‖pγ‖L2(Γγ)

) ‖h‖H1/2(Γγ)2 .

Remark 5.2. Formula (5.3) is due to the assumptions (5.2) and p̂γ ∈ L2
∗(Ω̂) (as a

correction to [12] where p̂γ ∈ L2
0(Ω̂) was used). Without (5.2) the Lagrange multiplier

gγ equals the jump of the right-hand side of ν
∂uγ
∂nγ
− pγnγ along Γγ ; see [1].
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We state two direct consequences of the result above and Lemma 3.1 and Theo-
rem 3.3, respectively.

Corollary 5.3. For every solution component ûγ in (5.1) the corresponding

pair (p̂γ , gγ) is unique in L2
∗(Ω̂)×H∗

γ .
Corollary 5.4. The families {(ûγ , p̂γ)}γ∈S and {‖gγ‖H∗

γ
}γ∈S are uniformly

bounded in H1(Ω̂)2 × L2(Ω̂) and R, respectively. By (5.3) the functional gγ can be
extended onto L2(Γγ)2. The family {‖gγ‖L2(Γγ)2}γ∈S is bounded.

6. Continuous dependence of the solution on the shape of the domain.
As a direct consequence of (5.2) the following equation holds for γ, γ̄ ∈ S and I+ :=
{x ∈ I : γ̄(x) ≥ γ(x)}, I− := {x ∈ I : γ̄(x) < γ(x)}:

f̃γ̄(x, y)− f̃γ(x, y) =




f(x, y), x ∈ I+, γ(x) ≤ y ≤ γ̄(x),
−f(x, y), x ∈ I−, γ̄(x) ≤ y ≤ γ(x),

0 otherwise.
(6.1)

To show continuity of solutions to (5.1) with respect to γ we need the following results.
Lemma 6.1. Let ûγ , ûγ̄ denote components of solutions to (5.1). Then

(f̃γ̄ − f̃γ , ûγ̄ − ûγ)Ω̂ ≤
√

2 ‖f‖L2(Ω̂)2 |ûγ̄ − ûγ |H1(Ω̂)2‖γ̄ − γ‖L∞(I).

Proof. Using (6.1) we obtain for û := ûγ̄ − ûγ

(f̃γ̄ − f̃γ , û)Ω̂ =

∫
I+

∫ γ̄

γ

f(x, y) · û(x, y) dydx−
∫
I−

∫ γ

γ̄

f(x, y) · û(x, y) dydx =: A−B.

We get with û(x, γ(x)) = 0 a.e. in I+

|A| ≤
∫
I+

∫ γ̄

γ

|f(x, y) · [û(x, y)− û(x, γ)]| dydx

≤ ‖f‖L2(Ω̂)2

(∫
I+

∫ γ̄

γ

∥∥∥∥
∫ y

γ

∂û

∂y
(x, ξ) dξ

∥∥∥∥
2

2

dydx

)1/2

≤ ‖f‖L2(Ω̂)2

(∫
I+

∫ γ̄

γ

|y − γ|
∫ y

γ

∥∥∥∥∂û∂y (x, ξ)

∥∥∥∥
2

2

dξdydx

)1/2

≤ ‖f‖L2(Ω̂)2

(∫
I+

∫ γ̄

γ

|y − γ|
∫ γ̄

γ

∥∥∥∥∂û∂y (x, ξ)

∥∥∥∥
2

2

dξdydx

)1/2

≤ 1√
2
‖f‖L2(Ω̂)2 |û|H1(Ω̂)2‖γ̄ − γ‖L∞(I).

Note that ∂û
∂y = −∂ûγ∂y on I+ × (γ, γ̄), which by Theorem 3.4 is an H1 function. Thus

the innermost integral exists. The integral B is estimated in a similar way using
û(x, γ̄(x)) = 0 a.e. in I−.

Lemma 6.2. Let ûγ , gγ , ûγ̄ be components of solutions to (5.1) for γ, γ̄, respec-
tively. Then there exists L independent of γ, γ̄ with

|〈gγ , τγ(ûγ̄ − ûγ)〉H∗
γ ,Hγ
| ≤ L|ûγ̄ − ûγ |H1(Ω̂)2‖γ̄ − γ‖L∞(I).

Proof. Since τγûγ , τγûγ̄ ∈ Hγ , we have for û := ûγ̄ − ûγ that

|〈gγ , τγû〉H∗
γ ,Hγ
| = |(gγ , τγû)Γγ | ≤ ‖gγ‖L2(Γγ)2‖τγû‖L2(Γγ)2 .
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The first term on the right-hand side is bounded independently of γ by Corollary 5.4.
For the last term we use û(x, γ̄(x)) = 0 a.e. in I− and û(x, γ(x)) = 0 a.e. in I+:

‖τγû‖2L2(Γγ)2 =

∫
I−
‖û(x, γ̄(x))− û(x, γ(x))‖22

√
1 + γ′(x)2 dx

=

∫
I−

∥∥∥∥
∫ γ̄

γ

∂û

∂y
(x, ξ) dξ

∥∥∥∥
2

2

√
1 + γ′(x)2 dx

≤ ‖γ̄ − γ‖2L∞(I)|û|2H1(Ω̂)2
(1 + ‖γ‖2W 1,∞(I)).

Because S is bounded in H3(I) ↪→W 1,∞(I) the lemma is proved.
The following property of the nonlinear term is a generalization of [8, Lem. IV.2.2].
Lemma 6.3. Let Ω ⊂ R

n,u,v,w ∈ H1(Ω)n with div w = 0 in Ω. Then

(w · ∇u,v)Ω = −(w · ∇v,u)Ω + (w · n,u · v)∂Ω,

where n denotes the outer normal vector on ∂Ω.
Proof. Since (w · ∇u) · u = 1

2w · ∇(u · u) Green’s formula and div w = 0 give

(w · ∇u,u)Ω = 1
2 [−(div w,u · u)Ω + (w · n,u · u)∂Ω] = 1

2 (w · n,u · u)∂Ω

and thus (w ·∇(u−v),u−v)Ω = 1
2 (w ·n,u ·u− 2u ·v + v ·v)∂Ω. On the other hand

(w · ∇(u− v),u− v)Ω = (w · ∇u,u)Ω + (w · ∇v,v)Ω − (w · ∇u,v)Ω − (w · ∇v,u)Ω

= 1
2 (w · n,u · u + v · v)∂Ω − (w · ∇u,v)Ω − (w · ∇v,u)Ω.

Taking the difference of both equations the claim follows.
Assuming the sufficient condition on ν for uniqueness of the velocity in (3.1) we

now can show Lipschitz continuity.
Theorem 6.4. Let ν > ν1 be as in Theorem 3.3. Then the velocity part of

the solution to (5.1) is Lipschitz continuous with respect to γ, i.e., there exists L
independent of γ, γ̄ with

|ûγ̄ − ûγ |H1(Ω̂)2 ≤ L‖γ̄ − γ‖L∞(I) for all γ̄, γ ∈ S.

Proof. For û := ûγ̄ − ûγ ∈ H1
0 (Ω̂)2 we have using Lemma 6.3

(ûγ̄ · ∇ûγ̄ − ûγ · ∇ûγ , û)Ω̂ = (ûγ̄ · ∇û, û)Ω̂ + (û · ∇ûγ , û)Ω̂ = (û · ∇ûγ , û)Ω̂.

Testing the first equation of (5.1), once for γ and another time for γ̄, with û and
subtracting both equations thus leads to

ν|û|2
H1(Ω̂)2

= (f̃γ̄ − f̃γ , û)Ω̂ + 〈gγ̄ , τγ̄û〉H∗
γ̄ ,Hγ̄

− 〈gγ , τγû〉H∗
γ ,Hγ

− (û · ∇ûγ , û)Ω̂.

Lemmas 3.2, 6.1, and 6.2 give the estimate

ν|û|2
H1(Ω̂)2

≤ L‖γ̄ − γ‖L∞(I)|û|H1(Ω̂)2 + kγ |ûγ |H1(Ω̂)2 |û|2H1(Ω̂)2

with L independent of γ, γ̄ and kγ as in Theorem 3.3. This implies(
ν − kγ |ûγ |H1(Ω̂)2

)
|û|H1(Ω̂)2 ≤ L‖γ̄ − γ‖L∞(I)
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and thus Lipschitz continuity if (ν−kγ |ûγ |H1(Ω̂)2) > 0, which together with |ûγ |H1(Ω̂)2

= |uγ |H1(Ωγ)2 exactly is ν > ν1 as in Theorem 3.3.
To show continuity of the pressure and the Lagrange multipliers gγ with respect

to γ we introduce the isomorphism

Iγ : L2(Γγ)2 → L2(I)2,

Iγh(x) := h(x, γ(x)), h ∈ L2(Γγ)2, x ∈ I,
which is also an isomorphism between H1/2(Γγ)2 and H1/2(I)2 and between Hγ and

HI := H
1/2
00 (I)2 :=

{
g ∈ H1/2(I)2 :

∫
I

‖g(x)‖22
x(1− x) dx <∞

}
;

see [12, Theorem 2.4]. For the latter case the adjoint of I−1
γ is defined as(I−1

γ

)∗
: H∗

γ → H∗
I ,

〈(I−1
γ

)∗
g,h〉HI∗,HI := 〈g, I−1

γ h〉H∗
γ ,Hγ
, g ∈ H∗

γ ,h ∈ HI .
We need a result concerning convergence of the transformed trace operators.

Lemma 6.5. If γn → γ in W 1,∞(I), then Iγnτγn → Iγτγ as linear operators from
{v̂ ∈ H1(Ω̂)2 : v̂|Γ̂ = 0} into HI .

Proof. See [12, Lemma 2.11].
Now we can show continuity of the pair (p̂γ , gγ) in (5.1).
Theorem 6.6. Let γn → γ in W 1,∞(I) and ν > ν1 as in Theorem 3.3. Then the

corresponding components of solutions to (5.1) satisfy

p̂γn → p̂γ in L2
∗(Ω̂),(I−1

γn

)∗
gγn

∗
⇀

(I−1
γ

)∗
gγ in

(
L2(I)2

)∗
.

Proof. By Corollary 5.4, p̂γn ⇀ p̂ ∈ L2(Ω̂) for a subsequence. With the strong
convergence of the velocities (Theorem 6.4) the first equation of (5.1) gives

〈gγn , τγn v̂〉H∗
γn
,Hγn

= ν(∇ûγn ,∇v̂)Ω̂ + (ûγn · ∇ûγn , v̂)Ω̂ − (p̂γn ,div v̂)Ω̂ − (f̃γn , v̂)Ω̂

→ ν(∇û,∇v̂)Ω̂ + (û · ∇û, v̂)Ω̂ − (p̂,div v̂)Ω̂ − (f̃γ , v̂)Ω̂

for all v̂ ∈ H1
0 (Ω̂)2. Taking any h ∈ HI there exists v̂ ∈ H1

0 (Ω̂)2 such that τγ v̂ =
I−1
γ h. We define G ∈ H∗

I as

G : h �→ ν(∇û,∇v̂)Ω̂ + (û · ∇û, v̂)Ω̂ − (p̂,div v̂)Ω̂ − (f̃γ , v̂)Ω̂,

and g := I∗γG ∈ H∗
γ . Thus (ûγ , p̂, g) solves (5.1) and due to the uniqueness this

implies weak convergence for the whole sequence and (p̂, g) = (p̂γ , gγ). Since HI is
dense in L2(I)2 the second claim follows; see, e.g., [8, Corollary I.2.5, eq. I.(2.14)].

Since the divergence operator is an isomorphism (see, e.g., [8, Corollary I.2.4]),
for every n there exists a unique function v̂n ∈ V ⊥ ⊂ H1

0 (Ω̂)2 such that

div v̂n = p̂γn − p̂γ in Ω̂, ‖vn‖H1(Ω̂)2 ≤ c(Ω̂)‖p̂γn − p̂γ‖L2(Ω̂) ≤ C(Ω̂),

where V := {v ∈ H1
0 (Ω̂)2 : div v = 0 in Ω̂} and the last inequality holds due to the

boundedness of {p̂γ}γ∈S in L2(Ω̂). Testing (5.1) with this function gives

‖p̂γn − p̂γ‖2L2(Ω̂)
= ν

(∇(ûγn − ûγ),∇v̂n
)
Ω̂

+ (ûγn · ∇ûγn − ûγ · ∇ûγ , v̂n)Ω̂

− (f̃γn − f̃γ , v̂n)Ω̂ − 〈gγn , τγn v̂n〉H∗
γn
,Hγn + 〈gγ , τγ v̂n〉H∗

γ ,Hγ .
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The first term on the right tends to zero because of the Lipschitz continuity of {ûγ}γ∈S
and the boundedness of {v̂n}; the third one tends to zero because of ‖f̃γn−f̃γ‖L2(Ω̂)2 →
0 due to (5.2). The second term can be estimated using ûn := ûγn−ûγ and Lemma 3.2:

(ûγn · ∇ûγn − ûγ · ∇ûγ , v̂n)Ω̂ = (ûγn · ∇ûn, v̂n)Ω̂ + (ûn · ∇ûγ , v̂n)Ω̂
≤ k(|ûγn |H1(Ω̂)2 + |ûγ |H1(Ω̂)2

)|ûn|H1(Ω̂)2 |v̂n|H1(Ω̂)2

and thus tends to zero for the same reasons. The remaining terms we write as

〈gγ , τγ v̂n〉H∗
γ ,Hγ

− 〈gγn , τγn v̂n〉H∗
γn
,Hγn

= 〈(I−1
γ

)∗
gγ −

(I−1
γn

)∗
gγn , Iγτγ v̂n〉H∗

I
,HI

+ 〈(I−1
γn

)∗
gγn , (Iγτγ − Iγnτγn)v̂n〉H∗

I
,HI .

Boundedness of {v̂n} together with its uniqueness now implies v̂n ⇀ 0 weakly
in H1

0 (Ω̂)2, and thus τγ v̂n → 0 in L2(Γγ)2 and Iγτγn v̂n → 0 in L2(I)2. Since(I−1
γn

)∗
gγn

∗
⇀
(I−1
γ

)∗
gγ in

(
L2(I)2

)∗
, the first term on the right tends to zero. The

second one does so because {(I−1
γ

)∗
gγ}γ∈S and {v̂n} are bounded and Iγnτγn → Iγτγ

strongly due to Lemma 6.5. Thus p̂γn → p̂γ in L2(Ω̂) and since L2
∗(Ω̂) is closed also

in this space.
As a consequence the boundedness of S in H3(I) now guarantees existence of a

solution to the domain optimization problem.
Corollary 6.7. Problem (4.1) has at least one solution γ ∈ S.
Proof. Choose a minimizing sequence and use the compactness of H3(I) ↪→

C2(Ī).

7. Fréchet differentiability and derivative formula. To show differentia-
bility we make use of the adjoint equation of the Navier–Stokes system (3.1). Its
derivation is standard and we thus refer to [7, section 7] or [14, section 3.2]: Find
(λγ , µγ) ∈ H1

0 (Ωγ)2 × L2(Ωγ) such that

ν(∇λγ ,∇v)Ωγ − (µγ ,div v)Ωγ
+(λγ ,uγ · ∇v + v · ∇uγ)Ωγ

}
= −DuJ (γ)v for all v ∈ H1

0 (Ωγ)2,

(div λγ , q)Ωγ = 0 for all q ∈ L2
0(Ωγ).

(7.1)

Here uγ is the velocity component of a solution to (3.1), and DuJ (γ)v denotes the
derivative of J with respect to u in direction v. Note that the linearized nonlinear
term can be rewritten using Green’s formula as, e.g., in [14]. As in section 5 we derive

a fictitious domain formulation: Find (λ̂γ , µ̂γ , χγ) ∈ H1
0 (Ω̂)2 × L2(Ω̂)×H∗

γ such that

ν(∇λ̂γ ,∇v̂)Ω̂ + (λ̂γ , ûγ · ∇v̂ + v̂ · ∇ûγ)Ω̂
−(µ̂γ ,div v̂)Ω̂ − 〈χγ , τγ v̂γ〉H∗

γ ,Hγ

}
= −DuJ (γ)v̂ for all v̂ ∈ H1

0 (Ω̂)2,

(div λ̂, q̂)Ω̂ = 0 for all q̂ ∈ L2
0(Ω̂),

λ̂γ = 0 on Γγ .

(7.2)

Some main results for the above two systems are summarized in the following.
Theorem 7.1. Problem (7.1) has a solution (λγ , µγ) ∈ [H2(Ωγ)2 ∩H1

0 (Ωγ)2] ×
[H1(Ωγ) ∩ L2

0(Ωγ)] satisfying

‖λγ‖H2(Ωγ)2 + ‖µγ‖H1(Ωγ) ≤ C‖uγ‖L2(Ωγ)2

for some C > 0 independent of γ. For every λγ the corresponding µγ is unique. If ν >

ν1 as in Theorem 3.3, also λγ is unique. Moreover (λ̂γ , µ̂γ , χγ) ∈ H1
0 (Ω̂)2×L2

∗(Ω̂)×H∗
γ

is a solution to (7.2) if and only if
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• (λγ , µγ) := (λ̂γ , µ̂γ)|Ωγ is a solution to (7.1),

• (λ̂γ , µ̂γ)|Ωcγ = (0, 0),

• 〈χγ ,h〉H∗
γ ,Hγ

= (ν
∂λγ
∂nγ
− µγnγ ,h)Γγ for all h ∈ Hγ .

The functional χγ can be extended onto L2(Γγ)2. The families {(λ̂γ , µ̂γ)}γ∈S and

{‖χγ‖H∗
γ
}γ∈S , {‖χγ‖L2(Γγ)2}γ∈S are bounded in H1

0 (Ω̂)2×L2
0(Ω̂) and R, respectively.

Proof. Existence is shown in [14, Theorem 3.1]; uniqueness follows from continuity
and ellipticity of the bilinear form

a(λ,v) := ν(∇λ,∇v)Ωγ + (λ,uγ · ∇v + v · ∇uγ)Ωγ .

Continuity is obvious; for the ellipticity we use Lemmas 3.2 and 6.3 to estimate

a(λ, λ) = ν|λ|2H1(Ωγ)2 − (λ · ∇λ,uγ)Ωγ ≥
(
ν − kγ |uγ |H1(Ωγ)2

) |λ|2H1(Ωγ)2

and obtain ellipticity under the same condition as for the uniqueness of uγ . For
the regularity of the solution of (7.1) see [14, Thm. 3.2]. The generalization for
the combination of smooth and convex boundary and the uniform regularity with
respect to γ can be obtained as for the (Navier–)Stokes equations; see Theorem 3.4.
Equivalence of (7.1) and (7.2) is proved analogously to Theorem 5.1, and the uniform
boundedness of the solution is a direct consequence.

For the differentiability of J with respect to variations in γ we consider γ ∈ intS,
the interior of S, and define the set of admissible directions as

S ′ :=
{
γ̄ ∈ H3(I) : γ̄|[0,δ]∪[1−δ,1] = 0

}
.

For every γ ∈ intS, γ̄ ∈ S ′ there exists t0 > 0 such that γ + tγ̄ ∈ intS for all
t ∈ [0, t0). Thus we can properly define a directional derivative. We now define
I+ := {x ∈ I : γ̄(x) ≥ 0}, I− := {x ∈ I : γ̄(x) < 0} and state three results needed to
prove the derivative formula. The first one is a relaxation of [7, Lemma 7.2].

Lemma 7.2. Let λ̂γ denote a solution to (7.2) and f ∈ Lp(Ω̂)2, p ∈ (2,∞]. Then
there exists c = c(γ, p) such that for α = 2(p− 1)/p > 1 we have

(f̃γ+tγ̄ − f̃γ , λ̂γ)Ω̂ ≤ c ‖f‖Lp(Ω̂)2 |λγ |H2(Ωγ)2
(
t‖γ̄‖L∞(I)

)α
.

Proof. Using (6.1) we obtain, similarly to the proof of Lemma 6.1 for I+ defined
there and 1/p+ 1/q = 1,

(f̃γ+tγ̄ − f̃γ , λ̂γ)Ω̂ ≤
∫
I+

∫ γ+tγ̄

γ

|f(x, y) · [λγ(x, y)− λγ(x, γ)]| dydx

≤ ‖f‖Lp(Ω̂)2

(∫
I+

∫ γ+tγ̄

γ

∥∥∥∥
∫ y

γ

∂λγ
∂y

(x, ξ) dξ

∥∥∥∥
q

2

dydx

)1/q

≤ ‖f‖Lp(Ω̂)2

(∫
I+

∫ γ+tγ̄

γ

|y − γ|
∫ γ+tγ̄

γ

∥∥∥∥∂λγ∂y (x, ξ)

∥∥∥∥
q

2

dξdydx

)1/q

≤ 2−1/q‖f‖Lp(Ω̂)2 |λγ |W 1,q(Ω̂)2

(
t‖γ̄‖L∞(I)

)2/q
.

Because of the continuous embedding H2(Ωγ) ↪→W 1,q(Ωγ) the claim follows.
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The following two results were already proved in [7, Lemmas 7.3 and 7.4].
Lemma 7.3. Let ûγ+tγ̄ and χγ be components of solutions to (5.1) and (7.2),

respectively. Then

lim
t→0

1

t
〈χγ , τγûγ+tγ̄〉H∗

γ ,Hγ
= −

∫
I+

χγ(x, γ) · uγ,y(x, γ)γ̄
√

1 + γ′2 dx.

The integral exists because S ′ ⊂ L∞(I), χγ ∈ L2(Γγ)2, and τγuγ,y = uγ,y(x, γ)
and also its restriction on the set Γ+

γ := {(x, γ(x)) : x ∈ I+} ⊂ Γγ are L2 functions
since uγ ∈ H2(Ωγ)2. The same arguments hold for the integral in the next lemma.

Lemma 7.4. Let gγ+tγ̄ and λ̂γ be components of solutions to (5.1) and (7.2),
respectively. Then

lim
t→0

1

t
〈gγ+tγ̄ , τγ+tγ̄ λ̂γ〉H∗

γ+tγ̄
,Hγ+tγ̄ =

∫
I−
gγ(x, γ) · λγ,y(x, γ)γ̄

√
1 + γ′2 dx.

Now differentiability of the cost functional with respect to γ and a formula for the
derivative are shown under the restriction on ν given in Theorem 3.3 and a slightly
stronger assumption on the inhomogeneity (due to Lemma 7.2).

Theorem 7.5. Let γ ∈ intS, (5.2) hold for f ∈ Lp(Ω̂)2, p > 2, and ν > ν1 as
in Theorem 3.3. Then J is Fréchet differentiable and the derivative in γ in direction
γ̄ ∈ S ′ satisfies

DγJ (γ)γ̄ =
1

ν

∫
I

[
gγ
(
x, γ(x)

) · χγ(x, γ(x))− pγ(x, γ(x))µγ(x, γ(x))] γ̄(x) dx.(7.3)

Proof. Denoting û := ûγ+tγ̄ − ûγ ∈ H1
0 (Ω̂)2 we have

J (γ + tγ̄)− J (γ) =
1

2
‖Aû‖2L2(ΩC)k +DuJ (γ)û

and by the Lipschitz continuity of ûγ with respect to γ (Theorem 6.4)

lim
t→0

1

t
(J (γ + tγ̄)− J (γ)) = lim

t→0

1

t
DuJ (γ)û.

Testing the first equation in (7.2) with û gives, using τγûγ = 0 and the fact that
ûγ+tγ̄ and ûγ are weakly divergence free,

DuJ (γ)û = −ν(∇λ̂γ ,∇û)Ω̂ − (λ̂γ , ûγ · ∇û + û · ∇ûγ)Ω̂ + 〈χγ , τγûγ+tγ̄〉H∗
γ ,Hγ .

Because of

−[ûγ · ∇û + û · ∇ûγ
]

= −ûγ · ∇ûγ+tγ̄ + ûγ · ∇ûγ − û · ∇ûγ

= û · ∇ûγ+tγ̄ − ûγ+tγ̄ · ∇ûγ+tγ̄ + ûγ · ∇ûγ − û · ∇ûγ

= û · ∇û− ûγ+tγ̄ · ∇ûγ+tγ̄ + ûγ · ∇ûγ ,

we obtain

DuJ (γ)û = −[ν(∇ûγ+tγ̄ ,∇λ̂γ) + (ûγ+tγ̄ · ∇ûγ+tγ̄ , λ̂γ)Ω̂
]

+ (û · ∇û, λ̂γ)Ω̂

+
[
ν(∇ûγ ,∇λ̂γ)Ω̂ + (ûγ · ∇ûγ , λ̂γ)Ω̂

]
+ 〈χγ , τγûγ+tγ̄〉H∗

γ ,Hγ
.
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The two terms in parentheses can be expressed using the first equation in (5.1) for

γ and γ + tγ̄, respectively, with the adjoint variable λ̂γ ∈ H1
0 (Ω̂)2 as a test function.

Thus

DuJ (γ)û = (f̃γ − f̃γ+tγ̄ , λ̂γ)Ω̂ − 〈gγ+tγ̄ , τγ+tγ̄ λ̂γ〉H∗
γ+tγ̄

,Hγ+tγ̄

+〈χγ , τγûγ+tγ̄〉H∗
γ ,Hγ

+ (û · ∇û, λ̂γ
)
Ω̂
.

Divided by t the first term on the right tends to zero because of Lemma 7.2, the last
one because of Lemma 3.2 and the Lipschitz continuity of the velocities:

(û · ∇û, λ̂γ)Ω̂ ≤ k|û|2H1(Ω̂)2
|λ̂γ |H1(Ω̂)2 ≤ kt2‖γ̄‖2L∞(I)|λ̂γ |H1(Ω̂)2

with k independent of γ, γ̄. Using Lemmas 7.3 and 7.4 the remaining terms give (7.3)
as directional derivative. To show that it is actually a Fréchet derivative we proceed
exactly as in the proof of the same result for the Stokes case in [7, Theorem 7.5].

Note that the formula for the derivative does not include any normal derivatives
of state or adjoint variables along the boundary.

8. Numerical methods. To validate the derivative formula (7.3) a numerical
example is presented in the next section. To ensure the needed regularity of the
boundary partition Γγ , i.e., to guarantee that γ ∈ H3(I), we considered boundaries
Γγ which were generated by a cubic spline function γ. This function was generated
as a linear combination of B-splines on an equidistant grid in the interval (0, 1). The
end points (0, 0) and (1, 0) and the slopes at these points were fixed. This conforms
with our definition (2.1) for the admissible functions γ; specifically, the regularity and
the convexity of the boundary part Γγ at the left and right end of the interval (0, 1) is
guaranteed. By these conditions the first and last two coefficients of the spline were
determined. The values of the remaining ones were used as control parameters. One
coefficient ci in the B-spline representation contributes to the y-value of the generated
spline at the point xi with the weight 2ci

3 and to the y-value at the two neighbors
xi−1 and xi+1 with the weight ci

6 .
The B-spline representation has the advantages that for nonnegative control pa-

rameters the y-values of the points of the generated curve are always nonnegative,
too. This is crucial to obtain a feasible boundary Γγ ⊂ Ω̂ = (0, 1)2. Additional upper
bounds on γ were realized as linear inequality constraints of the control parameters,
i.e., the B-spline coefficients.

We used the SQP implementation in Matlab’s optimization toolbox version 2,
namely the routine fmincon (see [15]). It allows the user to provide gradient in-
formation which we obtained by evaluating (7.3) for the splines corresponding to
independent variations in each control parameter.

We also want to emphasize that the restriction on the parameter ν that we had
made to obtain formula (7.3), see Theorems 7.5 and 3.3, namely

ν >
|uγ |H1(Ωγ)2

kγ
,

is restrictive. In our geometric configuration we have kγ = 1
2 |Ωγ |1/2 < 1

2 and thus
ν > 2|uγ |H1(Ωγ)2 is required. The standard estimates for dependence of the solution
on the inhomogeneity and boundary values then give

ν > 2C
(
‖f‖H−1(Ω̂)2 + ‖Φ‖H1/2(Γ)2

)
,
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where the constant C depends on the domain only. This makes clear that formula
(7.3) is only appropriate for high values of ν, i.e., low Reynolds numbers.

In each step of a gradient-based iterative optimization process (as, e.g., SQP)
usually one gradient and several function evaluations for different control variables γ
are necessary. Each gradient evaluation requires one solution of both systems (5.1)
and (7.2); a function evaluation implies the solution of (5.1).

The velocity and pressure variables and their adjoint counterparts in (5.1) and
(7.2) are discretized by stabilized linear finite elements (see [16]), whereas the La-
grange multipliers gγ and χγ are by piecewise constant elements. To satisfy the
inf-sup condition for the latter we use a coarser discretization for the Lagrange mul-
tipliers as suggested in [17]. This means that the support of a constant basis function
for gγ and χγ is at least twice as long as the minimal length of the triangle edges in

the discretization of Ω̂. It turned out that this was sufficient to avoid oscillations of
the Lagrange multipliers.

The nonlinear system (5.1) was solved by the semi-implicit algorithm given in [8,
eq. IV(2.25)] (here in continuous form):

(i) Choose ŵ with div ŵ = 0.
(ii) Compute (û, p̂, g) from

{ −ν�û + ŵ · ∇û +∇p̂− τ∗γ g = f̃ ,
div û = 0.

(iii) If “convergence,” stop, else set ŵ := û and go back to (ii).
The discrete system to be solved in step (ii) then reads as

 νA+N(Wγ) BT DTγ
B −Q(Wγ) C 0
Dγ 0 0




 UγPγ
Gγ


 =


 FγH

0


 ,(8.1)

where the matrices C,Q and the vector H appear due to the stabilization. The matrix
N represents the discretized and linearized convective term and Wγ the discretized
last iterate ŵ in (ii). Solving the Navier–Stokes system requires several solutions of
(8.1), depending on the necessary number of iterations of the semi-implicit algorithm,
in our case at most 8. For (7.2) one linear system of the same structure as (8.1) with
different matrices N,Q and a changed right-hand side has to be solved.

Since (8.1) has to be solved quite often for different control parameters γ it is
important to note that only the entities with subscript γ change when the control
parameter is modified. All other matrices can be assembled in advance and kept
fixed. Here Dγ represents a one-dimensional trace operator and thus is very sparse.
The inhomogeneity Fγ has to be modified since for the validity of the derivative
formula it has to be set to zero in the fictitious part Ωcγ . This adjustment requires
the integration of the basis functions on triangle partitions whenever Γγ intersects the
interior of a triangle. To simplify this quadrature the use of linear basis functions,
which can be integrated exactly by low-order Gaussian rules, is preferable.

A technical part is to find the intersection points between the two-dimensional
grid for Uγ , Pγ and the one-dimensional grid along Γγ for Gγ (and for their adjoint
counterparts). Here the decisive idea is to exploit the neighborhood information of
the triangulation already used to assemble the finite element matrices. This avoids
a time-consuming search over all triangles that would be even worse in three space
dimensions. After the intersection points are found, the mass matrix Dγ and the
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inhomogeneity Fγ can be easily computed by interpolation of the values of the piece-
wise linear or constant finite element basis functions. Over all, the numerical effort
of this assembling and modification is negligible compared to the one needed for the
solution of the state and adjoint equations.

In contrast to Stokes problems (see [7]) the discrete systems now change in every
iteration of the optimization since the system matrix depends on the last iterate Wγ .
Thus one advantage, namely the possibility of one factorization of the system matrix
in the beginning of the optimization loop that was possible for the Stokes case (see
[7, section 8]), is lost. It can be retained, e.g., by using a projected cg algorithm that
solves (3.1) by a sequence of Stokes problems; see [18].

Once the discrete counterparts of pγ , gγ , µγ , χγ are computed, the evaluation of
the derivative via (7.3) requires only the evaluation of a one-dimensional integral.
This can be done exactly by appropriate numerical quadrature formulas and thus
no additional discretization error is introduced by the derivative evaluation. Normal
derivatives of state and adjoint velocity along the boundary usually occurring here
are implicitly included in gγ , χγ . This fact is due to the embedding domain technique
by which these two Lagrange multipliers were introduced.

Table 1
Convergence behavior for 5 control parameters.

It. J Control parameters (B-spline coefficients)
1 1.3825e-03 0.0010 0.0010 0.0010 0.0010 0.0010
2 4.5050e-04 0.0685 0.2901 0.2307 0.2900 0.0687
5 1.5073e-05 0.0612 0.4560 0.3044 0.4894 0.1332

25 1.4691e-06 0.0252 0.4121 0.3837 0.4013 0.0421
45 3.8337e-07 0.0010 0.3494 0.4144 0.3654 0.0010

Table 2
Convergence behavior for 9 control parameters.

It. J Control parameters (B-spline coefficients)
1 1.4e-03 .0010 .0010 .0010 .0010 .0010 .0010 .0010 .0010 .0010
4 1.0e-04 .0426 .0901 .2946 .4674 .4262 .4679 .2882 .0364 .0010
5 1.2e-05 .0596 .0926 .2746 .4271 .4006 .4291 .2650 .0127 .0024
7 2.1e-06 .0732 .0944 .2585 .3948 .3800 .3960 .2451 .0010 .0032

15 2.7e-07 .0760 .0812 .2470 .3860 .4017 .3944 .2230 .0010 .0010
27 5.3e-08 .0769 .0784 .2463 .3863 .3995 .3913 .2204 .0010 .0015
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Fig. 2. Inverse problem. Comparison between desired (solid line) and optimized curves for 5
(dotted) and 9 (dashed) control parameters.
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Fig. 3. Velocity vectors (left) and pressure distribution (right) for (from top to bottom) desired
state, initial, and optimized curve with 5 and 9 control parameters.
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9. Numerical example. We present an inverse problem for a driven cavity flow.
The computational domain is the unit square. On one edge a constant tangential ve-
locity is prescribed, the other edges are regarded as walls with homogeneous Dirichlet
boundary conditions for the velocity. The function Φ representing the boundary values
was smoothed at the corners. The inhomogeneity f was set to zero and the parameter
ν = 1. In both examples the bottom edge of the cavity was variable between the fix
points (0, 0) and (1, 0). As initial curves for the optimization, we used a straight line
as bottom edge. Lower box constraints for the control parameters to ensure γ ≥ 0 and
a linear inequality constraint to guarantee Γγ ∩ΩC = ∅ were used. No regularizations
were necessary. State and adjoint equations were solved on a triangular grid with
1089 velocity nodes.

9.1. Inverse problem for the driven cavity. Here the function Φ = (Φ1,Φ2)
= (1, 0) was used at the top edge of the cavity. We considered a tracking type cost
functional with ΩC := (0, 1)× (0.5, 1) and the desired state ud := uγd , where γd was
a cubic spline interpolating the points (0, 0), (0.5, 0.4), (1, 0).

We performed two optimization runs with 5 and 9 control parameters. In Tables 1
and 2 the convergence behavior is documented. It can be seen that the optimization
reduces the cost functional rather fast up to one percent. Further reduction affords
more iterations, specifically a very low stopping criterion for the accuracy in the
control parameters and function value. The convergence for the higher number of
controls was faster (concerning the number of iterations). Even if the changes in the
controls are in the range of 10−4 and are hardly visible, further optimization steps
lead to a better value of the cost and to a curve close to the one used to compute the
desired state.

Figure 2 shows the boundary curves of the desired state and the two optimized
ones. In Figure 3 we depicted the velocity vectors and pressure distribution for the
desired state, the initial, and the two obtained optimized curves.
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Abstract. We analyze the structure of a control function u(t) corresponding to an optimal
trajectory for the system q̇ = f(q) + u g(q) in a three-dimensional manifold, near a point where
some nondegeneracy conditions are satisfied. The kind of optimality which is studied includes time-
optimality. The control turns out to be the concatenation of some bang and some singular arcs.
Studying the index of the second variation of the switching times, the number of such arcs is bounded
by four.
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1. Introduction. Consider the time-optimal control problem

q̇ = f(q) + u g(q), u ∈ [−1, 1],(1)

on a three-dimensional manifold M3, where f and g are two smooth vector fields on
M3 and the admissible controls are all measurable functions u : t �→ u(t) ∈ [−1, 1].
The kind of results we are interested in are local regularity properties for the control
function corresponding to optimal trajectories. Namely, we fix q0 ∈M3 and we study
whether locally at q0 the control function corresponding to a time-optimal trajectory
is piecewise smooth, meaning by this that there exist a neighborhood U of q0 and a
time T > 0 such that any control function corresponding to a time-optimal trajectory
of the system (1) contained in U and defined on a time-interval of length less than or
equal to T is piecewise smooth. We are interested in giving an upper bound to the
number of smooth pieces, called arcs, and in describing the possible concatenations.
(For instance, we want to know how many arcs are bang, i.e., such that the control
restricted to them is the constant function +1 or −1.)

As is well known (see [19]), any irregularity of the optimal control is possible; that
is, for any measurable control function u(·); there exists a control system of type (1)
such that the trajectory corresponding to u(·) is time-optimal. The correct question
is, What kind of behavior can we expect for time-optimal trajectories of a generic
system?

A major motivation for the study of this topic is the following: to give a priori re-
strictions on the local structure of optimal trajectories is a crucial step in the direction
of the description of the local optimal synthesis (see, for instance, [22]). The problem
is known to be deep: Fuller [7] first proposed a polynomial system of the kind studied
here such that the switching time moments of the optimal control form a convergent
sequence. (We call chattering a control of this kind.) Since then it has been an impor-
tant issue to understand whether this phenomenon is structurally stable (i.e., cannot
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be eliminated by a small perturbation of the system) or not. In big enough dimen-
sions it most likely is stable: stable chattering extremals were constructed in [10, 23],
though the optimality of these extremals is not proved.

The language in which the genericness of the system will be expressed, in order
to concretely tackle the problem, is the one of “nonresonance conditions” on the
configuration of iterated Lie brackets between f and g evaluated at the fixed point
q0. This is natural since the family of Lie bracket relations form a set of differential
invariants of the pair of vector fields (f, g), which is complete for analytic systems
(see [16, section 4]).

The first step in this direction is to study the structure of the trajectories near the
point where some prescribed triples of iterated Lie brackets are linearly independent.
If a local regularity property is proved under such conditions, by standard transversal-
ity considerations it follows that for a generic pair of vector fields (f, g), for a generic
point q0 ∈ M3, the regularity property holds locally at q0. The first result of this
kind for a three-dimensional manifold appeared in [18] and asserts that if each of the
tensor fields f ∧ g∧ [f, g], g∧ [f, g]∧ [f + g, [f, g]], and g∧ [f, g]∧ [f − g, [f, g]] does not
vanish at q0, then locally at q0 any time-optimal bang-bang trajectory has at most
two switchings.

A satisfactory understanding of the three-dimensional problem would be for us
to individuate a regularity property, which holds locally at every point of M3 for
a generic pair of vector fields (f, g), in analogy with what has already been done
for two-dimensional manifolds by Sussmann (see [17, 20] and also [11]). By Thom’s
transversality theorem we know that this reduces to the study of all Lie bracket
configurations with up to three nontrivial independent relations of linear dependency
between its elements. Up to now, in addition to the cited result by Sussmann, there
have been similar upper bounds proved in other situations: by Bressan [6] in the case
of trajectories steering to an equilibrium point for f under some extra nondependency
conditions; by Schättler [12] for bang-bang trajectories for a generic pair (f, g), locally
at all points in which f ∧ g ∧ [f, g] �= 0. (For trajectories which are not a priori bang-
bang Schättler [13] requires that some extra nondependency conditions hold at the
point.) In [3] the following complementary result is stated, which generalizes the one
in [6]: if g ∧ [f, g]∧ [f ± g, [f, g]](q0) �= 0, then locally at q0 a bang-bang time-optimal
trajectory has no more than two switches. Part of the present paper is devoted to
giving a detailed proof of that statement. The same result had also been proved by
Krener and Schättler [9] and Sussmann [21] by different methods.

Unfortunately, the cases studied in the literature do not cover all Lie bracket
configurations with up to one dependency relation. In the present paper we give the
first result concerning all such configurations: we furnish a common finite local bound
on the number of arcs, which is valid not only for bang-bang trajectories, but also for
all trajectories with no a priori restriction on the control. We also discuss in which
sense the bound is sharp. The main results are contained in Theorem 3 in section
3 and in Lemma 2 in subsection 4.3 and can be summarized as follows, in terms of
generic properties for (f, g) and of properties holding at points of M3, in the local
sense introduced above.

Theorem 1. Let V 4
2 (M3) be the space of all pairs of C4 vector fields on M3,

endowed with the Whitney topology. For any element (f, g) from an open everywhere
dense subset of V 4

2 (M3) there exist W1 ⊂ W2 ⊂ M3, where W1 and W2 are, respec-
tively, a one-dimensional and a two-dimensional stratified set in M3, such that

• for any point q0 inM3 \ W2, locally at q0, any time-optimal trajectory of the sys-
tem (1) is a finite concatenation of at most three between bang and singular arcs;
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• for any point q0, in W2 \W1, locally at q0, any time-optimal trajectory of the
system (1) is a finite concatenation of at most four between bang and singular
arcs.

Proposition 1. For any (f, g) from an open subset of V 4
2 (M3) there exists a

two-dimensional submanifold U2 ⊂M3 such that for any q0 ∈ U2 and any T > 0 there
exists a trajectory passing through q0 of time-length less than T which is locally (in
the C0 topology) time-optimal and is the concatenation of four bang arcs (of positive
length).

As we mentioned, it is the possible occurrence of the chattering phenomenon
that makes the problem deep and hard to study. Our paper is one more step in
the demarcation of the nonchattering territory, at least in dimension three. It is
not excluded that structurally stable chattering phenomena occur, but it is given a
stronger a priori bound to their “dimension.”

Another problem is whether the Fuller phenomenon is the worst possible stable
behavior. Proposition 2 in section 6 gives a partial answer to this question, stating
that under some very weak conditions (which hold everywhere for a generic pair (f, g)
in any dimension) an optimal control with values in {−1, 1} either has a finite number
of switches or is such that its restriction to a subinterval is chattering. This means
that any possible bad behavior is built up, in some sense, by chattering modes. If
we prove, in particular, that in a certain region chattering does not occur, then a
time-optimal trajectory passing through the region (and whose control function takes
value in {−1, 1}) must be bang-bang.

2. A second order optimality condition. Let M be a smooth manifold and
f , g two smooth vector fields on M . It is natural and costless to assume throughout
this section that the dimension of M is equal to n ∈ N, with no further restriction
on n, since the second order condition we are going to state is independent on the
dimension.

A trajectory of the system

q̇ = f(q) + u g(q), u ∈ [−1, 1],(2)

is an absolutely continuous curve t �→ q(t) ∈ M for which there exists a measurable
control function t �→ u(t) ∈ [−1, 1] such that (2) is verified for almost every t in the
domain of q(·). For all T > 0 and q0 ∈M we define the attainable set from q0 at time
T :

A(T, q0) = {q(T ) | q : [0, T ]→M is a trajectory of (2) such that q(0) = q0}.

Let q : [0, T ]→M be a trajectory of (2) and u the corresponding control function.
By the Pontryagin maximum principle we know that if q(T ) belongs to ∂A(T, q(0)),
then q(·) is extremal; that is, there exist c ∈ R and an absolutely continuous covector
trajectory p : [0, T ] → T ∗M such that p(t) ∈ T ∗

q(t)M \ {0} for every t ∈ [0, T ], which
verifies for almost every t the equation

ṗ(t) = −p(t)(Df(x(t)) + u(t)Dg(x(t)))(3)

and the relation

〈p(t), (f + u(t)g)(q(t))〉 = min
v∈[−1,1]

〈p(t), (f + vg)(q(t))〉 ≡ c.(4)
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We say that q : [0, T ] → M is bang-bang if the control function u takes values in
{−1, 1} and there exists a finite number of switching times 0 < t1 < t2 < · · · < tk−1 <
tk < T , splitting [0, T ] in intervals on which u is alternately the constant +1 and −1.
In general we say that a piece of trajectory defined on a time subinterval is a bang arc
if the corresponding control is constantly equal to +1 or −1 (we speak, respectively,
of a + arc or a − arc), whereas it is a singular arc if it is not a bang arc and the
corresponding control is smooth. We will describe the structure of a trajectory by the
standard agreement that, for instance, a +−S trajectory is a concatenation of a +, a
−, and a singular arc.

Since we are interested in local results it is justified and convenient for us to
assume that all the vector fields involved are complete. Given a complete smooth
vector field h onM and a time t ∈ R, we can associate the flow of h at a time t, which
we will denote by eth : q �→ eth(q). Both the vector field h and the diffeomorphism
eth have a natural interpretation as operators on C∞(M): given a smooth function a
on M and a point q ∈M , ha(q) is defined as the derivative of a in the direction h(q)
at the point q, whereas

(etha)(q) = a(eth(q)).

Given two smooth vector fields h1 and h2, it is always possible to define their
commutator (Lie bracket) according to the formula

((adh1)h2)a = [h1, h2]a = h1(h2a)− h2(h1a).

In operator terms the action e−th1∗ of the diffeomorphism e−th1 on the vector fields
has the form

e−th1∗ h2 = eth1 ◦ h2 ◦ e−th1 .

The formula

d

dt
eth1 ◦ h2 ◦ e−th1(q) = [h1, e

th1 ◦ h2 ◦ e−th1 ](q)

justifies the notation

etadh1h2 = eth1 ◦ h2 ◦ e−th1 .

Notice that, for every t and h, the following relation holds:

etadhh = h.(5)

Remark. In the case of vector fields which are not smooth but just Ck, the above
definitions extend to the case where they are still licit; in particular, if h is Ck, then
etadh is a well-defined transformation of Ck vector fields while k + 1 iterated Lie
brackets between Ck vector fields are well-defined C0 vector fields.

In order to formulate the second order optimality condition it is useful to remark
the following fact: Let q(·) be an extremal trajectory of (2) and p(·) an associated
covector trajectory. Fix a vector field h and two time instants t and τ in the same
bang interval of q(·) on which the control is equal to ν. By (3) we have

〈p(t), h(q(t))〉 = 〈p(τ), e(t−τ)ad(f+νg)h(q(t))〉.(6)
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Theorem 2. Let q : [0, T ] → M , T > 0, be a bang-bang trajectory of (2) and
let u(t) be the corresponding control function with k switching times 0 < τ1 < τ2 <
· · · < τk < T . Denote by ν the value of u in (0, τ1). Let q(·) be extremal and
p(·) a corresponding covector trajectory. Assume that p(·) is uniquely defined (up to
multiplication by a positive scalar) by (3) and (4). Let p0 = p(0) and

h0 = f + νg,

hi = eτ1ad(f+νg) ◦ e(τ2−τ1)ad(f−νg) ◦ e(τ3−τ2)ad(f+νg) ◦ · · ·
◦ e(τi−τi−1)ad(f−(−1)iνg)(f + (−1)iνg), i = 1, . . . , k.

Take the quadratic form

Q(α) =
∑

0≤i<j≤k
αiαj〈p0, [hi, hj ](q(0))〉(7)

defined on the space{
α = (α0, . . . , αk) ∈ Rk+1

∣∣∣∣∣
k∑
i=0

αi = 0,

k∑
i=0

αihi(q(0)) = 0

}
.(8)

If Q is not nonnegative definite, then q(T ) ∈ intA(T, q(0)). Moreover, for every
system (f ′, g′) which is close enough to (f, g) in the C1 topology, the point q(T ) is in
the interior of the corresponding attainable set A(f ′,g′)(T, q(0)).

Remark. The sign condition on Q is usually rephrased in terms of the index of
Q; that is, the dimension of the maximal subspace on which Q is negative definite.
The quadratic form Q is not nonnegative definite if and only if its index is strictly
positive.

Remark. Stated as above, the theorem seems to acknowledge a special role for
the tangent space Tq(0)M . If we fix a time t in [0, T ], however, an equivalent version
of the theorem can be easily set in Tq(t)M . Let m be such that τm−1 ≤ t < τm (with
the agreement that τ0 = 0 and τk+1 = T ). Define

hti = e−(t−τm−1)ad(f−(−1)mνg) ◦ · · · ◦ e−(τ2−τ1)ad(f−νg) ◦ e−τ1ad(f+νg)hi

for every i = 0, . . . , k. The equivalent formulation of the theorem follows: the space
defined by (8) is unaltered if we replace hi(q(0)) by hti(q(t)), and the quadratic form

Qt(α) =
∑

0≤i<j≤k
αiαj〈p(t), [hti, htj ](q(t))〉

is actually independent of t, as follows from an iterated use of (6). We will find useful,
in order to simplify the computations, to apply the theorem choosing t between the
switching times of the trajectory.

This theorem, in a much more general setting, has been proved in [3]. We will
give here just a brief sketch of the proof. Let q0 = q(0) and let F : w(·) �→ F (w) be
the endpoint mapping at time T for the system{

ẋ = f(x) + wg(x) ,
x(0) = q0,

which is defined in an L1 neighborhood of the reference control u(·). Take

G(v) = e−τ1(f+νg) ◦ e(τ1−τ2)(f−νg) ◦ · · · ◦ e(τk−T )(f+(−1)kνg)F (u+ v),



518 ANDREI A. AGRACHEV AND MARIO SIGALOTTI

which is just F , simply pulled back by the flow generated by the control u, in order
to have G(0) = q0. Our aim is to prove that G is locally open at 0 and, moreover,
that this property is stable with respect to C1 perturbations of our system. Let

h(t) = eτ1ad(f+νg) ◦ e(τ2−τ1)ad(f−νg) ◦ e(τ3−τ2)ad(f+νg) ◦ · · ·
◦ e(t−τi−1)ad(f−(−1)iνg)(f + (−1)iνg)

for all t ∈ [τi−1, τi] and all i = 1, . . . , k+1. The extremality condition (4) implies that
〈p0, h(t)(q0)〉 = c for all t ∈ [0, T ], as we immediately deduce from (6). The uniqueness
of p(·) means, moreover, that the closed convex cone generated by {h(t)(q0) | t ∈ [0, T ]}
is an half-space of Tq0M , which we denote by H.

For any α = (α0, . . . , αk) ∈ Rk+1 with
∑k
i=0 αi = 0 and for s > 0 small enough,

we can define wαs (·) as the bang-bang control with switching times

0 < τ1 + sα0 < τ2 + s(α0 + α1) < · · · < τk + s

k−1∑
i=0

αi < T.

Let vαs = u− wαs . We have that

d

ds
G(vαs )

∣∣∣
s=0+

=

k∑
i=0

αihi(q0)

and

d2

ds2
G(vαs )

∣∣∣
s=0+

=

k∑
i=0

k∑
j=i+1

αiαj [hi, hj ](q0).

The positiveness of Q can thus be read as follows: the elements of the space
defined by (8) correspond to the variations of the switching times which preserve the
total time T and which produce a zero first order variation in the endpoint. Assume
that a variation α exists such that Q(α) is negative. Then the convex cone generated
by

v0 =
d2

ds2
G(vαs )

∣∣∣
s=0+

and H is the whole Tq0M . Fix t1, . . . , tn ∈]0, T [\{τ1, . . . , τk} such that the convex
cone generated by v0 and

vi = h(ti)(q0), i = 1, . . . , n,

is equal to Tq0M . Define the admissible control

w(s0,s1,...,sn)(t) =

{−u(t) if t ∈ ∪ni=1[ti, ti + si],
wαs0(t) otherwise

for s0, s1, . . . , sn > 0 small enough and let v(s0,s1,...,sn) = u − w(s0,s1,...,sn). Fix
a0, a1, . . . , an > 0 and remark that

d

dε
G(v(a0ε,a1ε2/2,...,anε2/2))

∣∣∣
ε=0+

= 0
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and

d2

dε2
G(v(a0ε,a1ε2/2,...,anε2/2))

∣∣∣
ε=0+

=

n∑
i=0

aivi.

Now a standard application of the Brower fixed point theorem implies that for any
continuous mapping C0 close to (s0, s1, . . . , sn) �→ G(v(√s0,s1,...,sn)), the image of any

neighborhood of 0 in [0,+∞)n+1 contains a neighborhood of q0 in M . This concludes
the sketch of the proof of Theorem 2.

The theorem above naturally suggests the following definition, which makes sense
for any smooth control system.

DEFINITION. We say that a trajectory q : [0, T ] → M of q̇ = f(q, u), where f is
C1 with respect to both the state q and the control u, is essential if q(T ) belongs to the
interior of the attainable set from q(0) at time T for any C1-close system. Vice versa,
we call quasi-optimal a trajectory which is not essential.

Remark. Given an essential trajectory q : [0, T ]→M , if we consider time-rescaled
systems (which, up to some technical use of cut-off functions, can be seen as C1-close
to the original one, if the scaling factor is close to 1), we get that q(T ) ∈ A(t, q(0)) for
t close to T . In particular, q(·) is neither the fastest trajectory connecting q(0) to q(T )
(i.e., it is not time-optimal) nor the slowest. Theorem 2, giving necessary conditions
for quasi-optimality, furnishes a unified approach for a wide range of phenomena,
including time-optimality.

Remark. A property that quasi-optimality shares with time-optimality (and, in
general, with any optimality defined by an integral cost) is the fact that the time-
reversed of a quasi-optimal trajectory is quasi-optimal for the time-reversed system.
Indeed, if q : [0, T ] → M is essential for the control system q̇ = f(q, u), then there
exist δ > 0 and a neighborhood U of q(0) such that for any f ′ δ-close to f and for any
q ∈ U , q(T ) belongs to the attainable set from q at time T of the system q̇ = f ′(q, u),
as we can derive by a reparameterization argument similar to the one above. Thus
q(0) belongs to the interior of the attainable set from q(T ) at time T for any system
δ-close to q̇ = −f(q, u).

3. Statement of the results and some general considerations. In this
section we explicitly furnish a partition of all Lie bracket configurations with zero or
one relation of linear dependency between its elements and we state the corresponding
bound on the number of switches that we will prove in the next sections. For the sake
of conciseness we set

X± = [f ± g, [f, g]] ,
X±∓ = [f ± g, [f ∓ g, [f, g]]] ,

and, in general, if w is a word with letters in {+,−}, we set X±w = [f ± g,Xw]. The
two classes of Lie bracket configurations we will consider are characterized as follows:

Case 0.
g ∧ [f, g] ∧X+ �= 0,
g ∧ [f, g] ∧X− �= 0.

Case 1.
g ∧ [f, g] ∧X+ = 0,
g∧ [f, g]∧X++ �= 0,
g ∧ [f, g] ∧X− �= 0.

Every set of equalities and inequalities has to be interpreted as evaluated at q0.
We say that a Lie bracket configuration is of type 0 or 1 to mean that it satisfies the
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conditions of, respectively, Case 0 or 1. This partition is complete since, if in (1) we
substitute g by −g, we obtain exactly the same system (due to the symmetry of the
control set), but the roles of + and − are transposed.

DEFINITION. Given a point q0 of type 0 (respectively, 1), we say that a neigh-
borhood U of q0 is adapted if it is precompact and the relations in inequality form
characterizing Case 0 (respectively, Case 1) hold throughout U .

Our main result is the following.
Theorem 3. Let q0 be a point of M3 whose Lie bracket configuration is of type

0 or 1 and fix an adapted neighborhood U of q0. Then there exists a time T > 0
for which a quasi-optimal trajectory of the system (1) contained in U and of time-
length less than or equal to T is a finite concatenation of bang and singular arcs. In
particular, for T small enough, if we are in the conditions of Case 0, a quasi-optimal
trajectory is a concatenation of at most three bang arcs or of a bang, a singular, and
a bang arc; if we are in the conditions of Case 1, a quasi-optimal trajectory is a
concatenation of at most four bang arcs or of two bang, a singular, and a bang arc
and the only possible maximal concatenations including singular arcs are of the type
−+S± or ±S+−.

Given an extremal trajectory q(·) and an associated covector trajectory p(·) we
can define the so-called switching function

ϕ(t) = 〈p(t), g(q(t))〉.
The minimality condition (4) in the Pontryagin maximum principle implies that

ϕ assumes the value zero at the switching times of q(·). From Lemma 1 in [1] we know
that, given a smooth vector field X, for almost every t in the domain of q(·), we have

d

dt
〈p(t), X(q(t))〉 = 〈p(t), [f + u(t)g,X](q(t))〉.(9)

In particular, for almost every t we have

ϕ̇(t) = 〈p(t), [f, g](q(t))〉.
This equality holds, moreover, for every t since ϕ is absolutely continuous and t �→
〈p(t), [f, g](q(t))〉 is (absolutely) continuous. Therefore ϕ is a C1 function, its derivative
is absolutely continuous, and

ϕ̈(t) = 〈p(t), [f + u(t)g, [f, g]](q(t))〉
almost everywhere. We stress that these considerations on the switching function do
not depend on the dimension of the manifold. A technical consequence, which we will
state in dimension three, is the following.

Lemma 1. Let Xi, i = 1, 2, 3, be three smooth vector fields on M3. Let U be a
precompact subset of M3 such that X1 ∧X2 ∧X3 �= 0 in U . Then there exists T > 0
such that for each interval I of time-length less than or equal to T , for each extremal
trajectory q : I → U and for each corresponding covector trajectory p(·), if both x1(·)
and x2(·) have at least one zero in I, then the sign of x3(·) is constant on I, where
xi(t) := 〈p(t), Xi(q(t))〉, i = 1, 2, 3.

Proof. Define an Euclidean structure on the cotangent bundle T ∗U as follows:
for every q ∈ U and every p ∈ T ∗

q (M3), let

‖p‖2 = 〈p,X1(q)〉2 + 〈p,X2(q)〉2 + 〈p,X3(q)〉2.
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From the Gronwall inequality applied to (3), it follows that, fixed 0 < c < 1 < C,
there exists T > 0 such that, for every q(·) and p(·) as in the hypothesis of the lemma,
with p(·) normalized in such a way that ‖p(t0)‖ = 1 at the middle point of I, we have
c ≤ ‖p(t)‖ ≤ C for every t ∈ I. From the expressions of ẋi given in (9) we easily
deduce that there exists a constant K independent of T such that

|xi(t)| ≤ TCK , i = 1, 2 ,

for every t ∈ I. Thus

|x3(t)|2 = ‖p(t)‖2 − |x1(t)|2 − |x2(t)|2 ≥ c2 − 2T 2C2K2 .

Taking a small enough T the lemma is proved.

4. The bang-bang case. In this section we aim to prove Theorem 3 for trajec-
tories which are already known to be bang-bang. Fix a point q0 ∈M3 of type 0 or 1
and an adapted neighborhood U of q0. Let q(·) be an extremal −+−+ trajectory in U
with consecutive switching times 0, t1, t1+t2. This means that q : [−η, t1+t2+η]→ U
for some η > 0 and that u takes value +1 on (0, t1) ∪ (t1 + t2, t1 + t2 + η) and −1 on
(−η, 0)∪ (t1, t1 + t2). We will always assume that t1 + t2 < T , where T is independent
of the trajectory.

Since a switching time is a zero of ϕ, we have

0 = 〈p0, g(q̄)〉,(10)

0 = 〈p0, et1ad(f+g)g(q̄)〉,(11)

0 = 〈p0, et1ad(f+g)et2ad(f−g)g(q̄)〉,(12)

where p0 = p(0) and q̄ = q(0). We show in the following the uniqueness of the
covector p0, at least if T is small enough. This will allow us to apply Theorem 2 and
to formulate necessary conditions for the quasi-optimality of the studied trajectory in
terms of the index of

Q(α) =
∑

0≤i<j≤3

αiαj〈p0, [hi, hj ](q̄)〉,

defined for all α = (α0, α1, α2, α3) ∈ R4 such that

3∑
i=0

αihi(q̄) = 0,(13)

3∑
i=0

αi = 0,(14)

where

h0 = f − g,
h1 = f + g,

h2 = et1ad(f+g)(f − g),
h3 = et1ad(f+g)et2ad(f−g)(f + g).

Remark that the extremality condition (4) implies that 〈p0, hi(q̄)〉 = c for i =
0, . . . , 3. For the sake of conciseness we write

σij = 〈p0, [hi, hj ](q̄)〉.(15)



522 ANDREI A. AGRACHEV AND MARIO SIGALOTTI

Since we want to apply the second order condition to all trajectories of the bang-
bang type described above which are contained in U , we will consider Q as a family
of quadratic forms parameterized also by the point q̄.

Choose a triple ξ1, ξ2, ξ3 of 1-forms on M3 such that their restriction to U is a
dual (moving) basis to g, [f, g], −X− (that is, 〈ξi(q), g(q)〉 = δ1i, q ∈ U , i = 1, 2, 3,
and so on). Equality (10) implies that p0 is a linear combination of ξ2(q̄) and ξ3(q̄).
Moreover, the case in which p0 is proportional to ξ2(q̄) can be excluded choosing
T small enough, as we can easily deduce from (11). Since p(·) is defined up to
multiplication by a positive scalar we may normalize:

p0 = ±(εξ2(q̄) + ξ3(q̄)).(16)

For every word w with letters in {+,−}, we set

λw = 〈ξ3, Xw〉.
Let us stress that these are functions defined on U and that, by definition, λ− ≡

−1. Remark, moreover, that, due to our choice of U , λ+ is separated from zero in
Case 0, while the same is true for λ++ in Case 1.

In the following we will evaluate the asymptotics of various quantities as the
time-length of the trajectory goes to 0. To do it we will consider functions of t and q
defined on (0, T ) × U and we will say that χ(t, q) is of order r with respect to t (we
will write χ(t, q) = O(tr)) if it is actually of order r uniformly in U as t goes to 0.

From (11) we have

0 = t1〈εξ2(q̄) + ξ3(q̄), [f, g](q̄)〉+ 〈εξ2(q̄) + ξ3(q̄), O(t21)〉 = ε(t1 +O(t21)) +O(t21),

and thus for T small enough we can think at ε as a function of t1 and q̄. Remark,
moreover, that, as a function on (0, T )× U , ε is of order 1 with respect to t1.

Take T , the bound on the length of the trajectory, small enough to apply Lemma
1 to the triple of vector fields g, [f, g], and X−. Let us check that q(·) actually fits the
hypothesis of the lemma: the roles of x1 and x2 are played here by ϕ and ϕ̇ and ϕ
takes the value zero at all switching times, while between two switching times ϕ̇ must
have at least one zero, corresponding to a maximum or a minimum of the switching
function. The conclusion that we derive from the lemma is that 〈p(t), X−(q(t))〉 has
constant sign. This sign has to be equal to −1, since the function under consideration
is the second derivative of ϕ in the interval (t1, t1 + t2). Since 〈εξ2(q̄) + ξ3(q̄), X−(q̄)〉
depends continuously on ε, it is clear that, possibly for a further smaller T , we can
solve the sign uncertainty in (16) and write

p0 = ε(t1, q̄)ξ2(q̄) + ξ3(q̄).

This proves the stated uniqueness of p0. Remark that

ε = 〈p0, [f, g](q̄)〉 = ϕ̇(0) ≤ 0,(17)

since ϕ is nonpositive in a right neighborhood of 0.
Remark. It turns out that the subspace of R4 defined by (13) and (14) is one-

dimensional. Equivalently, let us show that

V =

{
3∑
i=0

αihi(q̄)

∣∣∣∣∣
3∑
i=0

αi = 0, (α0, α1, α2, α3) ∈ R4

}
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is two-dimensional. Let λ ∈ T ∗
q̄M

3 such that 〈λ, V 〉 = 0. In particular,

〈λ, hi(q̄)− hi−1(q̄)〉 = 0

for i = 1, 2, 3, and then λ verifies the relations (10), (11), and (12), as can be derived
from (5). Thus λ is proportional to p0, which means that the orthogonal space to V
is one-dimensional and the remark is proved. Moreover, the space of admissible α is
given by the solutions of the system


α0 + α1 + α2 + α3 = 0 ,
−α0 + α1 + 〈ξ1(q̄), (h2 − f)(q̄)〉α2 + 〈ξ1(q̄), (h3 − f)(q̄)〉α3 = 0 ,

〈ξ2(q̄), (h2 − f)(q̄)〉α2 + 〈ξ2(q̄), (h3 − f)(q̄)〉α3 = 0 .
(18)

4.1. Case 0. Let q0 be of type 0. From (11) and recalling that ε = O(t1), we
have

0 = t1〈p0, [f, g](q̄)〉+
t21
2
〈p0, X+(q̄)〉+O(t31) = εt1 +

t21
2
λ+ +O(t31).

Thus

ε = −t1λ+

2
+O(t21).(19)

Similarly, from (12) we get

t2 = 2(ε+ t1λ+) +O(t22) = λ+t1 +O(t21).

In particular, t2 is of the same order as t1 and we have

h2 = f − g − 2t1[f, g] +O(t21),

h3 = f + g + 2t2[f, g] +O(t21),

and so

σ01 = 2ε,

σ02 = 2t1 +O(t21),

σ12 = −2ε− 2t1λ+ +O(t21),

σ03 = 2ε− 2t2 +O(t21),

σ13 = 2t2λ+ +O(t21),

σ23 = 2ε− 2t2 + 2t1λ+ +O(t21).

The system (18) has the following form:

α0 + α1 + α2 + α3 = 0,
−α0 + α1 − (1 +O(t21))α2 + (1 +O(t21))α3 = 0,

− (2t1 +O(t21))α2 + (2t2 +O(t21))α3 = 0,

from which we obtain 

α0 = −( t2t1 +O(t1))α3,

α1 = −(1 +O(t21))α3,
α2 = ( t2t1 +O(t1))α3.
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Finally, after some calculations,

Q = Q(α3) =
(−2t1λ

2
+ +O(t21)

)
α2

3.

Recalling that λ+ is separated from zero we have that Q is negative definite (for
small T ), and so q(·) is essential.

This completes the proof that in the hypothesis of Case 0 locally at q0 a bang-
bang quasi-optimal trajectory has no more than two switches. We remark that the
choice we made between the order of + and − arcs is irrelevant since the hypotheses
we were starting from are symmetric in the two signs.

4.2. Case 1. Let now q0 be of type 1. We will find it useful to introduce the
following notation: given a function χ of t and q defined on (0, T ) × U we write
χ(t, q) = Ω(t) if χ(t, q) = λ+(q)O(1) +O(t). We also set π� = 〈p0, X�〉, 7 = +,−, . . . .

From (11) we have

0 = t1ε+
t21
2
π+ +

t31
6
π++ +O(t41)

= t1

(
ε(1 +O(t1)) + t1

λ+

2
+ t21

λ++

6
+O(t31)

)
.

Thus

ε = −t1λ+

2
− t21

λ++

6
+ λ+O(t21) +O(t31) = −t1λ+

2
− t21

λ++

6
+ t21Ω(t1).

From (12) we get similarly

t2 = t1λ+ +
2

3
λ++t

2
1 + λ+O(t21) +O(t31) = t1λ+ +

2

3
λ++t

2
1 + t21Ω(t1).

Remark that, in our notation, t2, ε = t1Ω(t1). We have

h2 = f − g − 2t1[f, g]− t21X+ +O(t31),

h3 = f + g + 2t2[f, g] + 2t1t2X+ + t1t2Ω(t1),

and so

σ01 = 2ε,

σ02 = −2t1π− +O(t21),

σ12 = −2ε− 2t1π+ − t21π++ +O(t31),

σ03 = 2ε+ 2t2π− + t2O(t1),

σ13 = 2t2π+ + 2t1t2π++ + t1t2Ω(t1),

σ23 = 2ε+ 2t2π− + 2t1π+ + t21π++ + t21Ω(t1).

The space of admissible α is determined by the system (18), which has the form

α0 + α1 + α2 + α3 = 0,
−α0 + α1 − (1 +O(t21))α2 + (1 + t2O(t1))α3 = 0,

− (2t1 +O(t21))α2 + (2t2 + t2O(t1))α3 = 0,

from which we obtain 

α0 = −( t2t1 + t2O(1))α3,

α1 = −(1 + t2O(t1))α3,
α2 = ( t2t1 + t2O(1))α3.

(20)
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Thus,

Q(α3) =

[
2ε
t2
t1

+ 2t1π−
t22
t21

+ (2ε+ 2t1π+ + t21π++)
t2
t1
− (2ε+ 2t2π−)

t2
t1

− (2t2π+ + 2t1t2π++) + (2ε+ 2t2π− + 2t1π+ + t21π++)
t2
t1

+ t1t2Ω(t1)

]
α2

3

=

[
2
t2
t1

(2ε+ t1λ+ + t2λ−) + t1t2Ω(t1)

]
α2

3

= −2t2(λ+ + t1λ++ + t1Ω(t1))α2
3.

If Q is nonnegative definite, then, since ε ≤ 0, the following system of inequalities
is satisfied: {

λ+ + t1λ++ + t1Ω(t1) ≤ 0,

−t1(λ+ + t1
λ++

3 ) + t21Ω(t1) ≤ 0,

and so {
λ+(1 +O(t1)) + t1λ++(1 +O(t1)) ≤ 0,
−λ+(1 +O(t1)) − t1λ++

(
1
3 +O(t1)

) ≤ 0,

from which we deduce

2

3
t1λ++ +O(t21) ≤ 0.

Since λ++ is uniformly bounded away from 0 on U , a necessary condition for Q to
be nonnegative definite (and even more so a necessary condition for q(·) to be quasi-
optimal) is that λ++ < 0. In particular, (recall that λ− = −1) if

(sign g ∧ [f, g] ∧X−(q0))(sign g ∧ [f, g] ∧X++(q0)) < 0

(that is, if the orientation of the two triples of vectors does not coincide), then a
−+−+ trajectory of small enough length contained in U is not quasi-optimal. If the
above signs coincide, then they are different for the same system with reversed time,
that is, where f and g are substituted, respectively, by −f and −g. Since the time
reversed of a quasi-optimal trajectory of the old system is quasi-optimal for the new
one, we have that a + − +− trajectory of the initial system of small enough length
contained in U is not quasi-optimal.

We conclude that a short enough quasi-optimal bang-bang trajectory lying in U
has no more than three switches, in both Cases 0 and 1. In particular, we have proved
that a quasi-optimal trajectory in U has no chattering control.

4.3. Sharpness of the result. The bound given in Case 0 is clearly sharp, as
we can realize by a purely dimensional reasoning. To investigate whether the extra
switch that we add in Case 1 is needed or not, we refer to the sufficiency condition
for optimality proved in [4, Theorem 2.6]: the same reasoning applied to the present
case implies that if the quadratic form Q is positive definite, then the corresponding
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trajectory q : [0, T ]→M3 is locally time-optimal, in the C0 sense; that is, there exists
a neighborhood U of the graph {(t, q(t)) | t ∈ [0, T ]} in [0, T ] ×M3 such that q(·) is
time-optimal between all the admissible trajectories whose graph is contained in U .
Our aim is to use this result to show that the bound we gave is sharp in the following
sense.

Lemma 2. Let J4
q0 be the space of 4-jets at q0 of pairs of smooth vector fields

on M3 and let C1 ⊂ J4
q0 be the set of all J4

q0(f, g) such that (f, g) is of type 1 at q0.
Then there exists an open nonempty subset A1 of C1 such that if the 4-jet of (f, g)
belongs to A1, then for any T > 0 there exists a trajectory with three switches, passing
through q0 and of time length smaller than T , which is locally time-optimal in the C0
sense.

Assume that q0 is a point of type 1. Let q(·) be a +−+− extremal trajectory
with switching times 0, t1, t1 + t2 and such that q(0) = q0. In this subsection we will
write O(tγ), γ > 0, simply to denote functions of t ∈ (0, T ) which are of order tγ as
t goes to 0 (the first switching point is now fixed). The equations for the switching
times are

0 = 〈p0, g(q0)〉,(21)

0 = 〈p0, et1ad(f−g)g(q0)〉,(22)

0 = 〈p0, et1ad(f−g)et2ad(f+g)g(q0)〉.(23)

In terms of ξ1, ξ2, ξ3, defined as before, we have

p0 = εξ2(q0) + ξ3(q0),

with ε ≥ 0. Remark that now

h0 = f + g,

h1 = f − g,
h2 = et1ad(f−g)(f + g),

h3 = et1ad(f−g)et2ad(f+g)(f − g).

We follow the same procedure as in the previous subsections: we use (22) and
(23) to establish the asymptotics of ε and t2; from (13) and (14) we find the relations
among the αi and we compute Q. The calculations are here more lengthy since the

first two computable orders of Q—order t
3/2
1 and order t21—both annihilate.

In detail, from (22) and (23) we have

ε =
t1
2
− t

2
1

6
λ−− +O(t31)(24)

and

t22 =
3

λ++
t1 +O(t

3/2
1 ).

We can now compute

h2 = f + g + 2t1[f, g] + t21X− +O(t31),

h3 = f − g − 2t2[f, g]− t22X+ − 2t1t2X− − t
3
2

3
X++ +O(t21),
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and

σ01 = −2ε,

σ02 = −2t1 + t21π+− +O(t31),

σ12 = 2ε− 2t1 + t21π−− +O(t31),

σ03 = −2ε− 2t2π+ − t22π++ − 2t1t2π+− − t
3
2

3
π+++ +O(t21),

σ13 = 2t2 − t22π−+ − 2t1t2π−− − t
3
2

3
π−++ +O(t21),

σ23 = σ03 − σ12 + 2ε− 2t1t
2
2π× +O(t

5/2
1 ),

where

π× = 〈p0, [[f, g], X+](q0)〉.
The space on which Q is defined turns out to be described by

α0 = −(1 +O(t
3/2
1 ))α2,

α1 =

(
− t1
t2

+ t1
δ+
2

+
t1t2

2

(
δ++

3
− δ

2
+

2
− γ+

)
+O(t21)

)
α2,

α3 =

(
t1
t2
− t1 δ+

2
− t1t2

2

(
δ++

3
− δ

2
+

2

)
+O(t21)

)
α2,

where

γ+ = 〈ξ1(q0), X+(q0)〉 ,
δ� = 〈ξ2(q0), X�(q0)〉 , 7 = +,++ .

Finally, we get

Q = Q(α2) =

[
t21t2

(
λ−++ + δ++

3
− δ2+ − λ−+δ+ − γ+

− 2λ× +
2

9
λ++λ−−

)
+O(t31)

]
α2

2.

To conclude the proof of Lemma 2 it suffices to exhibit a system on R3 for which
at the point q0 = 0 the Lie bracket configuration is of type 1 and the following sign
conditions hold: λ++ > 0 and

λ−++ + δ++

3
− δ2+ − λ−+δ+ − γ+ − 2λ× +

2

9
λ++λ−− > 0.

This is the case, for instance, of the control system:

f(x, y, z) =


 0

−x
−x2

4 − x3

4 + y
2 + y2 − z


 , g(x, y, z) =


1

0
0


 ,

for which we get λ++ = 2 and

Q = Q(α2) =

(
17

6
t21t2 +O(t31)

)
α2

2.
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It happens that not only the bang-bang part of Theorem 3 is sharp but also the
one involving singular arcs. The results in [15] imply, indeed, that the presence of
short time-optimal concatenations of two bang, one singular, and one bang arc is
structurally stable in Case 1. We stress [5] that in this case the optimality is proved
to be not only local, but also global.

5. Allowing singular arcs. Let q0 ∈ M3 be a point of type 0 or 1 and U an
adapted neighborhood of q0. Consider a quasi-optimal trajectory q : (T1, T2) → U
with no preliminary restriction on the structure of its corresponding control function
u. Let p : (T1, T2)→ T ∗M3 be an associated covector trajectory.

It is known from Proposition 1 in [1] that, after possibly a modification on a set
of measure zero, u is C∞ on a open dense subset O of (T1, T2). Assume that O is
maximal (also with respect to further modifications of u on sets of measure zero). An
arc is a piece of trajectory corresponding to a connected component of O; it is bang if
u takes value in {−1, 1} on it, otherwise it is singular. We will use the word arc also
to refer to the connected component of O itself. Remark that on an arc also ϕ is C∞
and all its derivatives can be computed iterating (9). We say that two distinct arcs
(τ1, τ2) and (t1, t2) are concatenated if τ2 = t1 or τ1 = t2. Let Σ = ∂O. We say that
two distinct points of Σ are subsequent if the open interval which they identify does
not intersect Σ (that is, by density of O, if it is an arc).

In what follows we always assume that T2 − T1 < T , for T > 0, which will be
considered as small as needed. In particular, we will assume T to be small enough
to deduce from Lemma 1 the following property: if both ϕ and ϕ̇ have at least one
zero in (T1, T2), then ψ+(·) and ψ−(·) in Case 0 (ψ−(·) and ψ++(·) in Case 1) do not
change sign on (T1, T2), where

ψ�(t) = 〈p(t), X�(q(t))〉.
Remark that if, for instance, q(·) has a bang arc compactly contained in (T1, T2),

then both ϕ and ϕ̇ have, indeed, at least one zero in (T1, T2).
We start from the situation in which there is no bang arc. If this is the case, then

the switching function is identically equal to zero: to prove it, by density of O, we
just need to show that if I is a singular arc, then ϕ|I ≡ 0. This is indeed the case:
assume that I is singular and that ϕ|I is not identically equal to zero. Then

J = int{τ ∈ I|ϕ(τ) = 0}
is a proper nonempty subset of I. Let t be in the boundary of J and in the interior
of I. By continuity we obtain that both |u(t)| = 1 and ϕ(n)(t) = 0 for every n ≥ 0.
As remarked, however, ϕ(n)(t) can be computed iterating (9). It follows, from the
nondegeneracy conditions of both Cases 0 and 1, that p(t) is equal to 0, which is
impossible.

Thus, if there is no bang arc, ϕ is identically equal to zero on (T1, T2). We want to
deduce that the trajectory is made of a single singular arc, by proving that if ϕ ≡ 0 on
an open interval I, then u is smooth on I. Indeed, both ϕ̇ and its further derivatives
are also identically equal to zero on I and so p(t) is orthogonal to both g(q(t)) and
[f, g](q(t)) and, for almost all t ∈ I,

〈p(t), [f, [f, g]](q(t))〉+ u(t)〈p(t), [g, [f, g]](q(t))〉 = 0 .(25)

We remark that in both Cases 0 and 1

span{g(q), [f, g](q), [f, [f, g]](q), [g, [f, g]](q)} = TqM
3
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for every q ∈ U . Thus 〈p(t), [g, [f, g]](q(t))〉 �= 0 for every t for which (25) holds,
otherwise p(t) �= 0 would annihilate Tq(t)M

3. If 〈p(t̄), [g, [f, g]](q(t̄))〉 = 0 for some
t̄ ∈ I, however, we would have that near t̄ the function t �→ 〈p(t), [f, [f, g]](q(t))〉 is
bounded away from zero and consequently |u(t)| > 1 for some t at which (25) holds.
Thus, for every t ∈ I, 〈p(t), [g, [f, g]](q(t))〉 �= 0 and

u(t) = −〈p(t), [f, [f, g]](q(t))〉〈p(t), [g, [f, g]](q(t))〉 .(26)

Substituting the last expression in the Hamiltonian, we find that p|I is a solution
of the smooth (autonomous) Hamiltonian system generated by the Hamiltonian

h(p) = 〈p, f〉 − 〈p, [f, [f, g]]〉〈p, [g, [f, g]]〉 〈p, g〉,

and, in particular, it is smooth. According to (26), the same is true for u|I .
If no bang arc (τ1, τ2) ⊂⊂ (T1, T2) exists, then, by the same reasoning, the tra-

jectory is a concatenation of at most a bang, a singular, and a bang arc. Let now
(τ1, τ2) ⊂⊂ (T1, T2) be a bang arc. We can associate with it the smaller point t2 of Σ
which satisfies the following conditions: t2 ≥ τ2, t2 is the upper bound of a bang arc,
and t2 is not the lower bound of any bang arc. (This is possible since the results of the
previous section exclude the existence of an infinite sequence of subsequent bang arcs.)
Analogously we can define t1 ≤ τ1. If the trajectory is not bang-bang, then either
t1 �= T1 or t2 �= T2. Assume that t2 �= T2. Then p(t2) is orthogonal to both g(q(t2))
and [f, g](q(t2)). Indeed, by definition of t2 in each of its (right) neighborhoods lies
the interior point of a singular arc or an entire bang arc, on which ϕ(t) necessarily
assumes a zero and a maximum or minimum. By continuity we deduce the stated
orthogonality. Denote by I the arc having t2 as upper bound and by ν be the control
corresponding to such arc. Since ϕ(t2) = ϕ̇(t2) = 0 and I is compactly contained
in (T1, T2), it is clear that ψν(·), the second derivative of ϕ(·) along I, must have a
zero in I. Due to our assumptions on T we can exclude that ν = −1, since ψ−(·) has
constant sign along the trajectory in both Cases 0 and 1. For the same reason, the Lie
bracket configuration at q0 cannot be of type 0, and we can restrict our attention to
Case 1: therefore ψ++(·) has constant sign along (T1, T2) and, since ψ++(·) = ϕ(3)(·)
on I, such sign must be −1 (think of the restrictions on the changes of concavity of ϕ
on I). Analogous considerations could be carried out in t1 in the case t1 �= T1, leading
up to the opposite sign of ψ++. Thus t1 = T1. For the same reason there cannot be
any bang arc compactly contained in the interval (t2, T2). Thus (t2, T2) is a singular
arc itself or the union of a singular and a bang arc. Up to now we proved that a short
enough quasi-optimal trajectory lying in U is the concatenation of at most four bang
arcs, a singular arc, and a bang arc. Actually, if the considered trajectory contains a
singular arc, an extra quasi-optimality condition is fulfilled: the generalized Legendre
condition. (See [8] for a formulation and [2] for a complete mathematical proof.) In
the present situation this condition states that ψ−(·) is positive along the singular
arc and so along the entire trajectory. Thus we exclude that a trajectory has both
a singular and a compactly contained bang arc corresponding to control −1. Finally
the two “maximal” non–bang-bang concatenations are −+S± and ±S+−.

6. A result of infinite codimension. This last section presents a result which
applies in a more general setting the techniques we used in the above proof. In
particular, the result holds in any finite dimension.
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Proposition 2. Take a finite-dimensional manifold M and two smooth vector
fields f and g on M . Let X+, X−, . . . be defined as usual. We will also write X(m+)

for X+...+, where + is repeated m times. (and X(m−) for the natural counterpart).
Assume that the system

q̇ = f(q) + u g(q), |u| ≤ 1 ,(27)

is such that for each q0 ∈M and for 7 = +,−, we have

Tq0M = span{g(q0), [f, g](q0), X�(q0), . . . , X(m�)(q0), . . .} def
= V�(q0) .

Let q : (T1, T2) → M be an extremal trajectory of the system above such that the
corresponding control function u verifies |u| = 1 on an open dense subset of (T1, T2)
and let Σ be the set of discontinuities of u (not avoidable by changing u on a set of
measure zero). Then either Σ is discrete or it contains a sequence of infinitely many
subsequent isolated points.

Proof. Let O be the maximal open dense subset of (T1, T2) on which u, after
modification on a set of measure zero, is smooth. Clearly u is constant on any arc,
i.e., any connected component of O.

Assume by contradiction that Σ neither is discrete nor contains an infinite se-
quence of subsequent isolated points. With each (bang) arc (τ1, τ2) we can associate
the smaller point of Σ which is larger than or equal to τ2 and which is not isolated,
unless there exists a finite sequence of subsequent isolated points including τ2 and T2.
Denote by A the set of all points which can be associated as described with some arc.
By our assumptions A is nonempty and preperfect, i.e., each point of A is a density
point for A. We give a partition A = A+ ∪ A− by defining A�, 7 = +,−, as the set
of points a of A for which the control u on a left neighborhood of a has constant sign
71. We have that there exists 7 ∈ {+,−} and there exists a subset B of A� which
is nonempty and preperfect. (Indeed, if a ∈ A+ is not a density point for A+, then
there exists a neighborhood U of a such that (U \ {a}) ∩A is a preperfect nonempty
subset of A− and thus either A+ is nonempty and preperfect or A− has a preperfect
nonempty subset.)

Let p(·) be a covector trajectory associated with q(·). To complete the argument
we want to prove that at each point τ ∈ B the covector p(τ) annihilates V�(q(τ)). It is
clear that ϕ(τ) = 〈p(τ), g(q(τ))〉 = 0 for each τ ∈ Σ. Since on the interval between two
subsequent points of Σ there is at least one zero of ϕ′(·) = 〈p(·), [f, g](q(·))〉, we have
that, by continuity, 〈p(τ), [f, g](q(τ))〉 = 0 for each τ ∈ A. Reasoning similarly and
using the preperfectness of B we prove by induction onm that 〈p(τ), X(m�)(q(τ))〉 = 0
for each τ ∈ B.

Proposition 2 is an improvement of Proposition 2 in [1], where it was proved,
under the same hypothesis, that Σ cannot be a perfect set, that is, a closed preperfect
set. To express it consistently with Proposition 2, this older result says that either Σ
is empty or it contains an isolated point.
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Abstract. An ergodic control problem for a class of constrained diffusion processes is considered.
The goal is the almost sure minimization of long term cost per unit time. The main result of the paper
is that there exists an optimal Markov control for the considered problem. It is shown that under the
assumption of regularity of the Skorohod map and the assumption that the drift vector field takes
values in a certain cone of stability, the class of controlled diffusion processes considered have strong,
uniform in control, stability properties. The role of the boundary is critical in obtaining the stability
and ergodic control results for the class of controlled constrained diffusion processes considered in this
work since the domains are unbounded and the corresponding unconstrained diffusions are typically
transient. These stability properties are key in obtaining appropriate tightness estimates. Once
these estimates are available the remaining work lies in identifying weak limits of a certain family of
occupation measures. In this regard an extension to the Echeverria–Weiss–Kurtz characterization of
invariant measures of Markov processes, to the case of constrained-controlled processes considered in
this paper, is proved. This characterization result is also crucially used in proving the compactness of
the family of invariant measures of Markov processes corresponding to all possible Markov controls.
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1. Introduction. Constrained diffusion processes arise in a natural fashion in
the heavy traffic analysis of queuing networks coming from problems in computer,
communications, and manufacturing systems. The problem of control of such queuing
systems is of great current interest (cf. [31, 20, 23, 19, 32]). Except for a few special
cases, the control problem for queuing networks is quite difficult to analyze directly
and thus one tries to find more tractable approximations. In that respect, diffusion
approximations obtained via appropriate scaling limits become very attractive since in
the limit many fine details are eliminated and usually the only parameters remaining
are the means, the variances of the various processes, and the mean routing structure.
Because of the simple structure, the limit problem is considerably easier to solve.
Once the optimal solution to the control problem for the constrained diffusions is
obtained, one can then approximate the properties and suggest good policies for the
actual physical system. Thus the study of constrained controlled diffusion processes
is one of the central objectives in the optimal control of queuing networks.

In this work we consider a control problem for a class of diffusion processes which
are constrained to lie in a polyhedral cone G with a vertex at origin. The domain
G ⊂ R

k is given as an intersection of N half spaces Gi, i = 1, . . . , N . Associated
with each Gi are two vectors: the first vector, denoted as ni, represents the inward
normal to Gi while the second, denoted as di, gives the “direction of constraint.”
Roughly speaking, the constrained version of a given unrestricted trajectory in R

k
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is obtained by pushing back the trajectory, whenever it is about to exit the domain,
in a prespecified direction of constraint using the minimal force required to keep the
trajectory within the domain. Precise definitions will be given in section 2. The
constraining mechanism is described via the Skorohod map, denoted as Γ(·), which
takes an unrestricted trajectory ψ(·) and maps it to a trajectory φ(·) .= Γ(ψ)(·) such
that φ(t) ∈ G for all t ∈ (0,∞). Under appropriate conditions on (di, ni)

N
i=1 it follows

from the results in [13] that the Skorohod map is well defined and it enjoys a rather
strong regularity property (see Theorem 2.3).

The controlled constrained diffusion process that we consider in this paper are
obtained as a solution to the equation

X(t) = Γ

(
X(0) +

∫ ·

0

b(X(s), u(s))ds+

∫ ·

0

σ(X(s))dW (s)

)
(t), t ∈ [0,∞),(1.1)

where W (·) is a standard Wiener process, b : G × U → R
k, σ : G → R

k×k are
suitable coefficients, U is a given control set, and u(·) is a U valued “admissible”
control process. The control problem that we study is concerned with the ergodic
cost criterion:

lim sup
T→∞

1

T

∫ T

0

k(X(s), u(s))ds,(1.2)

where the limit above is taken a.s. and k : G×U → R is a suitable map. The two key
objectives of the controller are, first, to choose a control in a nonanticipative fashion,
which minimizes the cost in (1.2) and, second, to obtain a control which is “easy” to
implement. With regard to the second goal, one of the most desirable features of a
good control is that the control depends only on the current value of the state and
not on the whole history of the state and/or the control process. In other words,
we are seeking controls u(·) such that there exists some measurable map v : G → U
satisfying u(t) = v(X(t)), a.s. for all t ∈ [0,∞). Under such a control the solution
to (1.1) becomes a Markov process and for this reason the map v(·) is referred to as
a “Markov control.” The objective of this work is to show that, under appropriate
conditions on the model (cf. Conditions 2.2, 2.4, 2.5, 3.1) there is a Markov control
which minimizes the cost in (1.2). The ergodic control problem for unconstrained
diffusions is one of the classical problems in stochastic control. The problem has been
studied extensively in [39, 30, 7, 6, 40, 22, 28]. The approach taken in the present paper
has been inspired by the techniques and results in [7]. For ergodic control results on
constrained jump-diffusion processes in bounded domains and expected long term cost
per unit time criterion, we refer the reader to [4, 34, 31]. For the case of constrained
diffusions in unbounded domains, we are not aware of any results which give the
existence of optimal Markov control under the ergodic cost criterion considered in
this paper.

As is classical in an ergodic control problem of the above form (cf. [6, 40, 31, 28])
the problem of existence of optimal Markov controls under the cost criterion in (1.2) is
closely related to certain stability properties of the solutions to (1.1). In a recent work
[2], which dealt with uncontrolled constrained diffusions, various stability properties
of the solution to (1.1) with b(x, u) ≡ β(x), where β : R

k → R
k is an appropriate

drift vector, were obtained. In particular it was shown that if for all x ∈ G, β(x)
lies in a certain cone C (see (3.1)) and its distance from the boundary of the cone
is uniformly bounded below by a positive constant, then the constrained diffusion is
positive recurrent and has a unique invariant measure. The above results identify an
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important, nontrivial class of ergodic constrained diffusions in unbounded domains,
in the sense that the corresponding unconstrained version of these processes would
typically be transient. To see this one needs only to consider the case where b(x, u) ≡ b,
where b is some fixed vector in C0. For this latter case (b(x, u) ≡ b), the cone, in fact,
provides a necessary and sufficient condition for positive recurrence of constrained
diffusions, i.e., if b 	∈ C, then the corresponding constrained diffusion is transient
[9]. In the context of the constant drift case, this necessary and sufficient condition
for positive recurrence, for constrained diffusions which correspond to single class
networks, was first proved in [21].

The estimates used in the study of the stability properties of the uncontrolled form
of (1.1) can be used for the controlled problem studied in this paper as well. Using
these estimates, we will obtain rather strong (uniform in control) stability properties
for the processes obtained as solutions to (1.1) (see section 6). These stability results
are then used in various tightness arguments in this paper. As another consequence of
results in [2] we have that under any Markov control v(·), under the assumption that
the drift vector field b(·, ·) takes values in the set C(δ) (see (3.2)) for some δ > 0, the
solution to (1.1) is positive recurrent and has a unique invariant measure, denoted as
ηv. We abbreviate this statement by saying that “all Markov controls are stable.” The
above condition on the drift will be the “blanket stability” assumption made in most
of the results in this work. In the classical theory of ergodic control (cf. [6]), there are
generally two kinds of problems studied. The first is the so-called stable case, where
a blanket stability condition on the model is assumed. The study of this case is the
main goal of this paper. The second case does not assume stability conditions on the
model but instead makes certain restrictive conditions on the cost function k which
penalize unstable behavior of the controlled process. This is referred to as the “near
monotone case” in [6]. The proof of the existence of a Markov control in the near
monotone case, under our setup, is essentially the same as that for the classical model
considered in [6]. We briefly sketch the argument in the appendix.

Using the “blanket stability” condition and an ergodic theorem of Khasminskii
[24] it will follow that under a Markov control v(·) the limit in (1.2) is a.s. equal to

∫
G

k(x, v(x))ηv(dx).(1.3)

The next key step in the program is to show that for any admissible control u(·)
the limit in (1.2) can be expressed in the form (1.3) for some measurable v : G → U
which may depend on ω (the parameter of randomness), the control u(·), and other
data. This is done in Proposition 7.3. As an immediate consequence of this step it
follows that

lim sup
T→∞

1

T

∫ T

0

k(X(s), u(s))ds ≥ inf
v

∫
G

k(x, v(x))ηv(dx),(1.4)

a.s., where the infimum on the right side above is taken over all measurable maps
v : G → U . In order to prove the above step we need a characterization result for
the invariant measures of solutions of (1.1) (with u(·) = v(X(·)) for some measurable
v(·)). The characterization results for invariant measures of solutions to martingale
problems are classical (cf. [17, 5, 28]). For the class of constrained processes (see (2.2))
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considered in this work, one has via an application of Ito’s formula that for all f ∈
C∞

0 (G)

f(X(t))−
∫ t

0

∫
S

(Lf)(X(s), α)u(s)(dα)ds−
N∑
i=1

∫ t

0

(Dif)(Z(s))dYi(s)

is a martingale, where L is as in (5.1). Since the local time processes {Yi(·)} are
typically not absolutely continuous, this leads us to the study of controlled, singular,
martingale problems which do not fall in the purview of the results in the above listed
references. In section 5, we use the ideas of patchwork and constrained martingale
problems introduced by Kurtz [26, 27] to prove a characterization result for invariant
measures, suitable for our purposes. It was pointed out by the referee that Theorem
5.7 is a special case of a recently appeared result in [29].

As a final step we need to show that the infimum on the right side of (1.4)
is attained for some Markov control v : G → U . This step (Proposition 7.2),
combined with the ergodic theorem in [24] yields our main theorem: Theorem 3.4.
The fact that the infimum is attained is a consequence of the fact that the family
{ηv : v is a Markov control} is compact. The proof of the compactness of this family
once more uses the characterization result for the invariant measures studied in sec-
tion 5 and various tightness estimates, which follow from the stability properties of
our controlled diffusions. This is done in Lemma 7.1. Observe that since (1.4) holds
a.s., we can replace the left side of the expression by

ess inf lim sup
T→∞

1

T

∫ T

0

k(X(s), u(s))ds.

Thus our main result (Theorem (3.4)) says that there is a Markov control for which
the cost, for almost every realization, is no worse than that for the (essentially) best
possible realization corresponding to any other control.

In this paper we do not address the problem of construction of the optimal Markov
control or the approximation of optimal control for physical queuing systems using
the optimal Markov control for the limit diffusion. These questions will be addressed
in a future work. One of the important tools in the study of the control problem is the
existence and uniqueness of the HJB equation for the value function. However, neither
is known for the ergodic control problem studied in this paper and its treatment will
be undertaken in a future work.

The paper is organized as follows. In section 2 we present the basic definitions
and properties of the Skorohod map. Section 3 introduces the ergodic cost problem
that interests us in this work. We give our key condition on the drift vector which
assures us that all Markov controls are stable. Finally in this section we state our
main result: Theorem 3.4. Section 4 is an assortment of some background results
used in the proof of our main theorem. In section 5 we present our extension of the
Echeverria–Weiss–Kurtz criterion for the invariant measures, which is a special case
of a recently published result by Kurtz and Stockbridge [29]. Section 6 is devoted to
obtaining stability properties of our constrained diffusions. This section crucially uses
some estimates derived in [2] (cf. Lemma 6.1). As a consequence of these results we
prove strong, uniform in control, tightness properties of the solutions of (1.1). Finally,
in section 7 we present the proof of Theorem 3.4. In section 8 we comment on the
possibility of characterizing the value of the ergodic control problem via a suitable
HJB equation.
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2. Skorohod map and controlled constrained diffusions. Let G ⊂ R
k be

a polyhedral cone in R
k with the vertex at the origin given as the intersection of

half spaces Gi, i = 1, . . . , N . Each half space Gi is associated with a unit vector ni
via the relation Gi = {x ∈ R

k : 〈x, ni〉 ≥ 0}, where 〈·, ·〉 denotes the usual inner
product in R

k. Denote the boundary of a set B ⊂ R
k by ∂B. We will denote the set

{x ∈ ∂G : 〈x, ni〉 = 0} by Fi. For x ∈ ∂G, define the set, n(x), of inward normals
to G at x by n(x)

.
= {r : |r| = 1, 〈r, x− y〉 ≤ 0 ∀y ∈ G}. With each face Fi we

associate a unit vector di such that 〈di, ni〉 > 0. This vector defines the direction
of constraint associated with the face Fi. For x ∈ ∂G define d(x)

.
= {d ∈ R

k : d =∑
i∈In(x) αidi;αi ≥ 0; ||d|| = 1}, where In(x)

.
= {i ∈ {1, 2, . . . , N} : 〈x, ni〉 = 0}. We

will denote the collection of all subsets of {1, . . . , N} by Λ. Also for λ ∈ Λ we will
define Fλ

.
= ∩i∈λFi. As a convention we will take F∅ as G.

Let D([0,∞) : R
k) denote the set of functions mapping [0,∞) to R

k that are
right continuous and have limits from the left. We endow D([0,∞) : R

k) with the
usual Skorohod topology. Let DG([0,∞) : R

k)
.
= {ψ ∈ D([0,∞) : R

k) : ψ(0) ∈ G}.
For η ∈ D([0,∞) : R

k) let |η|(T ) denote the total variation of η on [0, T ] with respect
to the Euclidean norm on R

k.
Definition 2.1. Let ψ ∈ DG([0,∞) : R

k) be given. Then (φ, η) ∈ D([0,∞) :
R
k) ×D([0,∞) : R

k) solves the Skorohod problem (SP) for ψ with respect to G and
d if and only if φ(0) = ψ(0), and for all t ∈ [0,∞) (1) φ(t) = ψ(t) + η(t); (2)
φ(t) ∈ G; (3) |η|(t) < ∞; (4) |η|(t) = ∫

[0,t]
I{φ(s)∈∂G}d|η|(s); (5) there exists (Borel)

measurable γ : [0,∞) → R
k such that γ(t) ∈ d(φ(t)) (d|η|-almost everywhere) and

η(t) =
∫
[0,t]

γ(s)d|η|(s).
On the domain D ⊂ DG([0,∞) : R

k), on which there is a unique solution to the
SP, we define the Skorohod map (SM) Γ as Γ(ψ)

.
= φ, if (φ, ψ − φ) is the unique

solution of the SP posed by ψ. We will make the following assumptions on the data
defining the SP above.

Condition 2.2. (a) There exists a compact, convex set B ∈ R
k with 0 ∈ B0, such

that if v(z) denotes the set of inward normals to B at z ∈ ∂B, then for i = 1, 2, . . . , N ,
z ∈ ∂B and |〈z, ni〉| < 1 implies that 〈v, di〉 = 0 for all v ∈ v(z). (b) There exists a
map π : R

k → G such that if y ∈ G, then π(y) = y, and if y 	∈ G, then π(y) ∈ ∂G,
and y − π(y) = αγ for some α ≤ 0 and γ ∈ d(π(y)). (c) For every x ∈ ∂G, there is
n ∈ n(x) such that 〈d, n〉 > 0 for all d ∈ d(x).

The above assumptions can be verified for a rich class of problems arising from
queuing networks. For example, in the seminal work [18], it was shown that the
above properties hold for SPs associated with open, single class queuing networks (cf.
[15]). Other classes of network examples for which the above properties hold are in
[13, 15, 16, 35, 36]. Condition (c) above is equivalent to the assumption that the
N ×N matrix with the (i, j)th entry 〈di, nj〉 is completely-S (cf. [37, 13]).

The following result is taken from [13].
Theorem 2.3 (see [13]). Under Condition 2.2 the SM is well defined on all of

DG([0,∞) : R
k), i.e., D = DG([0,∞) : R

k) and the SM is Lipschitz continuous in the
following sense. There exists a K <∞ such that for all φ1, φ2 ∈ DG([0,∞) : R

k)

sup
0≤t<∞

|Γ(φ1)(t)− Γ(φ2)(t)| < K sup
0≤t<∞

|φ1(t)− φ2(t)|.(2.1)

In rest of the paper Condition 2.2 will always be taken to hold. We will also
assume without loss of generality that K ≥ 1.

We now introduce the controlled constrained diffusion processes that will be stud-
ied in this paper. Throughout this paper we will assume the relaxed control frame-
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work, i.e., there is a compact metric space S such that the control set is U
.
= P(S) (the

space of all probability measures on S endowed with the weak convergence topology).
All topological spaces in this paper will be endowed with their natural Borel σ-field.
For a topological space K, we will denote its Borel σ-field by B(K). The space of all
real, continuous, and bounded functions defined on K will be denoted as Cb(K) and
the space of all probability measures on (K,B(K)) by P(K). The space P(K) will be
endowed with the weak convergence topology. For A ∈ B(K), IA(·) will denote the
indicator function of the set A. Also, we will denote by C2

b (G) and C
∞
0 (G) the space

of real valued, bounded, and twice continuously differentiable functions on G and the
space of real valued, infinitely differentiable, vanishing at infinity, functions on G,
respectively. By a filtered probability space (Ω,F , P, (Ft)) we will mean a probabil-
ity space (Ω,F , P ) endowed by a filtration (Ft)t≥0 satisfying the usual hypothesis.
A pair of stochastic processes (u(·),W (·)) defined on some filtered probability space
(Ω,F , P, (Ft)) is said to be an admissible pair ifW (·) is an Ft standard Wiener process
and u(·) is a U valued, measurable, {Ft} adapted process.

We will consider controlled constrained diffusion processes of the form defined
in (1.1), where for (x, u) ∈ G × U , b(x, u) .

=
∫
S
b(x, α)u(dα) and the coefficients

σ : G→ R
k×k and b : G× S → R

k are maps satisfying the following conditions.
Condition 2.4. There exists r ∈ (0,∞) such that

(i) b is a continuous map and for all x, y ∈ G and α ∈ S

||b(x, α)− b(y, α)||+ ||σ(x)− σ(y)|| ≤ r||x− y||;

(ii) for all x ∈ G and α ∈ S

||b(x, α)||+ ||σ(x)|| ≤ r.

We will also assume the following nondegeneracy assumption on σ.
Condition 2.5. There exists c0 ∈ (0,∞) such that for all x ∈ G and α ∈ R

k

α′(σ(x)σ′(x))α ≥ c0α′α.
In the rest of the paper, in addition to Condition 2.2, Conditions 2.4 and 2.5 will

also be assumed to hold. The following result on the unique strong solution for (1.1)
follows on using the Lipschitz property of the SM and the usual fixed point arguments.

Theorem 2.6. Let (u(·),W (·)) be an admissible pair on some filtered probability
space (Ω,F , P, (Ft)). Then there exists an {Ft} adapted process X(·) with continuous
sample paths satisfying (1.1) for all t a.s. Furthermore, if X1(·) and X2(·) are two
such processes, then

P (X1(t) = X2(t); ∀t ∈ (0,∞)) = 1.

Remark 2.7. If X(·) solves (1.1), then (cf. Theorem 3.5.1 in [31]) there exist
continuous, increasing Ft adapted processes {Yi(·); 1 ≤ i ≤ N} such that

X(t) = X(0) +

∫ t

0

b(X(s), u(s))ds+

∫ t

0

σ(X(s))dW (s) +

N∑
i=1

diYi(t)(2.2)

for all t, a.s. Furthermore, Yi(0) = 0 and for all t > 0
∫ t
0
IFi(X(s))dYi(s) = Yi(t),

a.s., i = 1, . . . , N .
From the point of view of applications it is important to consider Markov controls,

namely the case where u(·) = v(X(·)) for some measurable map v : G→ U . However,
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in such a case (1.1) may not admit a strong solution. Thus we need to work with a
weak solution of (1.1).

Definition 2.8. Let v : G→ U be a measurable map. We say that the equation

X(t) = Γ

(
X(0) +

∫ ·

0

b(X(s), v(X(s)))ds+

∫ ·

0

σ(X(s))dW (s)

)
(t), X(0) ∼ µ,(2.3)

admits a weak solution if there exists a filtered probability space (Ω,F , P, {Ft}) on
which is given a {Ft} Wiener process W (·) and an Ft adapted process X(·) with
continuous paths such that X(0) has the probability law µ and for all t the equality
in (2.3) holds a.s. We say that (2.3) admits a unique weak solution if whenever there
are two sets of such spaces and processes denoted as (Ωi,F i, P i,F i

t ), (W i(·), Xi(·)),
i = 1, 2, then the probability law of X1(·) is same as that of X2(·).

With an abuse of terminology we will also call the map v above a “Markov
control.” Under the standing assumptions of this paper we have the following result.
For the proof of this result we refer the reader to Theorem 4.2.2 of [31]. Although the
proof there is for the case where G is a compact set, exactly the same arguments hold
for the case of unbounded state space. The key idea in the proof, as in the case of
unconstrained diffusions, is to use Condition 2.5 and Girsanov’s theorem to get rid of
the drift and then use the strong Feller property of the new process and estimates on
the Radon–Nikodym derivative to conclude the strong Feller property of the original
process.

Theorem 2.9. There is a unique weak solution for (2.3). Denoting the law of
the solution process X(·), when X(0) = x a.s., by P v

x we have that {P v
x }x∈G is a

strongly Feller–Markov family. Furthermore, the transition probability law P (t, x, dy)
of this Markov process is mutually absolutely continuous with respect to the Lebesgue
measure on G in the following uniform sense. Given δ > 0 and 0 < t0 < t1 < ∞
there exists an ε > 0 such that for all A ∈ B(G) with λ(A) ≤ ε, where λ denotes the
Lebesgue measure on G, P (t, x,A) ≤ δ, x ∈ G, t ∈ [t0, t1]. Finally for any ε > 0,
0 < t0 < t1 <∞, and compact set K0 ⊂ G there is a δ > 0 such that for all x ∈ K0,
t ∈ [t0, t1], and A ∈ B(G) with λ(A ∩K0) ≥ ε we have that P (t, x,A) ≥ δ.

3. The ergodic cost problem. In this work we are interested in a control
problem with an ergodic cost criterion. Namely, we are interested in minimizing, over
the class of all admissible controls, the cost defined in (1.2), where X(·) is given as a
solution of (1.1) on some filtered probability space with an admissible pair (u(·),W (·)),
the limit above is taken a.s. on the corresponding probability space, and k : G×U → R

is a map defined as follows. For (x, u) ∈ G×U , k(x, u) .= ∫
S
k(x, α)u(dα), where k is

in Cb(G× S).
We will call a Markov control v a stable Markov control (SMC) if the corre-

sponding controlled Markov process {P v
x }x∈G is positive recurrent and has a unique

invariant measure. We are interested in obtaining conditions under which there is an
optimal SMC for the cost criterion (1.2). The following stability assumption on the
underlying model will be assumed throughout this paper.

Define

C .
=

{
−

N∑
i=1

αidi : αi ≥ 0; i ∈ {1, . . . , N}
}
.(3.1)

The cone C was used to characterize stability of a certain class of constrained diffusion
processes in [9, 2].
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Let δ ∈ (0,∞) be fixed. Define the set

C(δ) .= {v ∈ C : dist(v, ∂C) ≥ δ}.(3.2)

Our next assumption, which also will be assumed throughout this paper, on the
diffusion model stipulates the permissible drifts in the underlying diffusion.

Condition 3.1. There exists a δ ∈ (0,∞) such that for all (x, u) ∈ G × U ,
b(x, u) ∈ C(δ).

Under the assumptions made above the results of [2] show that all Markov controls
are SMC; more precisely, we have the following.

Theorem 3.2. The Markov family {P v
x }x∈G of Theorem 2.9 is positive recurrent

and admits a unique invariant measure, denoted as ηv.
Remark 3.3. In [2] the proof of positive recurrence assumes that the drift coeffi-

cient in the constrained diffusion process satisfies a Lipschitz condition; however, as
is pointed out in Remark 4.6 of that paper, the same proof continues to hold with the
assumptions on the coefficients made in this paper.

Now we are able to state the main result of this paper.
Theorem 3.4. There exists a Markov control v(·) such that if for some µ ∈ P(G)

X(·) is the corresponding process solving (2.3) on some filtered probability space, with
the probability law of X(0) being µ, then

lim sup
T→∞

1

T

∫ T

0

k(X(s), v(X(s)))ds = inf ess inf lim sup
T→∞

1

T

∫ T

0

k(X(s), u(s))ds,(3.3)

a.s., where the outside infimum on the right side above is taken over all controlled
processes X(·) with an arbitrary initial distribution and solving (1.1) over some filtered
probability space with some admissible pair (W (·), u(·)).

Remark 3.5. The referee has pointed out that the boundedness on the cost
function can be relaxed to bounded below, and using Choquet’s theorem and results
in [1] one can show the existence of a regular (nonrelaxed) Markov control which is
optimal.

The proof of the above theorem will be given in section 7.

4. Some background results. In this section we collect some background re-
sults which will be used in the proof of Theorem 3.4. We begin with an ergodic
theorem of Khasminskii [24] which is applicable to the Markov family {P v

x } consid-
ered in this paper because of Theorem 2.9. As a consequence of this result the limiting
time averages on the left side of (3.3) can be replaced with expectations with respect
to the measure ηv.

Lemma 4.1 (see Khasminskii [24, Theorem 3.1]). For a given µ ∈ P(G) and
a Markov control v let X(·) be the process on some filtered probability space solving
(2.3) with the distribution of X(0) being µ. Then for all ηv integrable functions g on

G, 1
T

∫ T
0
g(X(s))ds converges a.s. to

∫
G
g(x)ηv(dx).

The following lemma has been proved in [12]; however, the domain G there is
different from our problem. Thus for the sake of completeness we sketch the proof in
the appendix. This lemma will be used several times in this paper in controlling the
reflection term Y (·) in our constrained diffusion processes.

Lemma 4.2. There exists a g ∈ C2
b (G) such that

〈∇g(x), di〉 ≥ 1 ∀x ∈ Fi, i ∈ {1, . . . , N}.(4.1)
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The following lemma essentially says that in considering admissible controls, we
can without loss of generality restrict ourselves to controls that are adapted with re-
spect to the filtration generated by (X(·), Y (·)). The proof is similar to Theorem 1.2.2
(p. 18) of [6] and is therefore omitted.

Lemma 4.3. Let (Ω,F , {Ft}, P ) be a filtered probability space on which is given
an admissible pair (u(·),W (·)). Let X(·) be a solution to (1.1) with the corresponding
boundary processes {Yi(·)}Ni=1. Then there exists a enlargement (Ω,F , {F t}, P ) of
the above probability space on which is given a {F t} Wiener process W̃ (·) and P(S)
valued measurable stochastic process ũ(·) such that for a.e. t ∈ [0,∞), ũ(t) is FX,Y

t

measurable, where FX,Y
t denotes the P completion of σ{X(s); {Yi(s)}Ni=1; 0 ≤ s ≤ t},

and X(·) solves

X(t) = X(0) +

∫ t

0

b(X(s), ũ(s))ds+

∫ t

0

σ(X(s))dW̃ (s) +

N∑
i=1

diYi(t).

The following lemma will be used in some conditioning arguments in the proofs
of Lemma 6.4 and Proposition 7.3. The proof is similar to Theorem 1.1.6 (p. 13)
of [6]. Thus the proof is omitted. For a Polish space K, denote by C([0,∞) : K) the
space of continuous functions from [0,∞) to K, endowed with the topology of uniform
convergence on compacts.

Lemma 4.4. Let (Ω,F , {Ft}, P ) be a filtered probability space. Let (u(·),W (·))
be an admissible pair on this probability space. Let X(·) be given as a solution of
(1.1) and let τ be an a.s. finite {Ft} stopping time. Denote the conditional distri-
bution of X(τ + ·) given Fτ by π(ω)(·), i.e., for A ∈ B(C([0,∞) : G)) and a.e. ω
P (X(τ + ·) ∈ A | Fτ ) (ω) = π(ω)(A). Then, for a.e. ω, π(ω) equals the probability
law of Xω(·), where Xω(·) solves an equation of the form (1.1) with (u(·),W (·)) re-
placed by some other admissible pair, (uω(·),Wω(·)), given on some filtered probability
space (Ωω,Fω, {Fω

t }, Pω) and Xω(0) = X(τ(ω)).

5. Characterization of the invariant measure. One of the key ingredients
of the proof of Theorem 3.4 is an extension of Echeverria–Weiss characterization of
invariant measures (cf. [17, 42]) to the class of constrained controlled Markov processes
considered in this paper. The proof of this characterization uses a clever idea presented
in the proof of a similar characterization result for constrained (uncontrolled) Markov
processes in Kurtz [27]. It also uses ideas from [28]. We begin with the following
definitions. For f ∈ C2

b (G) let Lf : G× U → R be defined as:

(Lf)(x, u)
.
=

1

2

k∑
i,j=1

ai,j(x)
∂2f

∂xi∂xj
(x) +

k∑
i=1

bi(x, u)
∂f

∂xi
(x), (x, u) ∈ G× U,(5.1)

where aij(x)
.
= σ(x)σT (x). With an abuse of notation we will write for α ∈ S,

(Lf)(x, δ{α}), merely as (Lf)(x, α), where δ{α} denotes the probability measure con-
centrated at the point α. Thus with this notation, for (x, u) ∈ G × U , (Lf)(x, u) =∫
S
(Lf)(x, α)u(dα). For i = 1, 2, . . . , N and f ∈ C2

b (G) let Dif : G→ R be defined as
(Dif)(x)

.
= 〈di,∇f(x)〉, x ∈ G.

Definition 5.1 (constrained controlled martingale problem (CCMP)). For µ ∈
P(G) a solution to the (µ,L,G, (Di, Fi)

N
i=1) CCMP is a pair of {Ft} adapted processes

(Z(·),Φ(·)) on some filtered probability space (Ω,F , {Ft}, P ) such that the following
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hold. (i) Z(·) is a G valued process with, a.s., continuous trajectories. (ii) Z(0)
has probability law µ. (iii) Φ(·) is a U valued, measurable, and {Ft} adapted pro-
cess. (iv) There is an {Ft} adapted, N -dimensional “boundary” process Y (·) =
(Y1(·), . . . , YN (·)) such that for each i ∈ {1, 2, . . . , N}, P -a.s., Yi(0) = 0, Yi(·) is

continuous and nondecreasing, and for all t ∈ (0,∞),
∫ t
0
IFi(Z(s))dYi(s) = Yi(t). (v)

For all f ∈ C∞
0 (G), f(Z(t)) − ∫ t

0

∫
S
(Lf)(Z(s), α)Φ(s)(dα)ds −∑N

i=1

∫ t
0
(Dif)(Z(s))

dYi(s) is an Ft martingale.
The proof of the following result is standard and thus is omitted (cf. Theorem

4.5.2 in [41]).
Theorem 5.2. Let (Z(·),Φ(·)) be a solution of the (µ,L,G, (Di, Fi)

N
i=1) CCMP

on some filtered probability space (Ω,F , {Ft}, P ). Then there exists an enlargement
(Ω,F , {F t}, P ) of the above space such that (i) there is a F t Wiener process W (·)
defined on the enlarged space, (ii) the processes (Z(·),Φ(·)) are measurable and F t

adapted, and (iii) for all t ≥ 0, a.s.

Z(t) = Γ

(
Z(0) +

∫ t

0

∫
S

b(Z(s), α)Φ(s)(dα)ds+

∫ t

0

σ(Z(s))dW (s)

)
.(5.2)

Conversely, if there is a pair of processes (Z(·),Φ(·)) solving (5.2) on some filtered
probability space (Ω,F , {F t}, P ) satisfying (i), (ii), and (iii) above, then the pair is a
solution of the (µ,L,G, (Di, Fi)

N
i=1) CCMP where µ is the probability law of Z(0).

A solution to the CCMP is closely related to the following patchwork controlled
martingale problem (PCMP) introduced in the context of uncontrolled constrained
processes by Kurtz in [26].

Definition 5.3. For µ ∈ P(G) a solution to the (µ,L,G, (Di, Fi)
N
i=1) PCMP is

an {Ft} adapted vector stochastic process (ξ(·),Λ(·), λ0(·), . . . , λN (·)), with values in
G×U ×R

N+1
+ on some filtered probability space (Ω,F , {Ft}, P ) such that the follow-

ing hold: (i) ξ(·) has continuous trajectories a.s. (ii) ξ(0) has probability law µ. (iii)
Λ(·) is a U valued, measurable, {Ft} adapted process. (iv) For all i ∈ {0, 1, 2, . . . ,N},
P -a.s., λi(0) = 0, λi(·) is continuous and nondecreasing, and for all t ∈ [0,∞),∫ t
0
IFi(ξ(s))dλi(s) = λi(t), where we define F0

.
= G. (iv) For all t ≥ 0,

∑m
i=0 λi(t) = t,

a.s. (v) For all f ∈ C∞
0 (G), f(ξ(t)) − ∫ t

0

∫
S
(Lf)(ξ(s), α)Λ(s)(dα)dλ0(s) −∑N

i=1

∫ t
0
(Dif)(Z(s))dλi(s) is a Ft martingale.

The proof of the following result is similar to the proof of Lemma 3.1 of [12]
except that instead of condition (S.a) and (S.b) of [12] we use Condition 2.2(c).

Lemma 5.4. Suppose that (ξ(·),Λ(·), λ0(·), . . . , λN (·)) is a solution of the (µ,L,G,
(Di, Fi)

N
i=1) PCMP on some filtered probability space (Ω,F , {Ft}, P ). Then, a.s., λ0(·)

is a strictly increasing process such that λ0(t)→∞ as t→∞.
The following proposition establishes the connection between a solution of a

CCMP and a solution of the PCMP. For the proof of the proposition we refer the
reader to Theorem 3.4 of [12].

Proposition 5.5. Suppose that (ξ(·),Λ(·), λ0(·), . . . , λN (·)) is a solution of the
(µ,L,G, (Di, Fi)

N
i=1) PCMP on some filtered probability space (Ω,F , {Ft}, P ). Then

if for t ≥ 0 τ(t)
.
= inf{s ≥ 0 : λ0(s) ≥ t}, Gt .

= Fτ(t), Z(t)
.
= ξ(τ(t)), Φ(t)

.
=

Λ(τ(t)), and for i = 1, . . . , N , Yi(t)
.
= λi(τ(t)), then (Z(·),Φ(·)) is the solution of

the (µ,L,G, (Di, Fi)
N
i=1) CCMP on (Ω,F , {Gt}, P ) with the corresponding boundary

processes {Yi(·)}Ni=1.
The following lemma is the first step in the characterization of the invariant

measure for the family {P v
x } of Theorem 2.9.
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For a measurable space (Ω,F) we denote byMF (Ω) the space of all finite, possibly
identically zero, measures on (Ω,F). For a measurable map v : G → U , x ∈ G, and
B ∈ B(S) we will sometimes write v(x)(B) as v(x,B).

Lemma 5.6. Let v : G → U be a measurable map. Let ηv be as in Theorem 3.2.
Then there exist measures µi ∈MF (Fi) such that for all f ∈ C∞

0 (G)

∫
G×S

(Lf)(x, α)µ0(dx, dα) +

N∑
i=1

∫
Fi

(Dif)(x)µi(dx) = 0,(5.3)

where µ0 ∈ P(G×S) is given as µ0(A×B)
.
=
∫
A
v(x,B)ηv(dx), A ∈ B(G), B ∈ B(S).

Proof. Let X(·) be a solution of (2.3) with X(0) ∼ ηv on some filtered probability
space. Then X(·) is a stationary process. From Remark 2.7 there exist continuous
increasing adapted processes Yi(·), i = 1, . . . , N , such that (2.2) holds with u(·) re-
placed by v(X(·)). Let g ∈ C2

b (G) be as in Lemma 4.2. Then via an application of
Ito’s formula we have that

g(X(t)) = g(X(0)) +

∫ t

0

(Lg)(X(s), v(X(s)))ds+

N∑
i=1

∫ t

0

(Dig)(X(s))dYi(s)

+

∫ t

0

〈∇g(X(s)), σ(X(s))dW (s)〉.

Taking expectations in the above equality, using the stationarity of X(·), and recalling
the properties of the function g(·), we have that for all t ≥ 0

N∑
i=1

E(Yi(t)) ≤
N∑
i=1

E

(∫ t

0

(Dig)(X(s))dYi(s)

)

≤
∫ t

0

E|Lg(X(s), v(X(s)))|ds

≤ Ct,

where

C
.
= sup

x∈G,u∈U
|Lg(x, u)|.(5.4)

Thus if we define for A ∈ B(Fi), i = 1, . . . , N , µi(A)
.
= E(

∫ 1

0
IA(X(s))dYi(s)), then

µi ∈MF (Fi) since

E

(∫ 1

0

IFi(X(s))dYi(s)

)
= E(Yi(1)) ≤ C.(5.5)

Now let f ∈ C∞
0 (G) be arbitrary. Then another application of Ito’s formula gives

f(X(1)) = f(X(0)) +

∫ 1

0

(Lf)(X(s), v(X(s)))ds+

N∑
i=1

∫ 1

0

(Dif)(X(s))dYi(s)

+

∫ 1

0

〈∇f(X(s)), σ(X(s))dW (s)〉.
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Taking expectations and using the stationarity of X(·) we have that

∫
G

(Lf)(x, v(x))ηv(dx) +

N∑
i=1

∫
Fi

(Dif)(x)µi(dx) = 0.

The proof now follows on recalling the definition of µ0 and observing that for (x, u) ∈
G× U , (Lf)(x, u) = ∫

S
(Lf)(x, α)u(dα).

The following extension of Echeverria–Weiss–Kurtz criterion (cf. [42, 27]) is an
essential step in our proof of Theorem 3.4.

Theorem 5.7. Suppose that there exist measures µ0 ∈M(G×S), µi ∈MF (Fi),
i = 1, . . . , N, such that for all f ∈ C∞

0 (G) (5.3) holds. Decompose µ̂0 as

µ̂0(dx, dα) = v(x, dα)η(dx),(5.6)

where η ∈ P(G) is given as η(A) = µ̂0(A × S), A ∈ B(G), and v(x, dα) is the
appropriate regular conditional distribution. Then there exists a solution (Z(·),Φ(·))
to the CCMP (η, L,G, (Di, Fi)

N
i=1) on some filtered probability space (Ω,F , {Ft}, P )

such that (i) Z(·) is a stationary process with the invariant measure η; (ii) Φ(s)(·) =
v(Z(s), ·) for all s ∈ [0,∞), a.s.; (iii) Z(·) is a positive recurrent, strongly Feller–
Markov process with transition probability family {P v

x }x∈G and η = ηv is its unique
invariant measure (cf. Theorem 3.2).

Proof. Assume without loss of generality that S ∩ {1, . . . , N} = ∅. Define a new
control set S̃

.
= S ∪ {1, . . . , N}. Let d̃(·, ·) be a distance on it defined as follows. For

x, y ∈ S̃, d̃(x, y) .
= d(x, y) if x ∈ S and y ∈ S; d̃(x, x) = 0 and we set d̃(x, y)

.
= 1

otherwise, where d(·, ·) is the given metric on S. Clearly (S̃, d̃(·, ·)) is a compact metric
space. For n ∈ N (where N is the set of all positive integers), define the linear operator
Cn : C∞

0 (G)→ Cb(G× S̃) as follows. For f ∈ C∞
0 (G) and (x, α̃) ∈ G× S̃

(Cnf)(x, α̃)
.
= (Lf)(x, α̃) if α̃ ∈ S
.
= n(Dif)(x) if α̃ ∈ {1, . . . , N}.

Define ν̃n ∈ P(G× S̃) as follows. For h ∈ Cb(G× S̃)∫
G×S̃

h(x, α̃)ν̃n(dx, dα̃)(5.7)

.
=

1

Kn

(∫
G×S

h(x, α)µ0(dx, dα) +
1

n

N∑
i=1

∫
Fi

h(x, i)µi(dx)

)
,

where Kn
.
= µ0(G× S) + 1

n

∑N
i=1 µi(Fi).

From the assumption that (5.3) holds it follows now that for all f ∈ C∞
0 (G)∫

G×S̃

(Cnf)(x, α̃)ν̃n(dx, dα̃) = 0.(5.8)

Disintegrate ν̃n as follows. For A ∈ B(G) and B ∈ B(S̃),

ν̃n(A×B) =

∫
A

ṽn(x,B ∩ S)ηn(dx) +
N∑
i=1

∫
A

ṽi,n(x)δ{i}(B)ηn(dx),
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where for B ∈ B(S) the maps ṽn(·, B) and ṽi,n(·) are measurable; for all x ∈ G

ṽn(x, ·) ∈ MF (S), ṽi,n(x) ≥ 0, i = 1, . . . , N ; ṽn(x, S) +
∑N

i=1 ṽi,n(x) = 1 and ηn ∈
P(G) is given as follows. For A ∈ B(G)

ηn(A)
.
=

1

Kn

(
µ0(A× S) + 1

n

N∑
i=1

µi(A ∩ Fi)
)
.(5.9)

Also define ν̃ ∈ P(G × S) as the normalization of µ0, i.e., ν̃
.
= µ̂0. Recall that

from (5.6), ν̃(dx, dα) = v(x, dα)η(dx). For fixed x ∈ G define a probability measure
vn(x, dα̃) on S̃ as follows. For A ∈ B(S̃)

vn(x,A)
.
= v(x,A ∩ S) if x ∈ G0(5.10)

.
= ṽn(x,A ∩ S) +

N∑
i=1

ṽi,n(x)δ{i}(A) otherwise.

It is easy to check that for all h ∈ Cb(G× S̃)∫
G×S̃

h(x, α̃)ν̃n(dx, dα̃) =

∫
G×S̃

h(x, α̃)vn(x, dα̃)η
n(dx).(5.11)

Using (5.8), (5.11), and Theorem 2.4 of [28] we now have that there exists a filtered
probability space (for the sake of simplicity we suppress the dependence of the filtered
probability space on n in our notation) (Ω,F , P, (Ft)) on which is given an adapted
G valued stationary process Xn(·) with continuous paths such that the probability
law of Xn(0) is η

n and for all f ∈ C∞
0 (G),

f(Xn(t))−
∫ t

0

(∫
S̃

(Cnf)(Xn(s), α̃)vn(Xn(s), dα̃)

)
ds(5.12)

is an Ft martingale.
For x ∈ G let v0

n(x, dα) ∈MF (S) be defined as follows. For A ∈ B(S)
v0
n(x,A)

.
= v(x,A) if x ∈ G0(5.13)
.
= ṽn(x,A) if x ∈ ∂G.

Also, define for i ∈ {1, . . . , N} v0
i,n : G→ [0, 1] as

v0
i,n(x)

.
= ṽi,n(x)I∂G(x).(5.14)

Note that for all x ∈ G
vn(x,A) = v0

n(x,A) if A ∈ B(S)(5.15)

=
N∑
i=1

v0
i,n(x)I{i}(A) if A ⊂ {1, . . . , N}.

Rewriting (5.12) using (5.15) we have that for all f ∈ C∞
0 (G)

f(Xn(t))−
∫ t

0

(∫
S

(Lf)(Xn(s), α)v
0
n(Xn(s), dα)

)
ds

−
N∑
i=1

n

∫ t

0

(Dif)(Xn(s))v
0
i,n(Xn(s))ds



ERGODIC CONTROL FOR CONSTRAINED DIFFUSIONS 545

is an Ft martingale. Now define for t ∈ [0,∞), i ∈ {1, . . . , N},

λn0 (t)
.
=

∫ t

0

v0
n(Xn(s), S)ds,

λni (t)
.
=

∫ t

0

v0
i,n(Xn(s))ds.

Also, for x ∈ G define Λn(x, ·) ∈ P(S) as follows. For A ∈ B(S)

Λn(x,A)
.
=
v0
n(x,A)

v0
n(x, S)

if v0
n(x, S) 	= 0(5.16)

.
= π(A) otherwise,

where π is an arbitrary probability measure on S. Then in this new notation we have
that for all f ∈ C∞

0 (G)

f(Xn(t))−
∫ t

0

(∫
S

(Lf)(Xn(s), α)Λn(Xn(s), dα)

)
dλn0 (s)

−
N∑
i=1

n

∫ t

0

(Dif)(Xn(s))dλ
n
i (s)

is an Ft martingale. Clearly, for all t ≥ 0,
∑N

i=0 λ
n
i (t) = t. Furthermore, for i =

1, . . . , N ,

λni (t) =

∫ t

0

IFi(Xn(s))dλ
n
i (s) ∀t ≥ 0.(5.17)

To prove (5.17) note that, it suffices to show that for all t ≥ 0, E(v0
i,n(Xn(t))) =

E(IFi(Xn(t))v
0
i,n(Xn(t))). Also,

E(v0
i,n(Xn(t))) =

∫
G

v0
i,n(x)η

n(dx)

= ν̃n(G× {i})
= ν̃n(Fi × {i})
= E(IFi(Xn(t))v

0
i,n(Xn(t))),

where the next to last equality follows from (5.7). This proves (5.17). Thus it follows
that (Xn(·),Λn(Xn(·)), λn0 (·), . . . , λnN (·)) solves the (ηn, L,G, (nDi, Fi)

N
i=1) PCMP on

(Ω,F , P, (Ft)). From Lemma 5.4 it follows that λn0 is a.s. strictly increasing. Now
define τn : [0,∞) → [0,∞) as τn(t)

.
= inf{s ≥ 0 : λn0 (s) ≥ t}, t ∈ [0,∞). Also for

t ≥ 0, let Gnt .
= Fτn(t), Zn(t)

.
= Xn(τn(t)), Φn(t)

.
= Λn(Zn(t)), and for i = 1, . . . , N

Yi,n(t)
.
= λi,n(τn(t)). Then from Proposition 5.5, (Zn(·),Φn(·)) solve the CCMP on

(Ω,F , P, (Gnt )) with the corresponding boundary processes {Yi,n(·)}Ni=1. Next note
that since λn0 (0) = 0 and for 0 ≤ s ≤ t <∞

|λn0 (t)− λn0 (s)| =
∣∣∣∣
∫ t

s

v0
n(Xn(r), S)dr

∣∣∣∣
≤ |t− s|, a.s.,
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we have that the family {λn0 (·)} is tight in C([0,∞); [0,∞)). Next observe that from
Theorem 5.2 there exists an enlargement (Ω,F , {F t}, P ) of the above space such that
there is a F t Wiener process W (·) defined on the enlarged space and

Zn(t) = Γ

(
Zn(0) +

∫ ·

0

∫
S

b(Zn(s), α)Φn(s)(dα)ds+

∫ ·

0

σ(Zn(s))dW (s)

)
(t),(5.18)

where the dependence of the Wiener process and the space on n is again suppressed
in the notation. Since the probability law of Zn(0) is same as that of Xn(0), i.e., η

n

and from (5.9) ηn(A) → η(A) as n → ∞ for all A ∈ B(G), we have that the family
{Zn(0)} is tight. Furthermore, using the Lipschitz property of the Skorohod map we
have that for 0 ≤ s ≤ t <∞

|Zn(t)− Zn(s)| ≤ Kr|t− s|+K

∣∣∣∣
∫ t

s

σ(Zn(s))dW (s)

∣∣∣∣ .
Recalling that σ(·) is bounded we have as a result of the above observations that the
family {Zn(·)} is tight in C([0,∞) : G). Let (Z(·), λ0(·)) be a weak limit point of
the sequence (Zn(·), λn0 (·)) and relabel the convergent subsequence as (Zn(·), λn0 (·)).
Observing that λn0 (t) ≤ t, a.s., for all t ≥ 0 and n ∈ N and E(λn0 (t)) =

t
Kn
µ0(G×S)→

t, as n → ∞, we have that λ0(t) = t for all t ≥ 0, a.s. Next observe that from the
weak convergence of Zn(·) and λn0 (·) we have that as n → ∞, Xn(·) = Zn(λ

n
0 (·))

converges weakly to Z(λ0(·)) ≡ Z(·). Since for each n ∈ N, Xn(·) is stationary, we
must have that the limit Z(·) is a stationary process too. Also, since the law of Z(0)
is η we have that the stationary distribution is η. Next note that, from (5.13) and
(5.16), for all x ∈ G0, Λn(x, dα) = v(x, dα). Also from Theorem 4.2.1 in [31] we have
that for all n ∈ N, E

(∫∞
0
I∂G(Zn(s))ds

)
= 0. From these two observations, (5.18),

and the Lipschitz property of the Skorohod map, it follows that

Zn(t) = Γ

(
Zn(0) +

∫ ·

0

∫
S

b(Zn(s), α)v(Zn(s), dα)ds+

∫ ·

0

σ(Zn(s))dW (s)

)
(t)

for all t ≥ 0, a.s. The Feller property of the family {P v
x } (see Theorem 2.9) now gives

that Zn(·) converges weakly to the solution of

Z̃(t) = Γ

(
Z̃(0) +

∫ ·

0

∫
S

b(Z̃(s), α)v(Z̃(s), dα)ds+

∫ ·

0

σ(Z̃(s))dW (s)

)
(t).

Since Zn(·) also converges weakly to Z(·) we must have that Z(·) and Z̃(·) have the
same distribution, in particular Z(·) is a stationary Markov process with the stationary
distribution η.

This proves (i) and (ii) of the theorem. Finally, part (iii) follows from Theorem
3.2.

6. Stability properties of the constrained controlled diffusions. We will
now like to obtain some stability properties of the class of processes obtained as a
solution of an equation of the form (1.1). We begin with the following lemma, the
proof of which is contained in the proof of Theorem 4.4 of [2]. For x ∈ G let Xx(·) be
the solution of (1.1) with Xx(0) = x on some filtered probability space (Ω,F , {Ft}, P )
on which is given an admissible pair (u(·),W (·)).

Lemma 6.1 (cf. Theorem 4.4 of [2]). There exists α, r1, C1,∆, θ ∈ (0,∞) such
that for all r2 ∈ (0,∞) and t ∈ (0,∞),

sup
x∈G:|x|=r2

supP (τ1(x) > t) ≤ eαC1r2

e(α−θ)∆
e−θt,
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where τ1
.
= inf{t > 0 : |Xx(t)| = r1} and the inner supremum on the left side above

is taken over all possible solutions X(·) of (1.1) with X(0) = x given on some filtered
probability space (Ω,F , {Ft}, P ) with some admissible pair (u(·),W (·)).

Remark 6.2. Theorem 4.4 of [2] is stated for uncontrolled constrained diffusion
processes; however, the result (and most of the proof) holds in the generality consid-
ered here. The only place where the proof in [2] needs to be modified is as follows.
The proof of Theorem 4.4 of [2] relies on Lemma 4.3 of the same paper. However, the
proof of Lemma 4.3, presented in [2], at one place uses the Markov property of Xx(·).
Thus in the appendix of this work we provide an alternate proof of this lemma which
does not appeal to the Markov property and holds for the class of processes Xx(·)
considered here.

Lemma 6.3. Let r1 be as in Lemma 6.1 and let r2 ∈ (r1,∞) be arbitrary. For
x ∈ G let Xx,(u,W )(·) denote the solution of (1.1), with Xx,(u,W )(0) = x, given on
some filtered probability space (Ω,F , {Ft}, P ) and with an admissible pair (u(·),W (·)).
Let

τ(x)
.
= inf{t ≥ 0 : |Xx,(u,W )(t)| = r1 and |Xx,(u,W )(s)| = r2 for some s ∈ [0, t]},

where we have suppressed the dependence of τ(x) on (u(·),W (·)) in the notation.
Then there exists a δ0 ∈ (0,∞) such that

inf
x∈G:|x|=r1

inf
u(·),W (·)

E(τ(x)) > δ0(6.1)

and there exist κ0, θ0 ∈ (0,∞) such that for all t ∈ [0,∞)

sup
x∈G:|x|=r1

sup
u(·),W (·)

P (τ(x) > t) < κ0e
−θ0t.(6.2)

Proof. For notational simplicity we denote Xx,(u,W )(·) by Xx(·). We first prove
(6.2). Given Xx(·) as in the statement of the lemma, define τ0(x)

.
= inf{t ≥ 0 :

|Xx(t)| = r2}. In view of Lemma 6.1 and Lemma 4.4 it suffices to show that there
exist κ′, θ′0 ∈ (0,∞) such that for all t ≥ 0, supx∈G:|x|=r1 supu(·),W (·) P (τ0(x) > t) <

κ′e−θ′0t. This will follow, if we show that for all k ∈ N

sup
u(·),W (·)

sup
x∈G:|x|=r1

P (τ0(x) > k) < e−θ′0k.(6.3)

Noting that P (τ0(x) > k) = E
(
E
(I[τ0(x)>k] | Fk−1

) I[τ0(x)>k−1]

)
, we have from

Lemma 4.4 that in order to show (6.3) it suffices to show that there exists an ε0 ∈ (0, 1)
such that

sup
x∈G:|x|≤r2

sup
u(·),W (·)

P (τ0(x) > 1) < ε0.(6.4)

We will prove this by the method of contradiction. Suppose that (6.4) does not hold
for any ε0 ∈ (0, 1). Then there exist {xn, un(·),Wn(·), Xn(·), Y n(·)}n≥1 such that
for each n ∈ N, xn ∈ {x ∈ G : |x| ≤ r2}, (un(·),Wn(·)) is an admissible pair on
some filtered probability space, Xn(·) and Y n(·) .

= (Y n
1 (·), . . . , Y n

N (·)) are obtained
as a solution of (1.1) with (u(·),W (·)) replaced by (un(·),Wn(·)), Xn(0) = xn, and
limn→∞ P (τ0,n > 1) = 1, where τ0,n

.
= inf{t ≥ 0 : |Xn(t)| = r2}.

Let {fi}∞i=1 be a countable dense set in the unit ball of C(S). Define, for
t ≥ 0 and j ≥ 1, βnj (t)

.
=
∫
S
fj(α)u

n(t, dα). Let B denote the closed unit ball of
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L∞[0,∞) endowed with the metric d(·, ·) defined as follows. For x, y ∈ B, d(x, y)
.
=∑∞

M=1

∑∞
j=1

〈x−y,eMj 〉M
2M2j

, where for each M ∈ N, {eMj (·)}∞j=1 is a complete orthonor-

mal system in L2[0,M ] and 〈·, ·〉M denotes the usual inner product in L2[0,M ].
Clearly (B, d(·, ·)) is a compact metric space. Let E denote the countable prod-
uct of B endowed with the product topology. Then E is a compact Polish space and
βn(·) .= (βn1 (·), . . .) is an E valued random variable.

Recalling that Xn(0) = xn and |xn| ≤ r2 we see that the family Xn(0) is tight.
Furthermore, using the Lipschitz property of the Skorohod map and Condition 2.4(ii)
we see that there exists C̃ <∞ such that for all 0 ≤ s ≤ t <∞

|Xn(t)−Xn(s)| ≤ C̃
[
|t− s|+

∣∣∣∣
∫ t

s

σ(Xn(q))dWn(q)

∣∣∣∣
]
.

Using the boundedness of σ(·) we now have that {Xn(·)} is tight in C([0,∞) : G).
Next choosing g ∈ C2

b (G) as in Lemma 4.2 we see that for 0 ≤ s ≤ t <∞

N∑
i=1

|Y n
i (t)− Y n

i (s)| ≤ C|t− s|+
∣∣∣∣
∫ t

s

〈∇g(Xn(q)), σ(Xn(q))dWn(q)〉
∣∣∣∣ ,

where C is as defined in (5.4). Combining this with the fact that Y n(0) = 0 we
have that {Y n(·)} is tight in C([0,∞) : [0,∞)N ). Thus (βn(·), Xn(·), Y n(·)) is a tight
family of random variables with values in E

.
= E×C([0,∞) : G)×C([0,∞) : [0,∞)N ).

Pick a weakly convergent subsequence of the above sequence and relabel it as the
original sequence. By going to the Skorohod representation space (Ω,F , P )—however,
keeping the same notation for random variables for convenience—we have that there
exists an E valued random element (β(·), X(·), Y (·)) such that (βn(·), Xn(·), Y n(·))
converges a.s. to (β(·), X(·), Y (·)) as n→∞.

Next note that for f ∈ C∞
0 (G) and 0 ≤ t1 ≤ t2 <∞

(6.5)

E

((
f(Xn(t2))− f(Xn(t1))−

∫ t2

t1

(∫
S

(Lf)(Xn(s), α)un(s, dα)

)
ds

−
N∑
i=1

∫ t2

t1

(Dif)(X
n(s))dY n

i (s)

)
ψ(Xn(s1), Y

n(s1), . . . , X
n(sm), Y n(sm))

)
= 0,

where m ∈ N, 0 ≤ s1 ≤ · · · ≤ sm ≤ t1, and ψ is an arbitrary continuous and
bounded function defined on the obvious domain. From Lemma 2.4 of [12] we have

that
∫ t2
t1
(Dif)(X

n(s))dY n
i (s)→ ∫ t2

t1
(Dif)(X(s))dYi(s) a.s. as n→∞. Also from the

Lipschitz property of the coefficients b(·) and σ (cf. Condition 2.4(i), (iii)) and Lemma
II.1.3 of [6] we have that

∫ t2

t1

(∫
S

(Lf)(Xn(s), α)un(s, dα)

)
ds→

∫ t2

t1

(∫
S

(Lf)(X(s), α)u(s, dα)

)
ds

a.s., as n→∞, where u(·) is a U valued measurable process satisfying
∫
S
fi(α)u(t, dα)

= αi(t) for all i ∈ N.
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Thus taking limit as n→∞ in (6.5) we have that

E

((
f(X(t2))− f(X(t1))−

∫ t2

t1

(∫
S

(Lf)(X(s), α)u(s, dα)

)
ds

−
N∑
i=1

∫ t2

t1

(Dif)(X(s))dYi(s)

)
ψ(X(s1), Y (s1), . . . , X(sm), Y (sm))

)
= 0.

Furthermore, without loss of generality, we can take u(·) to be FX,Y
t adapted. Also

noting that for any f ∈ Cb(G) such that f = 0 on Fi we have that
∫∞
0
f(Xn(s))dY n

i (s)

= 0, it follows that for such an f ,
∫∞
0
f(X(s))dYi(s) = 0. Thus for all i ∈ {1, . . . , N}

and t ≥ 0, Yi(t) =
∫ t
0
IFi(X(s))dYi(s), a.s. Thus (X(·), u(·)) solves the CCMP for

(δ{x}, L,G, (Di, Fi)
N
i=1) on the filtered probability space (Ω,F ,FX,Y

t ). Finally, defin-
ing τ

.
= inf{t : |X(t)| = r2} we have that τ0,n → τ a.s. and thus P (τ ≥ 1) = 1.

But this is clearly impossible in view of Condition 2.5. Thus we have arrived at a
contradiction. This proves (6.2). The proof of (6.1) follows via a similar argument
via contradiction. This proves the lemma.

As an immediate consequence of above lemmas we have the following result.
Lemma 6.4. For π ∈ P(G) with support contained in S0 and admissible pair

(u(·),W (·)) given on some filtered probability space (Ω,F , {Ft}, P ), let Xπ,(u,W )(·)
denote the solution of (1.1), with Xπ,(u,W )(0) having the probability law π. Let

τ(π)
.
= inf{t ≥ 0 : |Xπ,(u,W )(t)| = r1 and |Xπ,(u,W )(s)| = r2 forsome s ∈ [0, t]}.

Define ηπ,(u,W ) ∈ P(G) as follows. For f ∈ Cb(G)

∫
G

f(y)ηπ,(u,W )(dy)
.
=
E
(∫ τ(π)

0
f(Xπ,(u,W )(t))dt

)
E(τ(π))

.

Then the family {ηπ,(u,W ) : π ∈ P(G); supp(π) ⊂ S0; (u(·),W (·)) admissible} is
tight.

Proof. Let ε > 0 be arbitrary. Let θ0, κ0, δ0 be as in Lemma 6.3. It follows
from Lemma 4.5 of [2] that for all M ∈ (0,∞) the family {Xx,(u,W )(t), t ≥ 0; |x| ≤
M ; (u(·),W (·)) admissible} is tight. Using this observation and Lemma 4.4 we have
that there exists a compact set Kε in G such that

P (Xπ,(u,W )(t) 	∈ Kε) ≤ (εθ0δ0)
2

4κ0

for all t ∈ (0,∞), π ∈ P(G), supp(π) ⊂ S0, and (u(·),W (·)) admissible. Hence

ηπ,(u,W )((Kε)c) =

∫∞
0
E
(I{τ(π)>t}I{Xπ,(u,W )(t)/∈Kε}

)
dt

E(τ(π))

≤ εθ0δ0
2
√
κ0

∫∞
0

√
P (τ(π) > t)dt

E(τ(π))

≤ εθ0
2

∫ ∞

0

e−
θ0t

2 dt

≤ ε,
where the next to last inequality follows from Lemmas 4.4 and 6.3. This proves the
lemma.
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7. Proof of Theorem 3.4. Let Xx(·) solve (1.1) with Xx(0) = x on some
filtered probability space with an admissible pair (u(·),W (·)). Define stopping times
τi, ξi, i ∈ N, as follows:

τ1
.
= inf{t ≥ 0 : |Xx(t)| = r1}.(7.1)

For n ≥ 1

ξn
.
= inf{t ≥ τn : |Xx(t)| = r2}(7.2)

and

τn+1
.
= inf{t ≥ ξn : |Xx(t)| = r1}.(7.3)

From Lemma 6.1 and Lemma 6.3 it follows that for all i ∈ N, E(ξi) < ∞ and
E(τi) <∞.

Now suppose that there is a v : G→ U such that for all t ≥ 0, v(Xx(t)) = u(t), a.s.
From the strong Markov property of the solution of (2.3) it follows that {Xx(τi)}i≥1

is a S0
.
= {x ∈ G : |x| = r1} valued Markov chain. Furthermore, from Condition 2.5

it follows that for i ∈ N the probability law of X(τi) has a density, with respect to
the surface measure on S0, which is bounded away from 0. Using the above property
of the Markov chain {X(τi)}i≥1, it follows along the lines of Lemma IV.4.1 of [25]
that there exists a unique invariant measure, ρ, for this chain. Extend the measure
ρ to ρ̃ ∈ P(G) by setting ρ̃(A)

.
= ρ̃(A ∩ S0) for A ∈ B(G). Let X(·) be given as a

solution of (2.3) with X(0) having the probability law ρ̃. Define η ∈ P(G) as follows:
For f ∈ Cb(G)

∫
G
f(x)η(dx)

.
=

E
(∫ τ2

0
f(X(t))dt

)
E(τ2)

. Then it follows as in Theorem IV.4.1

of [25] that η is the unique invariant measure for the Markov process X(·), i.e., in the
notation of Theorem 3.2, η = ηv.

The following compactness result is a crucial step in the proof.
Lemma 7.1. The family {ηv|v : G → U ; v is measurable} is a compact set in

P(G).
Proof. We begin by observing that as an immediate consequence of the above

representation of ηv and Lemma 6.4, we have that the above family is tight. Now let
{vn} be a sequence of measurable maps from G to U . Suppose that ηvn converges to
η ∈ P(G). We will like to show that there exists a measurable v : G → U such that
η = ηv. Define the sequence {νn} of elements of P(G× S) as follows. For A ∈ B(G),
B ∈ B(S) νn(A × B)

.
=
∫
A
vn(x,B)ηvn(dx). From Lemma 5.6 there exist measures

µni ∈MF (Fi), i = 1, . . . , N , n ∈ N, such that for all f ∈ C∞
0 (G)

∫
G×S

(Lf)(x, α)νn(dx, dα) +

N∑
i=1

∫
Fi

(Dif)(x)µ
n
i (dx) = 0.(7.4)

From the compactness of S and Lemma 7.1 we have that {νn}n≥1 is a tight family.
Denote by F i the one point compactification of Fi. Extend, for each i = 1, . . . , N ,
µni to an element of MF (F i) in a natural way, denoting the extension as µni . Also
note that from (5.5) we have that the measures µni can be chosen such that µni (Fi) =
µni (F i) ≤ C, where C is the constant defined in (5.4). Thus, by going to a subsequence
if necessary, we have that there exist ν ∈ P(G × S) and µi ∈ MF (F i) such that for
all h ∈ Cb(G× S) and hi ∈ Cb(F i), i = 1, . . . , N ,

∫
G×S

h(x, α)νn(dxdα) converges to
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∫
G×S

h(x, α)ν(dxdα) and
∫
F i
hi(x)µ

i
n(dx) converges to

∫
F i
hi(x)µ

i(dx), as n → ∞.

Also note that ν(dx × S) = η(dx). Let v : G → U be a measurable map such that
ν(dxdα) = v(x, dα)η(dx). For i = 1, . . . , N , let µi be the restriction of µi to Fi. Then

from (7.4) we have that
∫
G
(Lf)(x, α)ν(dx, dα) +

∑N
i=1

∫
Fi
(Dif)(x)µi(dx) = 0. From

Theorem 5.7 it now follows that η = ηv. This proves the lemma.
Let

β∗ .
= inf

v

∫
G

k(x, v(x))ηv(dx),(7.5)

where the infimum on the right side is taken over all Markov controls v. In rest of the
section we will show that the infimum above is attained by some Markov control v
and furthermore for any admissible pair (u(·),W (·)) given on some filtered probability

space lim supT→∞
1
T

∫ T
0
k(X(s), u(s))ds ≥ β∗, a.s., where X(·) solves (1.1) with an

arbitrary initial distribution. This fact along with Lemma 4.1 will prove Theorem 3.4.
Proposition 7.2. Let β∗ be as defined in (7.5). Then, there exists a measurable

map v : G→ U such that
∫
G
k(x, v(x))ηv(dx) = β∗.

Proof. Let vn : G → U be a sequence of maps such that
∫
G
k(x, vn(x))ηvn(dx)

converges to β∗, as n → ∞. For n ∈ N, define νn ∈ P(G × S) as follows. For
f ∈ Cb(G× S)∫

G×S

f(x, α)νn(dxdα)
.
=

∫
G×S

f(x, α)vn(x, dα)ηvn(dx).

From Lemma 7.1 we have that {νn}n≥1 is a tight sequence of probability measures.
By going to a subsequence if necessary, we have that there exists a ν ∈ P(G × S)
and η ∈ P(G) such that νn → ν and ηvn → η as n → ∞. Thus recalling that∫
G
k(x, vn(x))ηvn(dx) =

∫
G×S

k(x, α)νn(dxdα) we have that
∫
G×S

k(x, α)ν(dxdα) =
β∗. Clearly, η(dx) = ν(dx × S). Furthermore, as in the proof of Lemma 7.1 we have
via an application of Theorem 5.7 that if v : G → U is a measurable map such that
ν(dxdα) = v(x, dα)η(dx), then η = ηv. Hence

β∗ =

∫
G×S

k(x, α)ν(dxdα)

=

∫
G

(∫
S

k(x, α)v(x, dα)

)
ηv(dx)

=

∫
G

k(x, v(x))ηv(dx).

Proposition 7.3. Let X(·) be the solution of (1.1) on some filtered probabil-
ity space (Ω,F , {Ft}, P ) on which is given an admissible pair (u(·),W (·)). Then

lim supt→∞
1
t

∫ t
0
k(X(s), u(s))ds ≥ β∗, a.s., where β∗ is as defined in (7.5).

Proof. In view of Proposition 7.2 it suffices to show that for a.e. ω and for every
sequence tk → ∞ (as k → ∞), there exists a further subsequence (denoted again as
the original sequence) such that

lim
k→∞

1

tk

∫ tk

0

k(X(s), u(s))ds =

∫
G

k(x, v(x))ηv(dx)(7.6)

for some measurable v : G→ U , possibly depending on ω and the subsequence.
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Define a family of probability measures {νt}t≥0 on G × S as follows. For f ∈
Cb(G× S),

νt(f)
.
=

1

t

∫ t

0

∫
S

f(X(s), α)u(s, dα)ds.(7.7)

We first claim that the family {νtk} is a tight family for any sequence tk →∞. Since
S is compact, in order to prove the claim, it suffices to show that the family {ν̃tk}k≥1

of probability measures on G defined as

ν̃tk(f)
.
=

1

tk

∫ tk

0

f(X(s))ds, f ∈ Cb(G),

is tight. For n ∈ N, let fn be a nonnegative smooth map defined on G such that
fn(x) = 0 for |x| < n and fn(x) = 1 for |x| > n + 1. Using estimates obtained in
Lemmas 6.3 (cf. 6.1), 6.4, 4.4, we have as in [6, Chapter 6, pp. 153–154] that for all ε >

0, there exists N(ε) ∈ N such that for all n ≥ N(ε), lim supt→∞
1
t

∫ t
0
fn(X(s))ds ≤ ε.

This immediately implies the a.s. tightness of {ν̃tk}k≥1 and hence the claim. Now
define measures µi,k ∈MF (Fi) as

µi,k(f)
.
=

1

tk

∫ tk

0

f(X(s))dYi(s), f ∈ Cb(Fi),(7.8)

i = 1, . . . , N. Observe that if g ∈ C2
b (G) is defined as in the proof of Lemma 5.4, then

µi,k(Fi) =
Yi(tk)

tk

≤ C +
1

tk

∣∣∣∣
∫ tk

0

〈∇g(X(s)), σ(X(s))dW (s)〉
∣∣∣∣+ o(1),

where C is defined via (5.4). Noting that the second term on the right side of the
above display converges to 0, a.s., as k → ∞, we have that a.s. supk µi,k(Fi) < ∞,
i = 1, . . . . Denote the extension of µi,k to F i, the one point compactification of Fi,
by µi,k. Now fix an ω outside a suitable null set. Then, by going to a subsequence

if necessary, we have that, for the given ω, there exist ν ∈ P(G × S), µi ∈ MF (F i)
such that for all f ∈ Cb(G×S) and fi ∈ Cb(F i), i = 1, . . . , N ,

∫
G×S

f(x, α)νtk(dxdα)

converges to
∫
G×S

f(x, α)ν(dxdα) and
∫
F i
fi(x)µi,k(dx) converges to

∫
F i
fi(x)µi(dx),

as k →∞. Let f ∈ C∞
0 (G). Applying Ito’s formula to f(X(tk)), dividing by tk, and

taking the limit as k →∞, we have that

∫
G×S

(Lf)(x, α)ν(dxdα) +

N∑
i=1

∫
Fi

(Dif)(x)µi(dx) = 0.

Hence from Theorem 5.7 we have that if η(dx)
.
= ν(dx× S) and ν is disintegrated as

ν(dxdα) = v(x, dα)η(dx), then η = ηv. This immediately yields that

lim
k→∞

1

tk

∫ tk

0

k(X(s), u(s))ds =

∫
G

k(x, v)ηv(dx).

This proves the proposition.
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We are now ready to prove our main result.
Proof of Theorem 3.4. From Proposition 7.2 there exists a measurable map v :

G→ U such that

β∗ =

∫
G

k(x, v(x))ηv(dx).(7.9)

Let X(·) solve (2.3), with v replaced by v on some filtered probability space with
probability law of X(0) equal to µ. Then, from Lemma 4.1

lim sup
T→∞

1

T

∫ T

0

k(X(s), v(X(s)))ds =

∫
G

k(x, v(x))ηv(dx),(7.10)

a.s. Combining (7.9) and (7.10) we have that β∗ = lim supT→∞
1
T

∫ T
0
k(X(s), v(X(s)))

ds. The result now follows from Proposition 7.3.

8. Characterizing the value via the HJB equation. One of the important
goals in optimal control theory is to derive the HJB equation for the value function
and characterize the value function as the unique solution (in an appropriate class) of
the PDE. The detailed treatment of this aspect of the ergodic control problem studied
in this paper will be undertaken elsewhere; however, we briefly outline below the key
steps in such a program.

The classical approach to the HJB equation for the ergodic control is by the
“vanishing discount method” (cf. [10, 8, 6, 3]). In this approach the first step is to
characterize the value function Vα(x) of the discounted control problem,

Vα(x) = inf
u
E

(∫ ∞

0

e−αtk(Xx(s), u(s))ds

)
,(8.1)

where α ∈ (0,∞), the infimum is taken over all admissible controls u and Xx(·) is
the solution of (1.1) with X(0) ≡ x. The natural HJB equation associated with the
control problem (8.1) will be

inf
u∈U

(Lψ(x, u) + k(x, u)− αψ(x)) = 0, x ∈ G,(8.2)

〈∇ψ(x), di〉 = 0, x ∈ ∂G, i ∈ In(x).
Theory of classical solutions for such PDEs in domains with corners is not available;
however, using the seminal ideas of Crandall and Lions [11, 33], Dupuis and Ishii
[14] have proved the existence of a viscosity solution to (8.2). We remark that [14]
considers the case of bounded domains; however, the key ideas there can be adapted
to cover the current setting. By standard techniques (cf. Theorem III.2.1 in [6]) it
can be shown that Vα(·) ∈ Cb(G). Next, in order to establish that Vα is the unique
viscosity solution of (8.2), we will need to adapt the proofs of Theorems I.1 and II.1
of [33] to oblique derivative problems in domains with corners.

The next key step in the program is to show that the family {Vα(x)− Vα(0);α ∈
(0, 1)} is precompact in C(G). The proof of this statement is currently the biggest
obstacle since the classical derivation (see Theorem VI.3.1 of [6]) makes use of certain
gradient estimates on Vα(x), uniform in α, which are currently unavailable. Another
approach based on viscosity solutions, taken in [3], avoids this difficulty by making
some strong stability assumptions on the model (a restoring force towards bounded
sets that grows without bound as |x| → ∞), which are not satisfied in the current
setup because of the radially homogeneous nature of the problem.



554 AMARJIT BUDHIRAJA

Once the above compactness issue is resolved one can, by usual limiting argu-
ments, as α → 0, (cf. [3]) and the stability properties of the viscosity solution (cf.
Proposition I.3 [33]), exhibit a solution (V ∗, ρ∗) for the HJB equation for the ergodic
control problem:

inf
u∈U

(LV ∗(x, u) + k(x, u)− ρ∗) = 0, x ∈ G,(8.3)

〈∇ψ(x), di〉 = 0, x ∈ ∂G, i ∈ In(x).

Finally one would like to establish that ρ∗=ess infu lim supT→∞
1
T

∫ T
0
k(X(s), u(s))ds,

where the infimum is taken over all admissible controls. The proof of this statement
will proceed along the lines of Theorem 4.2 of [3].

Appendix.

Sketch of the proof for the near monotone case. We assume that all the
conditions on the model imposed in the earlier sections, except Condition 3.1, hold.
We will replace this “blanket stability” condition by the following assumption on the
function k. Following [6], we will call a Markov control v a stable stationary Markov
control if the corresponding solution to (2.3) is a positive recurrent Markov process
and has a unique invariant measure, denoted as ηv. We denote the collection of all
such controls by F∗. The near monotone condition on the cost function k is as follows.

Condition 9.1. (a) β
.
= infv∈F∗

∫
G
k(x, v(x))ηv(dx) < ∞; (b) lim inf |x|→∞

infu∈U k(x, u) > β.
Part (a) of the above condition is satisfied if, for example, there exist a δ,M ∈

(0,∞), and some measurable map v : G → U such that b(x, v(x)) ∈ C(δ) for all
x ∈ G such that |x| > M . The (b) part of the condition is obviously satisfied if
k(x, u) = ψ(|x|) for a monotone increasing map ψ : R+ → R.

The key steps in the proof of Theorem 3.4 for this setup are, once more, Proposi-
tions 7.2 and 7.3 (with β∗ there replaced by β). Since in the near monotone case the
proof of Proposition 7.2 is very similar to that of Proposition 7.3, we sketch only the
proof of the latter case.

Sketch of Proposition 7.3 in the near monotone case. Let {νt}t≥0 be
as defined in (7.7) and let G be the one point compactification of G and denote
the point at ∞ by p∞. Since S is compact, we have that {νt}t≥0 is a tight family
of probability measures on G × S. Define µi,k ∈ MF (Fi), via (7.8). Then there
exist µ ∈ P(G × S), µi ∈ MF (Fi), such that for all f ∈ Cb(G × S) and fi ∈
Cb(F i), i = 1, . . . , N ,

∫
G×S

f(x, α)νtk(dxdα) converges to
∫
G×S

f(x, α)ν(dxdα) and∫
F i
fi(x)µi,k(dx) converges to

∫
F i
fi(x)µi(dx), as k → ∞. Let ν be decomposed as

ν = (1 − ρ)ν1 + ρν∞, where ν1 ∈ P(G × S) and ν∞ ∈ P({p∞} × S). Now using the
near monotonicity of k, one shows, exactly as in [6, pp. 146–147] that ρ = 0. Thus
we have that ν = ν1 ∈ P(G× S). The rest of the proof is exactly the same as in the
stable case.

Proof of Lemma 4.2. We begin by observing that the geometry of the space
G implies that there exists C ∈ (1,∞) such that for all x ∈ G and λ ∈ Λ, d(x, Fλ) ≤
Cmaxi∈λ〈x, ni〉. Next, from Condition 2.2(c), it follows that for all λ ∈ Λ, there exist
positive constants {cλi }i∈λ such that ηλ

.
=
∑

i∈λ c
λ
i ni satisfies 〈ηλ, di〉 > 0 for all i ∈ λ.

Define c̃
.
= infi∈λ; λ∈Λ〈ηλ, di〉. Furthermore as a convenient normalization we take∑

i∈λ c
λ
i = 1

2 . Next define constants (γk, βk), k = 0, 1, . . . , N , inductively as follows:



ERGODIC CONTROL FOR CONSTRAINED DIFFUSIONS 555

γN
.
= 1

2(C+1) , βN
.
= c̃γN , and for k = 1, . . . , N , γN−k

.
= βN−k+1

C , βN−k
.
= c̃γN−k.

Let φ, ψ be maps from R+ to R+ defined as follows:

φ(x)
.
= x− 1, x ∈

[
0,

1

2

]
.
= 0, x ≥ 1

and

ψ(x)
.
= 0, x ∈

[
0,

1

2

]
.
= 1, x ≥ 1.

Now define for λ ∈ Λ, fλ : G→ R as follows:

fλ(x)
.
= aλφ

( 〈ηλ, x〉
β|λ|

)∏
j �∈λ

ψ

( 〈nj , x〉
γ|λ|

)
,

where |λ| denotes the cardinality of the set λ and aλ are suitable positive chosen
inductively as follows. For all λ with |λ| = 1 we choose aλ so that aλ〈ηλ, di〉 ≥
β1, i ∈ λ. Having chosen aλ for all λ with 1 ≤ |λ| < k, we choose aλ, for a λ ∈ Λ
with |λ| = k, such that aλ〈ηλ, di〉 ≥ βk(Mk−1 + 1), i ∈ λ, where

Mk−1
.
=

k−1∑
j=1

∑
λ:|λ|=j

(
− inf

x∈Fi;i∈λ
〈∇fλ(x), di〉

)+

.

Finally define g : G → R as g(x)
.
=
∑

λ∈Λ fλ(x). It can be verified as in [12] that g
defined as above satisfies (4.1).

Alternate proof of Lemma 4.3 of [2]. We give a proof which, unlike the proof
in [2], does not appeal to the Markov property of Xx(·). This lemma is needed for
the proof of Theorem 4.4 of [2] and therefore the proof of Lemma 6.1 of the present
paper.

Lemma 9.2 (Lemma 4.3 of [2]). For x ∈ G and an admissible pair (u(·),W (·))
given on some filtered probability space, (Ω,F , {Ft}, P ). Let Xx(·) denote the solution
of (1.1) with Xx(0) = x. Let ∆ > 0 be fixed. For n ∈ N let νn be defined as follows:

νn
.
= sup

(n−1)∆≤s≤n∆

∣∣∣∣∣
∫ s

(n−1)∆

σ(Xx(s))dW (s)

∣∣∣∣∣ .
Then for any ρ ∈ (0,∞) and m,n ∈ N, m ≤ n,

E
(
eρ
∑n

i=m
νi
)
≤
(
2
√
2ek

2ρ2r2∆
)(n−m+1)

.

Proof. Let
∫ ·
0
σ(Xx(s))dW (s) ≡ (M1(·), . . . ,Mk(·)). Then for i = 1, . . . , k, Mi(·)

is a square integrable {Ft} martingale. An application of Cauchy–Schwarz inequality
gives that

E
(
eρ
∑n

i=m
νi
)
≤

 k∏

j=1

E
(
ekρ
∑n

i=m
Mi
j

)
1
k

,
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where for j = 1, . . . , k, i = m,m + 1, . . . , n, M i
j
.
= sup(i−1)∆≤s≤i∆ |Mj(s) −Mj((i −

1)∆)|. Now fix a j ∈ {1, . . . , k}. In view of Condition 2.5, |〈Mj〉(t)| → ∞, a.s. as
t → ∞. Thus from Theorem V.1.6 in [38], Mj(·) has the same probability law as
B(τ(·)), where τ(·) .

= 〈Mj〉(·), B(t) is a Gt standard Brownian motion, Gt .
= FS(t),

and S(t)
.
= inf{s ≥ 0 : 〈Mj〉(s) > t}. Next observe that

E
(
ekρ
∑n

i=m
Mi
j

)
= E

(
ekρ
∑n

i=m
sup0≤s≤∆ |B(τ((i−1)∆+s))−B(τ((i−1)∆))|

)
= E

(
Hn−1e

kρ sup0≤s≤∆ |B(τ((n−1)∆+s))−B(τ((n−1)∆))|
)
,

where Hn−1
.
= ekρ

∑n−1

i=m
sup0≤s≤∆ |B(τ((i−1)∆+s))−B(τ((i−1)∆))|. Note that Hn−1 is

Gτ((n−1)∆) measurable. Furthermore, from Condition 2.4(iv) we have that for 0 <
s < t <∞, |τ(t)− τ(s)| ≤ r2|t− s| and therefore

sup
0≤s≤∆

|B(τ((n− 1)∆ + s))−B(τ((n− 1)∆))|

≤ sup
0≤t≤r2∆

|B(τ((n− 1)∆) + t)−B(τ((n− 1)∆))|.

Finally note that

E
(
Hn−1e

kρ sup0≤s≤∆ |B(τ((n−1)∆+s))−B(τ((n−1)∆))|
)

≤ E
(
Hn−1E

(
ekρ sup0≤t≤r2∆ |B(τ((n−1)∆)+t)−B(τ((n−1)∆))| | Gτ((n−1)∆)

))
≤ E

(
Hn−12

(
E(e2kρ|B(r2∆)|)

) 1
2

)

≤ 2
√
2ek

2ρ2r2∆E (Hn−1) ,

where the second inequality above follows from Doob’s inequality for submartingales.
Iterating the above inequalities we have the result.
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Abstract. This paper deals with Mayer’s problem for controlled systems with reflection on the
boundary of a closed subset K. The main result is the characterization of the possibly discontinuous
value function in terms of a unique solution in a suitable sense to a partial differential equation of
Hamilton–Jacobi–Bellman type.
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1. Introduction. We investigate the Mayer control problem:

Minimize g(x(T ))(1)

for a given T > 0 over all absolutely continuous solutions of the following differential
variational inequality:


(i) x′(t) ∈ f(x(t), u(t))−NK(x(t)) for almost all t ≥ t0,
(ii) x(t) ∈ K for all t ≥ t0, x(t0) = x0, and
u(·) : [0,∞)→ U is a measurable function,

(2)

where NK(x) is the normal cone to K at x ∈ K (see Definition 1).
Here K is a nonempty closed subset of R

N , g : K → R and f is a function from
K × U into R

N .
If U(t0) is the set of measurable controls on [t0,∞) with values in U , the value

function corresponding to the optimal control problem (1), (2) is given by

V (t0, x0) = inf
u(·)∈U(t0)

g(x(T ; t0, x0, u(·)) for all (t0, x0) ∈ [0, T ]×K,(3)

where x(·; t0, x0, u(·)) denotes the solution of (2) starting from (t0, x0).
By the very definition it is easy to see that the value function is finite on its domain

[0, T ] × K, if and only if (2) has solutions. This explains the choice of the form of
the right-hand side of the differential inclusion (2). We notice that NK(x) = {0}
whenever x ∈ intK; f is modified only on the boundary of K, so (2) is a problem with
reflection at the boundary. We shall show that this reflection allows us to obtain the
existence of solutions to (2) (see section 1).

Our main purpose in this paper is to characterize the value function (3) by an
equation of Hamilton–Jacobi type.

Of course, the characterization is based on a suitable definition for the notion
of viscosity solutions of a Hamilton–Jacobi–Bellman inequality (HJBI) that we will
introduce below.
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avenue Victor Le Gorgeu, BP 809, 29285 Brest cedex, France (Oana-Silvia.Serea@univ-brest.fr).

559



560 OANA-SILVIA SEREA

More precisely, we will prove that the value function V is the unique solution to


∂V
∂t (t, x) +H(x, ∂V∂x (t, x))−

〈
∂V
∂x (t, x), NK(x)

〉 � 0
if (t, x) ∈ [0, T )×K,

with the condition V (T, x) = g(x) if x ∈ K,
(HJBI)

where H(x, p) := minu∈U 〈f(x, u), p〉.
If the boundary of K, ∂K ∈ C1, and K is the closure of an open set, we will

show that V is a viscosity solution of the following Hamilton–Jacobi equation with
Neumann-type boundary condition in the sense of [13]:


∂V
∂t (t, x) +H(x, ∂V∂x (t, x)) = 0 if (t, x) ∈ [0, T )×K,

∂V
∂n (t, x) = 0 if (t, x) ∈ [0, T )× ∂K,

with the condition V (T, x) = g(x), x ∈ K,
(4)

where n(x) is the unit outward normal to K at x ∈ ∂K.
It is well known that the value function for the Skorokhod control problem (see

[3], [13]) with a smooth K is a viscosity solution of (4). The Skorokhod problem for a
smooth K has been considered and solved by Lions [13] and Lions and Snitzman [14].
Another study was made by Tanaka in [18] when K is convex with normal reflection.
By a different approach, this problem was considered like a viability problem for a
differential inclusion by Frankowska in [8]. Note that the notion of solutions of the
Skorokhod problem is not the same as the notion of solutions to (2) that we use
in this paper, but for the smooth case the two control problems lead to the same
Hamilton–Jacobi equation (4).

Our second interest is to establish that the two following systems,{
(i) x′(t) ∈ F (x(t))−NK(x(t)) for almost all t ≥ t0,
(ii) x(t) ∈ K for all t ∈ [t0,∞), t0 ≥ 0, x(t0) = x0 ∈ K

(5)

and {
(i) x′(t) ∈ ΠcoTK(x(t))F (x(t)) for almost all t ≥ t0,
(ii) x(t) ∈ K for all t ∈ [t0,∞), t0 ≥ 0, x(t0) = x0 ∈ K,

(6)

have the same set of solutions.
Here K is compact, F : K → R

N is a set valued map and coA is the closed convex
hull of a set A.

In general, the map x → NK(x) has no easy continuity properties and so the
right side of the differential inclusion is (2). For this reason the set of solutions to (5)
or (6) may be empty. So it is necessary to find regularity hypotheses for K in order
to provide existence and eventually uniqueness results for (5) or (6).

These kind of results for a general map F can be applied, in particular, when
F (·) = f(·, U), allowing us to obtain properties of the set of solutions to (2).

Our main contribution here is the fact that by introducing the projection on the
closed convex hull of TK(x) in (6) we succeed in treating the case where the set K is
only compact, improving the already known equivalence and existence results of [2]
where K is supposed to be sleek.

Existence and equivalence results for (5) and (6) are established by Henry [11] for
a convex set. The convexity assumption on the set K, has been relaxed by Cornet in
[6], who merely required the tangential regularity. We also refer to Thibault [19] for
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the case of a closed set K for an existence result of viable solution, but the reflection
is made using the Clarke normal cone. Note that in [19] the set K may depend on t.

We note that the boundary reflection control problem was not yet well studied
for nonsmooth K. We also succeed in generalizing some existence and equivalence
results of [2] for the systems (5) and (6).

Let us explain how this paper is organized.
In the first section we introduce some preliminaries and we study the systems (5),

(6).
In the second section we prove that the value function is a viscosity solution of

(HJBI) in the sense of Definition 3, and a uniqueness result for the solutions of this
partial differential inequality is also established.

In the third section we study the case of discontinuous and only bounded value
functions for our control problem. Our main result says that V is the unique gen-
eralized solution to the corresponding (HJBI) for arbitrary discontinuous terminal
cost g.

The fourth section concerns existence and uniqueness results of l.s.c. solutions to
(HJBI) in the sense of Definition 16.

The last section is an appendix with technical proofs of our claims.

2. Preliminaries.

2.1. Definitions, assumptions, and notations. We assume that f : K×U →
R is continuous and satisfies


||f(x, u)|| ≤ a(1 + ‖x‖),
||f(x, u)− f(y, u)|| ≤ c1 ‖x− y‖
the set f(x, U) is convex,

for all x, y ∈ K,u ∈ U,(Hf )

where c1, a > 0 are constants; U is a compact metric space.
We recall the notions of tangent and normal cones.
Definition 1. For x ∈ K, we define by

TK(x) =

{
v ∈ R

N | lim
h→0+

inf dK(x+ hv)/h = 0

}

the tangent cone to K at x and by

NK(x) = TK(x)
− = {p ∈ R

N | 〈p, v〉 ≤ 0 for all v ∈ TK(x)}

the normal cone to K at x.
Recall that TK(x) is a closed cone and NK(x) is a closed convex cone.
Let us describe some classes of sets which will be used in the following sections.
Definition 2. A closed set K ⊂ R

N is called proximal retract if there ex-
ists a neighborhood I of K such that the projection ΠK(·) is single-valued in I, with
ΠK(x) := {z ∈ K | ||x− z|| = infy∈K ||x− y||} for all x ∈ R.

We will describe some of the properties of such sets. This will be the key for the
proof of the existence and uniqueness results concerning (5) and (HJBI). The class of
proximal retracts includes closed, convex subsets of R

N and submanifolds of R
N of

class C1,1. Another class of proximal retracts is the class of weakly convex sets (see
[8] for the definition and the geometrical interpretation). A complete characterization
of proximal retract sets is made in [17] (see Theorem 4.1, p. 5245). In particular, such
sets have the property that there exists ρ > 0 such that every nonzero normal “can be
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realized” by a ball with a radius equal to ρ. This characterization says, in particular,
that only “exterior” corners are allowed.

So, if K is proximal retract, then from Theorem 4.1 in [17], Lemma 4.2 and
Theorem 2.2 in [6] we have the following:

- There exist r, c > 0 such that the application x → NK(x) ∩ B(0, r) + cx is
monotone1 on K. This monotonicity property, which is equivalent to Definition 2, is
very important because it allows us to establish the uniqueness of solutions to (2).

- The set K is sleek, i.e., the map x→ TK(x) is l.s.c.

- For all x ∈ K, TK(x) = CK(x), where CK(x) denotes Clarke’s tangent cone.
2

Note that the class of sleek sets is larger then the class of proximal retracts.

2.2. Viscosity solutions. To describe the value function as a unique solution to
the corresponding HJBI, we introduce the following definition of solutions to (HJBI).

Definition 3. A viscosity supersolution of (HJBI) is an l.s.c. function ψ :
(0, T )×K → R such that

for any φ ∈ C1 and (t0, x0) ∈ argmin (ψ − φ) ,

if x0 ∈ intK,
∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
≤ 0

and if x0 ∈ ∂K, there exists y0 ∈ NK(x0) such that

∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
−
〈
y0,

∂φ

∂x
(t0, x0)

〉
≤ 0

and a viscosity subsolution of (HJBI) is a u.s.c. function ϕ : (0, T ) × K → R such
that

for any φ ∈ C1 and (t0, x0) ∈ argmax (ϕ− φ) ,

if x0 ∈ intK,
∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
≥ 0

and if x0 ∈ ∂K, there exists z0 ∈ NK(x0) such that

∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
−
〈
z0,

∂φ

∂x
(t0, x0)

〉
≥ 0.

A viscosity solution of (HJBI) is a function which is both subsolution and supersolu-
tion.

It is clear that a viscosity solution is a continuous function because it is simulta-
neously u.s.c. and l.s.c.

Remark 4. A motivation for our definition of (HJBI) is the fact that, when (t0, x0)
is a differentiability point of V , we have in the usual sense

∂V

∂t
(t0, x0)+H

(
x0,

∂V

∂x
(t0, x0)

)
−
〈
NK(x0),

∂V

∂x
(t0, x0)

〉
� 0.(7)

1Recall that a set valued map G : K → R
N is monotone if 〈y1−y2, x1−x2〉 ≥ 0 for all yi ∈ G(xi),

i ∈ {1, 2}.
2CK(x) = {v| limh→0+,K�x′→x dK(x′ + hv)/h = 0}. This tangent cone is always convex.
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Indeed, there exists λ ∈ [0, 1] such that

0 = λ

(
∂V

∂t
(t0, x0)+H

(
x0,

∂V

∂x
(t0, x0)

)
−
〈
y0,

∂V

∂x
(t0, x0)

〉)

+ (1− λ)

(
∂V

∂t
(t0, x0)+H

(
x0,

∂V

∂x
(t0, x0)

)
−
〈
z0,

∂V

∂x
(t0, x0)

〉)
,

and because NK(x0) is convex, (7) is verified.
It is quite natural to obtain an equation of the form (7), namely a partial differ-

ential inequality. The motivation lies in the fact that for a smooth set, the reflection
is channeled in a fixed direction, given by the outward normal. For nonsmooth sets
the outward normal will be replaced with the normal cone which, in general, contains
many directions.

Note that this definition contains those given by Lions in [13], when the boundary
of K, ∂K ∈ C1.

2.3. Control systems with reflection on the boundary of a constraint
set. In this section we study the differential inequalities (5) and (6) by explaining
the method which we use in order to get a boundary reflection for closed sets K. This
allows us to give some applications to the properties of solutions to the controlled
system (2).

We consider a closed set K, a set valued map F : K → R
N , and the following

differential inclusion:{
(i) x′(t) ∈ F (x(t)) for almost all t ≥ t0,
(ii) x(t0) = x0 ∈ K, t0 ≥ 0.(8)

The equation (6) appears naturally if we want a given closed set to become a
viability3 domain of a new system which is “as close as possible” to the original
dynamic system (8).

Indeed, when the necessary and sufficient condition for the existence of viable
solutions

F (x) ∩ TK(x) �= ∅ for all x ∈ K

is not satisfied, the natural way to solve the above problem is to introduce the pro-
jected problem (6).

We note that ΠcoTK(x)F (x) = F (x) whenever x ∈ intK; F is modified only on
the boundary of K, so (6) is a problem of reflection at the boundary. Moreover, the
application x → ΠcoTK(x)F (x) has no easy continuity properties, but, thanks to the
properties of the projection on a convex cone, it is possible to prove that the solutions
to (5) and (6) coincide. We do not make any assumption on the regularity of the set
K, improving already known results of [2] where the set K is sleek.

It is easier to find sufficient conditions for the set K in order to obtain continuity
properties of the right-hand side of (5). So, for the study of existence and uniqueness
of solutions we consider (5). We have the following proposition.

Proposition 5. (i) Suppose that K is closed and F is a set valued map. Then
the sets of absolutely continuous solutions to (5) and (6) are equal.

3Recall that a solution x(·) to (8) is called viable in K if x(t) ∈ K for all t ≥ 0. The set K is a
viability domain for (8) if for all x0 ∈ K there exists a solution to (8) which is viable in K.
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Moreover if F is a Marchaud map4 and K is bounded and sleek, then

(ii) for every (t0, x0) ∈ [0,∞)×K there exists a solution of (5) or equivalently of
(6).

(iii) the restriction of the map (t0, x0) ∈ [0, T ] × K → SF (t0, x0) to a compact
set C is compact into [0,∞) × K × W 1,1(0,∞ ;K)e−bt for all b with b > a. Here
SF (t0, x0) denotes the set of solutions to (5) starting from (t0, x0).

Before giving the proof, we note that the first part of the above proposition is a
generalization of Theorem 10.1.1 in [2] where the set K is supposed to be sleek; here
K is only bounded. The second part recalls well-known existence and compactness
results (see [1] and [2]).

Proof. (i) Using Proposition 0.6.4 from [1] we deduce that

ΠcoTK(x)F (x) ⊂ F (x)−NK(x) for all x ∈ K,

and, consequently, a solution to (6) is also a solution to (5).

Conversely, if x(t) ∈ K for all t ≥ t0, we have

lim
h→0

x(t+ h)− x(t)

h
∈ TK(x(t)) and lim

h→0

x(t)− x(t− h)

h
∈ −TK(x(t)) for a.e. t ≥ t0,

so x′(t) ∈ TK(x(t)) ∩ −TK(x(t)) ⊂ NK(x(t))
⊥ a.e. t ≥ t0.

Let t ≥ t0 be a derivability point of x(·), and let x′(t) = f(t) − p(t) with f(t) ∈
F (x(t)) and p(t) ∈ NK(x(t)).

The above arguments say that 〈x′(t)− f(t), x′(t)〉 = 0.
Thus, x′(t) ∈ ΠcoTK(x(t))f(t) ⊂ ΠcoTK(x(t))F (x(t)) for a.e. t ≥ t0.

(ii) We prove now the existence of a solution to the differential inequality (5). If
K is sleek, then the map x→ NK(x) has a closed graph.

For all x ∈ K, we set H(x) = F (x)− a(1+ ||x||)B ∩NK(x), where B denotes the
unit ball of R

N .

Because the map x → a(1 + ||x||)B ∩ NK(x) is Marchaud, H is also Marchaud.
Hence by Theorem 2.1.3 in [1] the existence of solutions of (5) follows.

Let us prove that the closed subset K is a viability domain for the differential
inclusion (5).

Indeed, using the equality I −ΠNK(x) = ΠTK(x), we have that for any x ∈ K and
f ∈ F (x), f −ΠNK(x)f ∈ (F (x)−NK(x)) ∩ TK(x).

Using the estimation ||ΠNK(x)f || ≤ ||f || ≤ a(1 + ||x||), we get that ΠNK(x)f ∈
a(1 + ||x||)B ∩NK(x) and consequently f −ΠNK(x)f ∈ H(x) ∩ TK(x).

The above arguments say that H satisfies the hypotheses of viability theorem
4.2.1 of [1], and since H(x) ⊂ F (x)−NK(x), the second part ensues.

(iii) See Theorem 2.2.1 in [1].

Now, let us begin a short study of the optimal control problem with reflected
trajectories. From now on, we consider that the set valued map F is given by the
equality

F (x) = f(x, U) = {f(x, u), u ∈ U} for all x ∈ K.

4A set valued map F from R
N onto R

N is called Marchaud map if F is u.s.c. with nonempty
compact convex values and has a linear growth.
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We denote by Sf (t0, x0) the set of absolutely continuous solutions to{
(i) x′(t) ∈ f(x(t), u(t))−NK(x(t)) for almost all t ≥ t0,
(ii) x(t) ∈ K for all t ≥ t0, x(t0) = x0 ∈ K for all u(·) ∈ U(t0),(9)

and by SF (t0, x0) the set of absolutely continuous solutions to{
(i) x′(t) ∈ F (x(t))−NK(x(t)) for almost all t ≥ t0,
(ii) x(t) ∈ K for all t ≥ t0, x(t0) = x0 ∈ K.

(10)

We will prove now that (9) and (10) are equivalent. In this paper, we will use one of
these systems to simplify our proofs.

Proposition 6. Suppose that K is a compact sleek set and (Hf ) holds.
(i) If x(·) is a solution to (10) starting from (t0, x0) ∈ [0, T ]×K, then there exists

u(·) ∈ U(t0) such that x(·) is equal to x(·; t0, x0, u(·)), the solution of (9).
(ii) As a direct consequence of (i),

SF (t0, x0) = Sf (t0, x0) for all (t0, x0) ∈ [0,∞)×K.

Proof. We essentially use the fact that K is sleek (which implies that the ap-
plication x → NK(x) has a closed graph) and Theorem 1.14.1 from [1]. Consider
Φ(t) := {v ∈ U | x′(t) ∈ f(x(t), v)−NK(x(t))} for a.e. t ≥ t0. We can prove that the
multivalued function Φ has a measurable selection which gives our measurable control
u(·) ∈ U(t0).

Moreover, with an easy computation, using the fact that K is proximal retract
and Gronwall’s inequality, we obtain the following estimation.

Lemma 7. Assume that (Hf ) holds true and K is a bounded proximal retract.
Then for x0(·) ∈ Sf (t0, x0), x1(·) ∈ Sf (t1, x1) with fixed u(·) ∈ U(t0) and for t ≥ t1 ≥
t0, there exists C > 0, a constant depending on t, such that

‖x0(t; t0, x0, u(·))− x1(t; t1, x1, u(·))‖ ≤ C(‖x0 − x1‖+ |t0 − t1|).
We omit the proof of Lemma 7 because it is an easy adaptation of Lemma 4.4,

p. 143, proved in [6]. As a direct consequence of the above estimation we obtain the
following.

Corollary 8. Assume that (Hf ) holds true and K is a bounded proximal retract.
Then for fixed u(·) ∈ U(t0) there exists an unique solution of (2).

2.4. The optimal control problem. First, we give some standard results con-
cerning the regularity of V without proof. Later we shall prove the existence and the
uniqueness of viscosity solutions of (HJBI).

Lemma 9. Suppose that (Hf ) holds true and K is a compact proximal retract.
Then we have the following:

(i) (Existence of an optimal control.) If g is l.s.c., then V is l.s.c. and there exists
an optimal trajectory starting from each point (t0, x0) ∈ [0, T ] ×K, i.e., there exists
x̄(·) ∈ SF (t0, x0) such that

V (t0, x0) = g(x̄(T ; t0, x0, ū(·))) for all (t0, x0) ∈ [0, T ]×K.

(ii) If g is a Lipschitz function, then V is locally Lipschitz and bounded.
Next we give the Bellman dynamic programming.
Proposition 10 (dynamic programming principle). Let g : K → R be a bounded

function, K a compact proximal retract, and suppose that (Hf ) holds. Then, for all
(t0, x0) ∈ [0, T ]×K we have

V (t0, x0) = inf
x∈SF (t0,x0)

V (t0 + h, x(t0 + h)) with h > 0 small enough.(11)
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3. The Hamilton–Jacobi partial differential variational inequality.

3.1. Existence result. The aim of this section is to provide an existence and a
comparison result for viscosity solutions to a partial differential inequality with a kind
of boundary conditions for nonsmooth sets, which generalizes first order Hamilton–
Jacobi equations with Neumann conditions for smooth sets.

Using the dynamic programming principle we prove that the value function for the
control problem (1), (2) is the viscosity solution of (HJBI) in the sense of Definition 3.

Proposition 11. If K is a compact proximal retract, g a Lipschitz function, and
(Hf ) holds true, then V is a locally Lipschitz viscosity solution of (HJBI) with the
final condition V (T, x) = g(x) for all x ∈ K.

This theorem can be considered as an existence result of solutions to (HJBI).
Proof. First we prove that V is a supersolution.
We consider (t0, x0) ∈ argmin(V − ψ), ψ ∈ C1, with

V (t0, x0) = ψ(t0, x0) and V (t, x) ≥ ψ(t, x)

in a neighborhood of (t0, x0).
For all h > 0 small enough, there exists xh(·) ∈ SF (t0, x0) such that

ψ(t0, x0) + h2 = V (t0, x0) + h2 ≥ V (t0 + h, xh(t0 + h)) ≥ ψ(t0 + h, xh(t0 + h)).

For a subset A of R
N we denote by B(A, ε) = {x ∈ R

N | infy∈A ||y − x|| ≤ ε}.
B(A, ε) denotes the neighborhood of the set A with a radius equal to ε > 0.

Let M be a bound of F on K. Using the Lipschitz property of F (·) and the upper
semicontinuity of NK(·) ∩B(0,M), we have that, for all ε > 0, there exists an h > 0
small enough such that the following inclusions hold:

1

h
(xh(t0 + h)− x0) ∈ 1

h

∫ t0+h

t0

(F (xh(s))−NK(xh(s)) ∩B(0,M))ds

⊂ 1
h

∫ t0+h

t0

(F (x0))ds+B(0, 1)
1

h

∫ t0+h

t0

L||xh(s)− x0||ds

− 1
h

∫ t0+h

t0

B(NK(x0) ∩B(0,M), ε)ds

= F (x0) +B(0, 1)
1

h

∫ t0+h

t0

L||xh(s)− x0||ds−B(NK(x0) ∩B(0,M), ε).

Hence for all ε > 0, there exists a sequence hn such that limn→∞ hn = 0 and

lim
n

1

hn
(xhn(t0 + hn)− x0) ∈ F (x0)−B(NK(x0) ∩B(0,M), ε).

Letting ε→ 0 we obtain that

lim
n

1

hn
(xhn(t0 + hn)− x0) ∈ F (x0)−NK(x0) ∩B(0,M).(12)

Moreover,

lim
n

(
1

hn
[ψ(t0 + hn, xhn(t0 + hn; t0, x0, u(·)))− ψ(t0, x0)]− hn

)
(13)

= lim
n

(
1

hn

[
ψ

(
t0 + hn, x0 + hn

(
1

hn
(xhn(t0 + hn)− x0)

)
− ψ(t0, x0)

]
− hn

)
.
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Using (12) and (13) we have the following.
First case (x0 ∈ intK). Then NK(x0) = {0} and there exists u ∈ U such that

∂ψ

∂t
(t0, x0) +

〈
∂ψ

∂x
(t0, x0), f(x0, u)

〉
≤ 0,

and consequently

∂ψ

∂t
(t0, x0) + inf

u∈U

〈
∂ψ

∂x
(t0, x0), f(x0, u)

〉
≤ 0.

Second case (x0 ∈ ∂K). Then {0} ⊂ NK(x0) and there exist u ∈ U , yu ∈ NK(x0)
such that:

∂ψ

∂t
(t0, x0) +

〈
∂ψ

∂x
(t0, x0), f(x0, u)− yu

〉
≤ 0.

So, there exists w0 = yu ∈ NK(x0) ∩B(0,M) such that

∂ψ

∂t
(t0, x0) + inf

u∈U

〈
∂ψ

∂x
(t0, x0), f(x0, u)

〉
−
〈
w0,

∂ψ

∂x
(t0, x0)

〉
≤ 0

and V is a supersolution.
The proof of the fact that V is subsolution is similar and we omit it.

3.2. Uniqueness result. This section concerns the uniqueness of the viscosity
solutions of (HJBI). The importance of this result leads us to treat it separately.
Moreover, the characterization of the value function as the unique solution of (HJBI)
ensues.

Theorem 12 (uniqueness result in the Lipschitz case). Assume that (Hf ) holds
true. Let K be a compact proximal retract and g be a Lipschitz function. Then there
exists at most one uniformly continuous viscosity solution of (HJBI) which satisfies
the final condition V (T, x) = g(x) for all x ∈ K.

The proof can be adapted from Evans [7]. We only underline that the difference
to Evans’ proof is due to the monotonicity of the multivalued function x→ NK(x) ∩
B(0,M) + cx.

4. The discontinuous case. In this section we investigate the value function V
when g : K → R is supposed to be bounded. In this case the value is only a bounded
function. A natural question is how to use the viscosity theory to describe V. Here
we establish a relation between the value and the viscosity sub or supersolutions of
(HJBI). This kind of problem has been studied for the Bolza problem in [15], [16].

The main point of this section is to prove the following.
Theorem 13. Suppose that K is a proximal retract and (Hf ) holds.
(i) If g is bounded, then for every (t, x) ∈ [0, T ]×K

V (t, x) = inf{ψ(t, x)| ψ l.s.c. supersolution of (HJBI); ψ(T, ·) ≥ g(·)} and
V (t, x) = sup{ϕ(t, x)| ϕ u.s.c. subsolution of (HJBI); ϕ(T, ·) ≤ g(·)}.

(ii) If g is l.s.c., then

V = min{ψ | ψ l.s.c. supersolution of (HJBI); ψ(T, ·) ≥ g(·)}.
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(iii) If g is u.s.c., then

V = max{ϕ | ϕ u.s.c. subsolution of (HJBI) ; ϕ(T, ·) ≤ g(·)}.

Before giving the proof, we note that the above theorem allows us to get, in
particular, a stronger uniqueness result. More precisely, if ψ is an l.s.c. supersolution
and ϕ is a u.s.c. subsolution of (HJBI) satisfying ψ(T, ·) ≥ ϕ(T, ·) on K, then ψ ≥ ϕ
on [0, T ]×K.

Proof. (i) Let ψ be an l.s.c. supersolution of (HJBI) with ψ(T, ·) ≥ g(·). We want
to prove that V ≤ ψ on [0, T ]×K. To do this we use the following lemma proved in
the appendix.

Lemma 14. Assume that (Hf ) holds true, K is a compact proximal retract, and
ψ : (0, T ) × K → R is an l.s.c. viscosity supersolution of (HJBI). Then for every
(t0, x0) ∈ (0, T )×K there exists a solution x(·; t0, x0, u(·)) of (2) such that

ψ(t, x(t)) ≤ ψ(t0, x0) for all t ∈ [t0, T ].(14)

So we obtain that there exists an x(·) ∈ SF (t0, x0) satisfying (14). Hence we have
V (t0, x0) ≤ g(x(T )) ≤ ψ(T, x(T )) ≤ ψ(t0, x0).

Using the very definition of the value function, for all ε > 0 there exists uε(·) ∈
U(t0) such that g (x (T ; t0, x0, uε(·))) < V (t0, x0) + ε.

For M1 > supx∈K g(x) we define lε : R
N → R by the following formula:

lε(x) =

{
g (x (T ; t0, x0, uε(·))) if x = x (T ; t0, x0, uε(·)) ,
M1, if x �= x (T ; t0, x0, uε(·)) .

Obviously lε is l.s.c. so Vlε , the value function of the control problem with g replaced
by lε, is a l.s.c. supersolution of (HJBI) and Vlε(T, ·) = lε(·) ≥ g(·).

We also have Vlε(t0, x0) = g (x (T ; t0, x0, uε(·))) ≤ V (t0, x0)+ ε. By the definition
of the infimum we obtain

V (t0, x0) = inf{ψ(t0, x0) | ψ l.s.c. supersolution of (HJBI); ψ(T, ·) ≥ g(·)}.

Now let us prove the second relation. Let (t0, x0) ∈ (0, T ) × K. We denote by
A(t0, x0) := {x(T )| x(·) ∈ SF (t0, x0)}. By Proposition 5 A(t0, x0) is a compact
set. We define h : RN → R by

h(y) =

{
V (t0, x0) if y ∈ A(t0, x0),
m if y ∈ R

N \ A(t0, x0),

where m = infx∈K g(x). So, h is u.s.c. because A(t0, x0) is closed.

Obviously we have that Vh(t0, x0) = V (t0, x0) and Vh(T, ·) ≤ h(·) ≤ g(·).
Moreover, Vh is (see Lemma 21 in the appendix) a u.s.c. subsolution for (HJBI).

Now, to complete the proof of (i) we use the definition of the supremum and the
following lemma proved in the appendix.

Lemma 15. Assume that (Hf ) holds true, K is a compact proximal retract, and
ϕ : (0, T )×K → R is a u.s.c. viscosity subsolution of (HJBI) such that ϕ(T, x) ≤ g(x)
for all x ∈ K. Then V (t, x) ≥ ϕ(t, x) for every (t, x) ∈ (0, T )×K.

The proofs of (ii) and (iii) are direct consequences of Lemma 14, Lemma 15, and
Lemma 21.
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5. On l.s.c. solutions of HJBI with reflection on smooth sets. If g : RN →
R is an l.s.c. function, then V is also l.s.c. In [5], [8] a modification of the concept of
viscosity solutions for semicontinuous functions was proposed. This approach is based
on a construction of “touching from one side” functions, which is usual for viscosity
solutions theory.

We suppose that K is a C1,1 submanifold with boundary. If we denote by n(x)
the unit outward normal to K at x ∈ ∂K, the normal cone NK(x) is generated by
n(x), i.e., NK(x) = [0,∞)n(x) for x ∈ ∂K and NK(x) = {0} for x ∈ intK.

We propose a definition for l.s.c. solutions to the HJBI of Barron–Jensen–
Frankowska type.

Definition 16. A viscosity l.s.c. solution of (HJBI) is a function ψ : [0, T ]×K →
R such that

for any φ ∈ C1 and (t0, x0) ∈ argmin (ψ − φ) ,

if (t0, x0) ∈ [0, T )× intK, we have
∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
≤ 0;

if (t0, x0) ∈ (0, T ]× intK, we have
∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
≥ 0;

if (t0, x0) ∈ [0, T )× ∂K, then there exists u ∈ U such that

∂φ

∂t
(t0, x0)+

〈
(f(x0, u)−ΠNK(x)f(x0, u)),

∂φ

∂x
(t0, x0)

〉
≤ 0;

if (t0, x0) ∈ (0, T ]× ∂K and min
u∈U
〈f(x0, u), n(x0)〉 > 0, then for all u ∈ U,

∂φ

∂t
(t0, x0)+

〈
(f(x0, u)−ΠNK(x)f(x0, u)),

∂φ

∂x
(t0, x0)

〉
≥ 0.

Note that in intK the equation is satisfied in the Barron–Jensen–Frankowska
sense (see [5], [8]).

We obtain the following uniqueness results.
Proposition 17. Suppose that K is a C1,1 submanifold with boundary and for

any u ∈ U and for all x0 ∈ K we have 〈f(x0, u), n(x0)〉 < 0. If g is l.s.c. and
(Hf ) holds true, then the value function V is the unique l.s.c. viscosity solution of
(HJBI) which verifies the final condition V (T, x) = g(x) for all x ∈ K, and for all
(t, x) ∈ (0, T ]× ∂K we have

lim inf
(t′,x′)→(t,x)

x∈intK

V (t′, x′) = V (t, x).

The proof is similar to the proof of Theorem 2.3 in [8].
Proposition 18. Suppose that K is a C1,1 submanifold with boundary and for

any u ∈ U and for all x0 ∈ K we have 〈f(x0, u), n(x0)〉 > 0. If g is l.s.c. and
(Hf ) holds true, then the value function V is the unique l.s.c. viscosity solution of
(HJBI) which verifies the final condition V (T, x) = g(x) for all x ∈ K, and for all
(t, x) ∈ (0, T ]× ∂K we have

lim inf
(t′,x′)→(t,x)

x∈intK

V (t′, x′) = V (t, x).

Proof. Step 1. V satisfies Definition 16. The proof of the first inequality is similar
to the proof of the fact that V is an l.s.c. supersolution of (HJBI).
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For proving the second inequality we observe that for all x0 ∈ ∂K and u ∈ U ,

Φu(x0) := f(x0, u)−ΠNK(x)f(x0, u) ∈ ΠTK(x)f(x0, u) = Π∂TK(x)f(x0, u).

Consequently, −f(x0, u) + ΠNK(x)f(x0, u) ∈ −Π∂TK(x)f(x0, u).
As K is a C1,1 submanifold and for all x0 ∈ K, minu∈U 〈f(x0, u), n(x0)〉 > 0,

Φu(·) is a Lipschitz application on ∂K. Moreover, ∂K is locally invariant (see [2,
viability theorem 3.2.4] by Φu(·) and by −Φu(·) (because ∂TK(x) = −∂TK(x)).

Now let (t0, x0) ∈ argmin (V − φ) , φ ∈ C1. We have two cases.
First case (x0 ∈ ∂K). For a fixed constant control u ∈ U , we consider the solution

of {
x′(t) = −f(x(t), u) + ΠNK(x(t))f(x(t), u),

x(t0) = x0,

which stays in ∂K because of the invariance properties of Φu(·). Using the dynamic
programming principle we get V (t0, x0) ≥ V (t0 − h, x(t0 − h)) with h > 0 small
enough. So, φ(t0, x0) ≥ φ(t0 − h, x(t0 − h)) with h > 0 small enough. Recall that
φ ∈ C1 and consequently

∂φ

∂t
(t0, x0) +

〈
(f(x0, u)−ΠNK(x)f(x0, u)),

∂φ

∂x
(t0, x0)

〉
≥ 0.

Second case (x0 ∈ intK). NK(x0) = {0} and for all u ∈ U, because f is a Lipschitz
application, there exists B(x0; ru), ru > 0, such that the solution to{

x′(t) = −f(x(t), u),
x(t0) = x0

stays in B(x0; ru). Using the dynamic programming principle, for h > 0 small enough
V (t0, x0) ≥ V (t0 − h, x(t0 − h)) so φ(t0, x0) ≥ φ(t0 − h, x(t0 − h)). Because φ ∈ C1

we obtain ∂φ
∂t (t0, x0) + 〈(f(x0, u),

∂φ
∂x (t0, x0)〉 ≥ 0. This allows us to say that V is an

l.s.c. solution of (HJBI).
Step 2 (uniqueness). Now let us prove that V is the unique l.s.c. solution of

(HJBI). Let W be an l.s.c. solution of (HJBI) with W (T, x) = g(x) for all x ∈ K. We
have already proved (see Theorem 13) that W ≥ V.

For the reverse inequality we consider (t0, x0) ∈ (0, T )×K and x(·) ∈ SF (t0, x0).
There exists u(·) ∈ U(t0) such that x(·) = x(·; t0, x0, u(·)). We have two cases.

First case (x(T ) ∈ intK). For a fixed u(·) ∈ U(t0), ∂K is invariant by Φu(.)(·)
and Φu(.)(·) is Lipschitz in the second variable, so we have that x([t0, T ]) ⊂ intK.

By the measurable viability theorem (see Theorem 4.7 in [10], [2]) Epi(W ) is
viable for the dynamics given by (t, x, y) → (−1,−f(x(t), u(t)), 0). For the solution
starting from (T, x(T ),W (T, x(T ))), we have for all t ∈ [t0, T ], W (T − t, x(T − t)) ≤
W (T, x(T )), so W (t0, x0) ≤W (T, x(T )) = g(x(T )).

Second case (x(T ) ∈ ∂K). Denote by τ the first time with the property x(τ) ∈ ∂K.
Using invariance properties of Φu(.)(·) and because Φu(.)(·) is Lipschitz in the second
variable, we obtain that x([t0, τ)) ⊂ intK and x([τ, T ]) ⊂ ∂K.

As in the above case, we apply the measurable viability theorem (see Theorem
4.7 in [10], [2]) to Epi(W ), on the one hand, to [τ, T ] for the dynamics given by
(t, x, y)→ (−1,−f(x(t), u(t))+ΠNK(x(t))f(x(t), u(t)), 0) for the solution starting from
(T, x(T ),W (T, x(T )) and, on the other hand, to [t0, τn) for the dynamics given by
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(t, x, y)→ (−1,−f(x(t), u(t)), 0) for the solution starting from (τ, x(τ),W (τ, x(τ)) =
limn(τn, xn,W (τ, x(τ)), xn ∈ intK.

We have W (t0, x0) ≤ W (τ, x(τ)) and W (τ, x(τ)) ≤ W (T, x(T )) = g(x(T )). Con-
sequently, by definition of the value function W (t0, x0) ≤ V (t0, x0).

We note that here we can obtain uniqueness for l.s.c. solutions only in two (ex-
tremal) cases, where the vector field f(x, u) is pointing only outside of the domain or
only inside. For the intermediate situation it seems that we cannot obtain uniqueness
(see the counterexample given below). The lack of uniqueness can be a consequence
of the fact that in the intermediate situation we lose the Lipschitz regularity of Φu(·)
in ∂K and the idea of the above proof will fail.

Counterexample. Now we will show that a uniqueness result is not possible using
our definition without imposing boundary properties on our dynamics as we did in
the above propositions. We do this by giving a counterexample.

Let K = [0, 1] ⊂ R. For a dynamics given by f = 0 and g = 1 the value function
is V (t, x) = 1 for all (t, x) ∈ [0, 1]× [0, 1]. Moreover V is an l.s.c. solution of HJBI in
the sense of our definition. Define

u(t, x) =

{
1 if (t, x) ∈ [0, 1]× (0, 1],
0 if (t,x) ∈ [0, 1]× {0}.

It is easy to verify that u is also an l.s.c. solution for the HJBI and we do not
have uniqueness because 〈f(x0), n(x0)〉 = 0 for all x0 ∈ ∂K.

For another definition of the discontinuous solution Ley [12] obtained a coun-
terexample proving that there is no uniqueness to HJB with a notion of the solution
in the Ishii–Barles–Perthame sense.

6. Appendix. Let us give the proof of Lemma 14 and Lemma 15. We shall use
the following classical viability theorem and the fact that the definition of super and
subsolutions to (HJBI) can be written equivalently in terms of subdifferentials. (See
[15] to get formulations of viscosity solutions in terms of subdifferentials of the PDE
associated to the Mayer control problem with K = RN .)

Theorem 19 (see [2, viability theorem 3.2.4]). Assume that G is a Marchaud
map and let D ⊂ R

N be closed. If for every z ∈ D we have

for all p ∈ ND(z), min
y∈G(z)

〈y, p〉 ≤ 0,(15)

then for every x0 ∈ D, t0 < T, there exists a solution x(·) to the Cauchy problem
x′(s) ∈ G(x(s)), x(t0) = x0 such that x(t) ∈ D for all t ∈ [t0, T ].

Now we give the proof of Lemma 14 and Lemma 15.
Proof of Lemma 14. Fix t0 ∈ (0, T ). We set

Dψ = cl({(t, x, r) : t ∈ (0, T ], x ∈ K, r ≥ ψ(t, x)}) ∪ [T,∞)×K × R,

F̃ (t, x, r) =




0 if t < 0,
t
t0
(1, F (x)−NK(x) ∩B(0,M), 0) if t ∈ [0, t0],
(1, F (x)−NK(x) ∩B(0,M), 0) if t ∈ [t0, T ],
(1, F (x)−NK(x) ∩B(0,M), 0) if t > T,

where cl denote the closure and M is a bound of F on K. We show that (15) holds
true for F̃ and Dψ.

First case (x0 ∈ intK). Let z0 = (s0, x0, r0 := ψ(t0, x0)) ∈ Dψ. If s0 = 0, then

F̃ = 0. Obviously (15) holds.
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If s0 ≥ T and (ps, px, pr) ∈ NDψ (s0, x0, r0), then ps ≤ 0, px = 0, pr = 0. Hence
(15) holds.

It remains to consider the case s0 ∈ (0, T ).We have NDψ (s0, x0, r0) ⊂ NDψ (s0, x0,
ψ(s0, x0)). Let (ps, px, pr) ∈ NDψ (s0, x0, ψ(s0, x0)).

If pr < 0, then (ps/− pr, px/− pr) ∈ ∂−ψ(s0, x0) (see Proposition 4.1 in [9]).

Since ψ is a supersolution of (HJBI) there exists y0 ∈ NK(x0) such that

ps
−pr + min

z∈F (x0)

〈
z,

px
−pr

〉
−
〈
y0,

px
−pr

〉
≤ 0 and

ps
−pr + min

z∈{F (x0)−NK(x0)∩B(0,M)}

〈
z,

px
−pr

〉
≤ 0.

Hence minỹ∈F̃ (s0,x0,r0)
〈ỹ, (ps, px, pr)〉 ≤ 0.

Now we consider the case pr = 0. By a Rockafellar’s lemma (see, for instance,
Lemma 4.2 in [9]) there exists a sequence sn → s0, xn → x0, and psn → ps, pxn → px,
prn → 0, prn < 0 such that (psn , pxn , prn) ∈ NDψ (psn , pxn , prn). Since prn < 0 we
obtain from the previous case that

min
ỹn∈F̃ (sn,xn,rn)

〈ỹ, (psn , pxn , prn)〉 ≤ 0.

We get minỹ∈F̃ (s0,x0,r0)
〈ỹ, (ps, px, pr)〉 ≤ 0, because F̃ is Marchaud.

Second case (x0 ∈ ∂K). Let z0 = (s0, x0, r0 := ψ(t0, x0)) ∈ Dψ. If s0 = 0, then

F̃ = 0. Obviously (15) holds true.

If s0 ≥ T and (ps, px, pr) ∈ NDψ (s0, x0, r0), then ps ≤ 0, px ∈ NK(x0), pr = 0.
Hence [F (x0)−NK(x0)] ∩ TK(x0) �= ∅ and (15) holds.

It remains to consider s0 ∈ (0, T ), which is similar to the first case.
Finally we obtain minỹ∈F̃ (s0,x0,r0)

〈ỹ, (ps, px, pr)〉 ≤ 0.
In view of the above theorem we have a solution z(·) to the Cauchy problem

z′(s) ∈ F̃ (z(s)), z(t0) = z0. Let z(s) = (t(s), x(s), r(s)).

By the definition of F̃ we have t(s) = s, r(s) = r0 = ψ(t0, x0). Hence, (14) holds
true and the proof is completed.

Proof of Lemma 15. The proof is divided into several steps.

First step. We fix t0 ∈ (0, T ), u(·) ∈ U(t0) such that u(·) is a continuous function.
We set

Dϕ = cl({(t, x, r) : t ∈ (0, T ], x ∈ K, r ≤ ϕ(t, x)}) ∪ [T,∞)×K × R,

G(t, x, r) =




0 if t < 0,
t
t0
(1, F (x, u(t))−NK(x) ∩B(0,M), 0) if t ∈ [0, t0],
(1, F (x, u(t))−NK(x) ∩B(0,M), 0) if t ∈ [t0, T ],
(1, F (x, u(t))−NK(x) ∩B(0,M), 0) if t > T,

and we want to prove that for every (t0, x0, ϕ(t0, x0)) ∈ (0, T ) ×K × R the solution
x(·; t0, x0, u(·)) to (2) satisfies

ϕ(t, x(t)) ≥ ϕ(t0, x0) for all t ∈ [t0, T ].(16)
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Since ϕ is a u.s.c. viscosity subsolution of (HJBI) we have

for any φ ∈ C1 and (t0, x0) ∈ argmax (ϕ− φ) ,

there exists z0 ∈ NK(x0) such that

∂φ

∂t
(t0, x0)+H

(
x0,

∂φ

∂x
(t0, x0)

)
−
〈
z0,

∂φ

∂x
(t0, x0)

〉
≥ 0,

so − ∂φ

∂t
(t0, x0)+ min

y0∈NK(x0)∩B(0,M)

{〈
(f(x0, u(t0))− y0),−∂φ

∂x
(t0, x0)

〉}
≤ 0.

Using the same arguments as we used in the proof of the above lemma and because
G is a Marchaud map, we obtain

min
y0∈NK(x0)∩B(0,M)

〈(f(x0, u(t0))− y0), (ps, px, pr)〉 ≤ 0.

So, for every (pt, px, pr) ∈ NDϕ(t0, x0, ϕ(t0, x0)),

min
ỹ∈G(t0,x0,ϕ(t0,x0))

〈ỹ, (ps, px, pr)〉 ≤ 0.

Using Theorem 19 we obtain that for every (t0, x0, ϕ(t0, x0)) ∈ (0, T )×K×R the
solution x(·; t0, x0, u(·)) to (2) satisfies (16).

Second step. Fix u(·) ∈ U(t0). Then there exists a sequence un(·) ⊂ U(t0) of
continuous functions such that un(·)→ u(·) in L∞(0, T ;U).

For all n ∈ N, xn(·; t0, x0, un(·)) satisfies

x′
n(t) ∈ f(xn(s), un(s))ds−

∫ t

t0

NK(xn(s)) ∩B(0,M)ds, or equivalently

xn(t) ∈ x0 +

∫ t

t0

f(xn(s), un(s))ds−
∫ t

t0

NK(xn(s)) ∩B(0,M)ds.(17)

As B(0,M) is a compact set and the application NK(·)∩B(0,M) is u.s.c., there exists
a measurable selection yn(·) ∈ NK(xn(s))∩B(0,M).Moreover, for all s ∈ [t0, T ] there
exists

lim
n→∞ yn(s) = y(s) ∈ NK(x(s)) ∩B(0,M).

Hence, by the Lebesgue theorem we obtain that∫ t

t0

yn(s)ds→
∫ t

t0

y(s)ds ∈
∫ t

t0

NK(x(s)) ∩B(0,M)ds a.e. t ∈ [t0, T ].

Recall that the restriction of the application (t0, x0) ∈ [0, T ] × K → SF (t0, x0)
to a compact set C is compact into [0,∞) × K ×W 1,1(0,∞ ;K)e−bt for all b with
b > a. Since xn(·; t0, x0, un(·)) ∈ SF (t0, x0) there exists x(·) ∈ SF (t0, x0) such that
limn→∞ xn(·) = x(·) in W 1,1(0, T ;K).

Passing to the limit in (17) we obtain that for almost all t ∈ [t0, T ] x(t) ∈ x0+∫ t

t0
f(x(s), u(s))ds−∫ t

t0
NK(x(s))∩B(0,M))ds and consequently, x(·)=x(·; t0, x0, u(·)).

Third step. Assume that x̄(·; t0, x0, ū(·)) is an optimal trajectory for V, starting
from (t0, x0) ∈ [0, T ]×K, i.e., V (t0, x0) = g(x̄(T ; t0, x0, ū(·)).

Then there exists a sequence of continuous functions un(·), such that un(·)→ ū(·)
in L∞(0, T ;U) and consequently xn(·; t0, x0, un(·))→ x̄(·; t0, x0, ū(·)) inW 1,1(0, T ;K).
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Using the above arguments for every n ∈ N, ϕ(t, xn(t; t0, x0, un(·)) ≥ ϕ(t0, x0) for
all t ∈ [t0, T ] and consequently, ϕ(T, xn(T ; t0, x0, un(·)) ≥ ϕ(t0, x0).

As ϕ is u.s.c., we obtain by letting n→∞
V (t0, x0) = g(x̄(T ; t0, x0, ū(·))) ≥ ϕ(T, (x̄(T ; t0, x0, ū(·)))

≥ lim sup
n→∞

ϕ(T, xn(T ; t0, x0, un(·)) ≥ ϕ(t0, x0).

Then V ≥ ϕ and the proof is complete.
For the proof of Lemma 21 let us establish a stability result for (HJBI).
Lemma 20. Assume that H : K × R

N → R is a continuous Hamiltonian and let
K be a compact proximal retract. If wn : (0, T )×K → R is an increasing (decreasing)
sequence of uniformly locally bounded l.s.c. (u.s.c.) supersolutions (subsolutions) of
(HJBI) and w is a pointwise limit of wn, then w is an l.s.c. (u.s.c.) supersolution
(subsolution) of (HJBI).

The proof of this lemma is adapted from [3]. The main difficulties and changes
with Barles’s proof are given by the regularity of the application NK(·).

Lemma 21. Assume that (Hf ) holds. Let K be a compact proximal retract and g
be a u.s.c. (respectively, l.s.c.) function. Then V is a u.s.c. subsolution (respectively,
l.s.c. supersolution) of (HJBI).

Proof. We define a sequence gn : K → R by

gn(x) = sup
y∈K

(g(y)− n||x− y||).

The supconvolutions gn are Lipschitz, gn(x) ≥ gn+1(x), and lim gn(x) = g(x)
for every x ∈ K. Using Proposition 11, Vgn is a Lipschitz solution to (HJBI) with
Vgn(T, ·) = gn(·) and Vgn ≥ V.

Denote U(t, x) = limVgn(t, x). Then, using the above result, U is a u.s.c. subso-
lution of (HJBI) and U(T, x) = g(x). Obviously U ≥ V and by Lemma 15 we have
that U = V . So V is a u.s.c. subsolution for (HJBI).

The proof in the l.s.c. case is similar to the u.s.c. case.
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VARIATIONAL ANALYSIS APPLIED TO THE PROBLEM
OF OPTICAL PHASE RETRIEVAL∗
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Abstract. We apply nonsmooth analysis to a well-known optical inverse problem, phase re-
trieval. The phase retrieval problem arises in many different modalities of electromagnetic imaging
and has been studied in the optics literature for over forty years. The state of the art for this problem
in two dimensions involves iterated projections for solving a nonconvex feasibility problem. Despite
widespread use of these algorithms, current mathematical theory cannot explain their success. At the
heart of projection algorithms is a nonconvex, nonsmooth optimization problem. We obtain some
insight into these algorithms by applying techniques from nonsmooth analysis. In particular, we
show that the weak closure of the set of directions toward the projection generate the subdifferential
of the corresponding squared set distance function. Following a pattern of proof described in [F. H.
Clarke, Yu. S. Ledyaev, R. J. Stern, and P. R. Wolenski, Nonsmooth Analysis and Control Theory,
Springer-Verlag, New York, 1998], this result is generalized to provide conditions under which the
subdifferential of an integral function equals the integral of the subdifferential.

Key words. phase retrieval, least squares, nonsmooth analysis, variational analysis

AMS subject classifications. 78A45, 93E24, 49J52, 49J53
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1. Introduction. The phase retrieval problem arises frequently in a number of
different optical imaging modalities including diffraction imaging and interferometry.
While the imaging models differ slightly, the feature common to these techniques
is the problem of recovering the phase of a complex-valued function from measure-
ments of the amplitude of that function, as well as other a priori constraints. There
are many unsolved mathematical problems surrounding wavefront reconstruction and
phase retrieval in general. Nevertheless, engineers and physicists have been solving
this problem in some sense for over thirty years. The most famous application of
phase retrieval came with NASA’s Hubble Space Telescope (HST). Optical wavefront
reconstruction played a central role in the effort to identify gross manufacturing errors
in the HST and to design, in effect, a pair of glasses for the near-sighted telescope.
We refer the reader to [16] for a review and tutorial of wavefront reconstruction. Here
we present only the abstract setting.

The forward imaging model is formulated on the space L2[R2,R2] of square inte-
grable functions mapping R

2 to R
2. The model input u : R

2 → R
2 is an optical field

generated by the object we are trying to observe. The optical device is characterized
by a unitary bounded linear operator Fm : L2[R2,R2]→ L2[R2,R2] . The subscriptm
indicates certain parameter settings in the optical device that constitute a particular
known “tuning” such as focus. Let R+ denote the nonnegative orthant. The model
output, or data, corresponding to the mth tuning of the device, ψm : R

2 → R+ , is
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amplitude measurements. The imaging model is given by

|Fm(u(· ))| = ψm(· ), m = 0, 1, . . . ,M,(1)

where the modulus | · | is the pointwise Euclidean magnitude. Our discussion switches
frequently between the finite- and infinite-dimensional settings. Whenever there is
chance for confusion, we indicate a mapping F on the function space explicitly as
F (u(· )).

Wavefront reconstruction is an inverse problem: given Fm and ψm, m = 0, 1, . . . ,
M, determine u satisfying (1). For a more detailed review of the existence and unique-
ness theory behind this problem we refer to [16] and references therein. For our pur-
poses it suffices to note that there is no known closed-form solution to this inverse
problem. Moreover, in the presence of noise it is likely that a solution does not exist,
thus solution techniques involve minimizing a performance measure. Even though
the performance measure that we consider is smooth, the modulus in (1) leads to a
nonsmooth objective (see Theorem 3.1 in section 3). At first glance, it would seem
that one could easily handle nonsmoothness by squaring both sides of (1). It turns
out, however, that objectives based on the modulus function, or a nearby smooth
approximation, perform better than objectives built upon the modulus squared [16].
Therefore, it can be advantageous to exploit nonsmoothness rather than to avoid it.

Since noise in the data is most often modeled as additive white noise, the least
squares error metric is used to find the best fit to (1). For m = 0, 1, . . . ,M and ψm
not equal to zero a.e., define

Qm :=
{
u ∈ L2[R2,R2] | |Fm(u)| = ψm a.e.

}
.(2)

The phase retrieval problem is given by

minimize J(u)(3)

over u ∈ L2[R2,R2],

where

J(u) =
M∑
m=0

βm
2
dist 2(u;Qm)(4)

is the weighted ( βm > 0 for m = 0, . . . ,M ) squared set distance error for the phase
retrieval problem and

dist (u;Qm) := inf
w∈Qm

‖u− w‖.(5)

The error metric (4) has a long tradition in the optics literature [9, 10]. It has also
been studied in the convex setting where each of the sets Qm is assumed to be convex
(e.g., see [2, 7]).

Problem (3) is often reformulated as a feasibility problem: the function u must
lie in the intersection of the sets Q0 ∩Q1 ∩ · · ·Qm, assuming that this intersection is
nonempty. Projection algorithms are often used to find a point in the intersection of
such a collection of sets. Independent of the mathematical literature on projections
(and in some cases before these algorithms appeared in the mathematical literature)
optical scientists developed image processing algorithms for recovering the phase from
amplitude measurements known in the optics literature as iterative transform methods.
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Here one adjusts the phase of the current estimate, u(ν), at iteration ν by replacing
the magnitude of the image Fm(u(ν)(· )) with the known pointwise magnitude ψm(· )
and then inverse transforming the result, F∗

m(ψm(· ) exp(√−1 arg(Fm(u(ν)(· ))))). It
is straightforward to show that this operation is a projection [16]. The Gerchberg–
Saxton algorithm [10] is a classical example of this type of algorithm. When the
sets Qm are convex and the intersection is nonempty, then this approach is perfectly
reasonable since cyclic projections onto such a finite collection of convex sets con-
verges to the intersection (e.g., see [3] and the references therein). In the setting of
phase retrieval, however, the sets Qm are not even weakly closed, let alone convex [16,
Property 4.1]. This poses serious challenges to any convergence theory for algorithms
based on projections. Not surprisingly, many have noted that iterative transform al-
gorithms often stagnate. There are some well-known strategies for dealing with these
problems [9], but it has recently been observed that these too are applications of con-
vex operator splitting strategies in nonconvex, nonlinear settings [4], so convergence
is still problematic.

To overcome some of the problems inherent in treating the leading algorithms as
nonconvex instances of projection algorithms, we approach the problem in its varia-
tional form (3) using the tools of nonsmooth analysis. We show that, for the squared
set distance error metric (4), some projection algorithms can be viewed as subgradient
descent algorithms. Thus, the critical object for our analysis is the subdifferential, or
generalized derivative of the squared set distance error metric J(u). In this analysis,
the space to which the data {ψm : m = 0, 1, . . .M} belongs is of critical importance.
We require these functions to be nonnegative and finite-valued with their value tend-
ing to zero as their argument diverges to infinity in norm. Specifically, we assume
that the data belongs to the set U where

(6)

U =
{
v ∈ L1 ∩ L2 ∩ L∞[R2,R] such that v(x) ≥ 0 a.e. and |v(x)| → 0 as |x| → ∞} .

In section 2 we review the theory of projections applied to this problem. The most
common projection algorithms, stated in general form in section 2.3, are central to cur-
rent numerical techniques for this problem. In section 3, we look at the problem from
the perspective of nonsmooth least squares, beginning first with finite-dimensional
nonsmooth analysis in section 3.2 and building toward the infinite-dimensional anal-
ysis in section 3.5. We then apply these results to the problem of wavefront recon-
struction in section 3.6. In the final section of the paper we present a result on the
exchange of subdifferentiation and integration. Such results have a long history, be-
ginning with Rockafellar’s result [20] for convex normal integrands. Our result is in
the spirit of [6, Theorem 3.5.18]. Indeed, our method of proof parallels that given
by Clarke, Ledyaev, Stern, and Wolenski. The key difference between our result and
[6, Theorem 3.5.18] is that our domain of integration is all of R

2 as opposed to an
interval in R.

2. Geometric approaches.

2.1. Projections. In general, it may be difficult to prove that the projection of
a given point onto a given set exists, much less to identify it with a formula. Much
of the general theory of projections [24] does not apply since the sets in question are
neither weakly closed nor convex [16, Property 4.1]. However, in the application to
phase retrieval there is a very simple characterization in terms of pointwise, finite-
dimensional projections.
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Our focus is on sets of the form

Q(b) :=
{
u ∈ L2[R2,R2] | |u| = b a.e.

}
.(7)

Here the set Q(b) is parameterized by the function b : R
2 → R+ . Alternatively, one

can think of this set as being parameterized pointwise by x ∈ R
2, that is, at each point

x, the set Q(b(x)) ⊂ R
2 is simply the sphere of radius b(x), denoted b(x)S, where S

is the unit sphere in R
2. For the closed set Q in the Hilbert space X, we define the

projection operator ΠQ(v) as the multivalued mapping, or multifunction, given as the
set of all solutions to the minimum distance problem for the set Q:

ΠQ(v) := argmin
u∈Q

‖v − u‖ = {ū ∈ Q : ‖v − ū‖ = inf
u∈Q

‖v − u‖}.(8)

It is a simple matter to characterize the pointwise projection Πb(x)S : R
2 ⇒ R

2 :

Πb(x)S(v) = b(x)ΠS(v) = b(x)×
{ v

|v| for v �= 0,

S for v = 0,
v ∈ R

2.(9)

Note that the projection is multivalued at v = 0. In the following sections we construct
the infinite-dimensional projection ΠQ(b) : L2[R2,R2] ⇒ L2[R2,R2] onto Q(b) from
the corresponding pointwise projection at the point x, Πb(x)S : R

2 ⇒ R
2 onto b(x)S.

2.2. Measurable multifunctions. We now review some of the properties of
measurable multifunctions used in this study [1, 6, 11, 21]. In section 3.3 we extend
this review to include the integration theory of measurable multivalued mappings.
For more information on this and related topics, we refer the interested reader to [21,
chapter 14].

Let Ω �= ∅ and let A be a σ-field of subsets of Ω, called the measurable subsets of
Ω or the A-measurable subsets. The corresponding measure space is denoted (Ω,A).
Our discussion is limited to complete nonatomic measure spaces.

The multifunction F : Ω ⇒ R
n is said to be A-measurable, or simply measurable,

if for all open sets V the set {x |V ∩ F (x) �= ∅} is in A. The multifunction F is said to
be A⊗Bn-measurable if gph(F ) = {(x, v) | v ∈ F (x)} ∈ A⊗Bn. Here Bn denotes the
Borel σ-field on R

n and A⊗Bn is the σ-field on Ω×R
n generated by all sets A×D

with A ∈ A and D ∈ Bn. If F (x) is closed for each x, then F is closed. Similarly, F is
said to be convex if F (x) is convex for each x. Finally, we note that the completeness
of the measure space guarantees the measurability of subsets of Ω obtained as the
projections of measurable subsets G of Ω× R

n:

G ∈ A⊗ Bn =⇒ {ω ∈ Ω | ∃ x ∈ R
n with (ω, x) ∈ G} ∈ A,

and thus F is A-measurable if and only if F is A⊗Bn-measurable [21, Theorem 14.8].
Let F : Ω ⇒ R

n . Denote by S(F ) the set of µ-measurable functions f : Ω→ R
n

that satisfy f(x) ∈ F (x) a.e. in Ω (x ∈ Ω). We call S(F ) the set of measurable
selections of F .

Theorem 2.1 (measurable selections [21, Corollary 14.6]). A closed-valued mea-
surable map F : Ω ⇒ R

n always admits a measurable selection.
For a measurable function f = (f1, . . . , fn), fi : Ω → R , for i = 1, . . . , n, the

integral
∫
fdµ is defined to be the vector(∫

f1, dµ, . . . ,

∫
fndµ

)
.
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The set {∫
fdµ | f ∈ S(F )

}

is the integral of the multivalued mapping F : Ω ⇒ R
n and is denoted by

∫
Fdµ or∫

F. We say that F : Ω ⇒ R
n is integrably bounded, or for emphasis µ-integrably

bounded, if there is a µ-integrable a : Ω→ R
n
+ such that

(|v1|, . . . , |vn|) ≤ a(x)

for all pairs (x, v) ∈ (Ω,Rn) satisfying v ∈ F (x). Here and elsewhere we interpret
vector inequalities as elementwise inequalities. If a(x) in the above inequality is
square-integrable with respect to the measure µ on the measure space (Ω,A, µ), then
the multifunction F is said to be L2-bounded. When Ω = R

n, we let L2
m(R

n,A, µ)
denote the Hilbert space of functions mapping R

n to R
m with inner product on the

measure space (Rn,A, µ) given by

〈f, g〉 =
∫

Rn

(f(x), g(x))µ(dx),(10)

where (·, · ) denotes the usual finite-dimensional vector inner product.
The next property is a generalization of [6, Exercise 3.5.14].
Proposition 2.2 (weak compactness of measurable selections). Let the multi-

function F : R
n ⇒ R

m be closed, convex-valued, and L2-bounded on L2
m(R

n,Mn, νn),
where Mn is the Lebesgue field on R

n and νn is the n-dimensional Lebesgue mea-
sure. Then the set of measurable selections S(F ) is a weakly compact, convex set in
L2
m(R

n,Mn, νn).
Proof. This set is clearly convex since F is pointwise convex-valued. Thus, by

[8, Theorem 1, p. 58] we need only show that S(F ) is weakly sequentially compact.
Consider any sequence {fi} ⊂ S(F ). We must show that {fi} has a weakly convergent
subsequence with limit f∗ ∈ S(F ). Since the sequence is L2-bounded, reflexivity,
separability, and Alaoglu’s theorem [23, Exercise 18(b), p. 269] imply that there exists
a weakly convergent subsequence whose limit belongs to the weak closure of S(F ).
Since S(F ) is convex, the strong and weak closures of S(F ) coincide. Hence the result
follows if S(F ) is strongly closed. Since strong convergence implies the existence of a
subsequence that is almost everywhere pointwise convergent [23, Theorem 3.12], and
F (x) is pointwise closed, we have that S(F ) is strongly closed.

2.3. Application to wavefront reconstruction: Projection algorithms.
We now characterize the projections associated with the problem of phase retrieval
in terms of the corresponding pointwise projections. This allows us to describe a
general algorithmic framework that includes many of the currently used phase retrieval
algorithms. Let b ∈ L2[R2,R] with b(x) ≥ 0 a.e., let the pointwise projection b(x)ΠS

be defined by (9), and let Q(b) be defined by (7). For u, v ∈ L2[R2,R2], it is shown
in [16, Theorem 4.2] that the projection ΠQ(b) : L2[R2,R2] ⇒ L2[R2,R2] onto Q(b) is
characterized as the collection of measurable selections from the pointwise projection
mapping (9):

ΠQ(b)(u) = S (b(· )ΠS(u(· ))) and dist (u;Q(b)) = ‖ |u| − b ‖.(11)

One can characterize the projection onto the sets Qm defined in (2) in a similar
fashion. The Fm-transform of ΠQ(b)(u) is the Fm-transform of all v ∈ ΠQ(b)(u) and is
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written Fm
(
ΠQ(b)(u)

)
. For each of the unitary operators Fm and all u ∈ L2[R2,R2],

we know from [16, Corollary 4.3] that

ΠQm(u) = F∗
m

(
ΠQ(ψm)(Fm(u))

)
and dist (u;Qm) = ‖ |Fm(u)| − ψm‖ .(12)

A general framework for projection algorithms can be found in [3], which considers
sequences of weighted relaxed projections of the form

u(ν+1) ∈
(

M∑
m=0

γ(ν)
m

[
(1− α(ν)

m )I + α(ν)
m ΠQm

])
(u(ν)).(13)

Here I is the identity mapping, α
(ν)
m is a relaxation parameter usually in the interval

[0, 2], and the weights γ
(ν)
m are nonnegative scalars summing to one. General results

for these types of algorithms apply only to convex sets. In the convex setting the
inclusion in (13) is an equality since projections onto convex sets are single-valued.
In the nonconvex setting this is not the case.

It is shown in [16] that the Gerchberg–Saxton algorithm [10] and its variants
can be viewed as an instance of (13). As in [16] we use the change of variables

λ(ν)β
(ν)
m = γ

(ν)
m α

(ν)
m to rewrite (13) as

u(ν+1) ∈
(
I − λ(ν)G(ν)

)(
u(ν)

)
,(14)

where for all ν the operators G(ν) : L2 → L2 are given by

G(ν) :=

M∑
m=0

G(ν)
m with G(ν)

m := β(ν)
m (I −ΠQm) .(15)

In (14) the nonnegative weights β
(ν)
m do not necessarily sum to 1, and the parameters

λ(ν) are to be interpreted as step lengths. This formulation of the projection algorithm
is shown in the next section to correspond to a steepest descent algorithm for a
weighted squared distance function.

3. Nonsmooth analysis. Convergence results for projection methods applied
to the phase retrieval problem are not possible in general due to the nonconvexity
of the constraint sets. The nonconvexity of the constraint sets is associated with
the nonsmoothness of the square of the set distance error dist (u;Qm) defined in (5).
This is fundamentally different from the convex setting in a Hilbert space where the
squared distance function is smooth.

3.1. Least squares. In general the optimal value of the weighted squared set
distance error J(u) defined by (4) is nonzero. Classical techniques for solving the
problem numerically are based on satisfying a first-order necessary condition for op-
timality. For smooth functions this condition simply states that the gradient takes
the value zero at any local solution to the optimization problem. However, the func-
tions dist 2(u;Qm) are not differentiable. The easiest way to see this is to consider
the one-dimensional function a(x) = | |x| − b|2, where b > 0. This function is not
differentiable at x = 0. (Indeed, it is not even subdifferentiably regular at x = 0—see
(19)). It is precisely at these points that the finite-dimensional projection operator
ΠbS is multivalued. Similarly, dist 2(u;Qm) is not differentiable at functions u for
which there exists a set Ω ⊂ supp (ψm) of positive measure on which u vanishes.
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In the nonsmooth setting the usual first-order necessary condition for optimality is
replaced by a first-order variational principle of the form 0 ∈ ∂J(u∗), where ∂ denotes
a subdifferential operator such as those studied in [5, 6, 12, 13, 15, 18]. In this paper,
the phrase the subdifferential refers to the nonconvex subdifferential introduced by
Kruger and Mordukhovich [15]. This subdifferential is precisely described in Definition
3.12, and its calculus is extensively developed in [18]. The main result of this paper
is the characterization of the subdifferential of the distance functions dist 2(·;Qm)
and the objective function J (equation (4)). We do this by following the pattern
of proof used by Clarke, Ledyaev, Stern, and Wolenski in [6, Theorem 3.5.18]. A
consequence of this approach is that we also establish the subdifferential regularity
of the functions dist 2(·;Qm) and J . This in turn implies that for these functions the
Clarke subdifferential [5, 6] and the nonconvex subdifferential [15] are equivalent. The
statement of the main result now follows.

Theorem 3.1 (projections and subdifferentials). Let ψm : R
2 → R+ belong

to U where the set U is defined in (6), and let ΠQm : L2 ⇒ Qm be defined by (8).
Then the functions dist 2(·;Qm) and J are everywhere subdifferentially regular and
for u ∈ L2[R2,R2] we have

∂
(
dist 2(u;Qm)

)
= 2cl∗ (I −ΠQm(u))(16)

and

∂J(u) =
M∑
m=0

cl∗ (Gm(u)),(17)

where Gm is defined by (15), J is defined in (4), and cl∗ (· ) denotes the weak-star
closure.

Note that in a Hilbert-space setting cl∗ (· ) = w−cl (· ), where w−cl (· ) denotes the
weak closure. The proof is given at the end of this section. In passing, we note that
in the convex case Theorem 3.1 is an elementary consequence of a much more general
result for convex functions given in [19, Theorem 20]. For further results along these
lines we refer the reader to [5, Proposition 2.5.4] and [21, Example 8.53].

3.2. Finite-dimensional nonsmooth analysis. In [16, Theorem 4.2] it is
shown that the squared set distance error dist 2(u;Q(b)) defined in (7) is given as
the integral of the pointwise distance function defined by (11). In Theorem 3.1 we
extend this correspondence to the subdifferentials of the associated infinite- and finite-
dimensional functions. We begin this analysis by introducing the necessary tools from
finite-dimensional variational analysis.

Recall that

dist 2(u;Q(b)) =

∫
R2

r2(u(x); b(x))dx = ‖u‖2 + ‖b‖2 + 2h(u; b),

where the pointwise residual r : R
2 ×R+ → R and the mapping h : L2[R2,R2]→ R

are given by

r(u(x); b(x)) = |u(x)| − b(x) and h(u; b) :=

∫
R2

−|u(x)| b(x)dx,(18)

respectively. While dist 2(u;Q(b)) is not smooth, it is straightforward to show that it
is Lipschitz continuous on bounded subsets of L2[R2,R2].
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A function f : X → R is locally Lipschitz near x if there exists a constant K ≥ 0
and a neighborhood V(x) ⊂ X of x such that

|f(z)− f(y)| ≤ K‖z − y‖ ∀ z, y ∈ V(x).

For any set V ⊂ X over which f is finite-valued, f is said to be locally Lipschitz on V

if it is locally Lipschitz at every x ∈ V. The function is said to be (globally) Lipschitz
on V if

|f(x)− f(y)| ≤ K‖x− y‖ ∀x, y ∈ V.

Proposition 3.2 (Lipschitz constants). If b ∈ L2[R2,R] with b(x) ≥ 0 a.e.,
then the mapping dist 2(·;Q(b)) : L2[R2,R2] → R+ is finite-valued and Lipschitz on
any bounded subset V ⊂ L2[R2,R2] with Lipschitz constant

K = K‖·‖2 +K2h(·;b),

where K‖·‖2 = 2supu∈V
‖u‖ is a Lipschitz constant for ‖u‖2 on V and K2h(·;b) = 2‖b‖

is a Lipschitz constant for h(·; b), independent of V.

Proof. This follows from the proof of [16, Lemma B.2].

Lipschitz continuity of the squared set distance error J is a straightforward con-
sequence of Proposition 3.2 and the fact the mappings Fm are unitary.

We now introduce some basic definitions from nonsmooth analysis. In our dis-
cussion we allow mappings to have infinite values; thus it is convenient to define the
extended reals R, where R = R ∪ {+∞}. The effective domain of f : R

n → R ,
denoted dom f ⊂ R

n, is the set on which f is finite. To avoid certain pathological
mappings the discussion is restricted to proper, i.e., not everywhere infinite, lower
semicontinuous (l.s.c.) functions.

Definition 3.3 (subderivatives [21]). For a Lipschitz function f : R
m → R and

a point u∗ ∈ R
m with f(u∗) finite,

(i) the subderivative function df(u∗) : R
m → R is defined by

df(u∗)(w) := lim inf
τ↘0

f(u∗ + τw)− f(u∗)
τ

;

(ii) the regular subderivative function (or the Clarke generalized directional de-

rivative when f is Lipschitz) d̂f(u∗) : R
m → R is defined by

d̂f(u∗)(w) := lim sup
u→u∗, τ↘0

f(u+ τw)− f(u)

τ
.

Definition 3.4 (subgradients: finite-dimensions [21]). Consider a function f :
R
m → R, a point v ∈ R

m, and a point u∗ ∈ R
m with f(u∗) finite.

(i) v is a regular subgradient of f at u∗ if

lim inf
u→u∗
u�=u∗

f(u)− f(u∗)− 〈v, u− u∗〉
|u− u∗| ≥ 0.

We call the set of regular subgradients v the regular subdifferential of f at u∗
and denote this set by ∂̂f(u∗).
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(ii) v is a (general) subgradient of f at u∗ if there are sequences u(ν) → u∗
and v(ν) ∈ ∂̂f(u(ν)) with f(u(ν))→ f(u∗) and v(ν) → v. We call the set of
(general) subgradients v the (general) subdifferential of f at u∗ and denote
this set by ∂f(u∗).

(iii) v is a Clarke subgradient of f at u∗ if f is l.s.c. on a neighborhood of u∗ and
v satisfies

〈v, w〉 ≤ d̂f(u∗)(w) ∀w ∈ R
m.

We call the set of Clarke subgradients v the Clarke subdifferential of f at u∗
and denote this set by ∂f(u∗).

(iv) A Lipschitz function f : R
n → R is said to be (subdifferentially) regular at

u∗ ∈ dom f with ∂f(u∗) �= ∅ if
∂f(u∗) = ∂̂f(u∗).(19)

Remark 3.5 (subdifferentials with closed graphs). From the definitions it can be

shown that if f : R
n → R is continuous, then the subgradients ∂f and ∂̂f are closed

with ∂̂f convex and ∂̂f ⊂ ∂f . Moreover, the mapping ∂f is outer semicontinuous [21,
Definition 5.4]. Therefore, by [21, Theorem 5.7] the graph of ∂f is closed.

Remark 3.6 (subdifferentials of compositions). If g : X → R is given as the
composition of two functions f : Y → R and h : X → Y , i.e., g(x) = (f ◦ h)(x) =
f(h(x)), then we write ∂g(x) = ∂(f ◦ h)(x). On the other hand, we write ∂f(h(x)) to
denote the subdifferential of f evaluated at h(x).

The subdifferential definitions are illustrated with the following important exam-
ple.

Example 3.7 (subdifferential of the modulus). Let b ∈ (0,∞). Since the function
b|u| is convex it is subdifferentially regular for all u, and

∂ (b|u|) = b∂ (|u|) =
{

b u
|u| if u �= 0,

bB if u = 0,

where bB is the ball of radius b: B = {u : |u| ≤ 1}.
In contrast, the function −b|u| for b ∈ (0,∞) is not regular at 0. Nevertheless for

all u

∂ (−b|u|) = b∂ (−|u|) =
{ −b u

|u| if u �= 0,

bS if u = 0,

where bS is the sphere of radius b: S = {u : |u| = 1}. The Clarke subdifferential of
−b|u| is the convex hull, denoted conv (· ), of the generalized subdifferential:

∂ (−b|u|) = conv ∂ (−b|u|) = −∂(b|u| ).
Proof. The first part of the statement is a trivial modification of [21, Exercise

8.27]. The last statement follows from [21, Theorem 8.49].
This example yields the following correspondence between finite-dimensional pro-

jections ΠbS and the subdifferential ∂(−b|u| ).
Proposition 3.8 (pointwise projections and subdifferentials). Let ΠbS(u) be

the projection defined in (9). For u ∈ R
2, b ∈ R+, and r2 : R

2 → R+ defined in (18)
we have

∂(−b|u| ) = −ΠbS(u), ∂(−b|u| ) = − conv (ΠbS(u)), and ∂r2(u; b) = 2(I −ΠbS(u)),
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where I is the finite-dimensional identity operator. Moreover,

∂r2(u; b) = conv [2(I −ΠbS(u))].

As with the finite-dimensional projection ΠbS and the infinite-dimensional projec-
tion ΠQ(b) : L2[R2,R2] ⇒ L2[R2,R2] defined in (11), there is a relationship between

the finite-dimensional Clarke subdifferential ∂r2(u(x); b(x)) (x fixed) and the “subd-
ifferential” of the square distance function, ∂(dist 2(u;Q(b))). In infinite-dimensional
spaces there are several possible definitions for the subdifferential depending on the
underlying geometry and topology of the space. Fortunately, in the separable Hilbert-
space setting of phase retrieval many of these definitions coincide [18, Theorem 9.2].
Thus we can choose the characterization that is most convenient. The following de-
velopment parallels that of Clarke, Ledyaev, Stern, and Wolenski in [6, chapter 3,
section 5]. We begin by recalling the definitions and theorems necessary for the anal-
ysis.

3.3. Integrals of multivalued functions. We now develop some properties of
integrals of multivalued mappings. The next theorem, due to Hildenbrand [11], is a
restatement of Theorems 3 and 4 of Aumann [1] for multifunctions on the nonatomic
measure space (Ω,A, µ). These results are central to the theory of integrals of
multivalued functions.

Theorem 3.9 (integrals of multifunctions [11, Theorem 4 and Proposition 7]).
The following properties hold for integrably bounded multifunctions F : Ω ⇒ R

n on
nonatomic measure spaces (Ω,A, µ):

(i) if F is A⊗ Bn-measurable, then ∫ F =
∫
conv F ;

(ii) if F is closed (not necessarily A⊗ Bn-measurable), then ∫ F is compact.
The following result is instrumental in the proof of our main result. It is a

generalization of [6, Exercise 3.5.17].
Proposition 3.10 (weak closure of nonconvex multivalued integrands). Let v

be chosen from the set of selections S(conv F ), where F : R
2 ⇒ R

2 is a nonempty,
closed,M2⊗B2-measurable, L2-bounded multifunction on L2

2(R
2,M2, P ) for the prob-

ability measure P (dx) = b(x)dx defined by the density b : R
2 → R+ . Then there exists

a sequence {fi} of measurable selections of F which converges weakly to v. Conse-
quently,

S(conv F ) ⊂ cl∗ (S(F )).(20)

Proof. Consider the box In = [−n, n] × [−n, n] for n = 1, 2, 3, . . . . Suppose each
box In is partitioned into (2n2)2 pixels of width 1/n. Set

tnk =
k

n
− n for k = 0, 1, . . . , 2n2,

and for each t ∈ [−n, n] define

(t)
n
= max{tnk : tnk ≤ t, k = 0, . . . , 2n2} and (t)n= min{tnk : tnk ≥ t, k = 0, . . . , 2n2}.

Note that 0 < max{t − (t)
n
, (t)n − t} ≤ 1/n whenever t ∈ [−n, n]. By Theorem 3.9

there exists a selection fn ∈ F on (R2,M2, P ) corresponding to the partition of the
box In such that ∫

R2

fn(x)b(x)dx =

∫
R2

v(x)b(x)dx
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with∫ tnj+1

tnj

∫ tnk+1

tnk

fn(x)b(x)dx =

∫ tnj+1

tnj

∫ tnk+1

tnk

v(x)b(x)dx, n = 1, 2, 3, . . . , j, k = 0, . . . , 2n2.

We show that the sequence fn converges weakly to v. Let g ∈ C∞[R2,R2] and
XM be the indicator of the box M = [α, β] × [γ, η]. Given ε > 0 we will show that
there exists n′ such that |〈gXM, fn − v〉| ≤ ε for all n ≥ n′, i.e., 〈gXM, fn − v〉 → 0.

Let n1 be such that M ⊂ In1
for all n ≥ n1. Choose n ≥ n1. Integration by parts

yields

〈gXM, fn − v〉 =
(
g(β, η),

∫ η

γ

∫ β

α

[fn(s, t)− v(s, t)]b(s, t)ds dt

)
(21)

−
∫ η

γ

(
gy(β, y),

∫ y

γ

∫ β

α

[fn(s, t)− v(s, t)]b(s, t)ds dt

)
dy(22)

−
∫ β

α

(
gx(x, η),

∫ η

γ

∫ x

α

[fn(s, t)− v(s, t)]b(s, t)ds dt

)
dx(23)

+

∫ η

γ

∫ β

α

(
gxy(x, y),

∫ y

γ

∫ x

α

[fn(s, t)− v(s, t)]b(s, t)ds dt

)
dx dy.(24)

Note that each of these terms contains an expression of the form

∫ η̂

γ̂

∫ β̂

α̂

(fn(s, t)− v(s, t))b(s, t)ds dt =

∫ η̂

(η̂)
n

∫ β̂

α̂

(fn(s, t)− v(s, t))b(s, t)ds dt(25)

+

∫ (γ̂)n

γ̂

∫ β̂

α̂

(fn(s, t)− v(s, t))b(s, t)ds dt

+

∫ (η̂)
n

(γ̂)n

∫ (α̂)n

α̂

(fn(s, t)− v(s, t))b(s, t)ds dt

+

∫ (η̂)
n

(γ̂)n

∫ β̂

(β̂)
n

(fn(s, t)− v(s, t))b(s, t)ds dt,

where [γ̂, η̂]× [α̂, β̂] ⊂ [γ, η]× [α, β] ⊂ [−n, n]× [−n, n]. Let a ∈ L2
2(R

2,M2, P ) be an
L2-bound for conv F . For any box of the form [α′, β′]× [γ′, η′], we have the bound∣∣∣∣∣

∫ η′

γ′

∫ β′

α′
(fn(s, t)− v(s, t))b(s, t)ds dt

∣∣∣∣∣ ≤
∫ η′

γ′

∫ β′

α′
|fn(s, t)− v(s, t)|b(s, t)ds dt

≤
∫ η′

γ′

∫ β′

α′
2|a(s, t)|b(s, t)ds dt

= 2

∫
R2

|a(x)|X[α′,β′]×[γ′,η′](x)b(x)dx

≤ 2‖a‖
∫

R2

X[α′,β′]×[γ′,η′](x)b(x)dx

= 2‖a‖
∫

[α′,β′]×[γ′,η′]
b(x)dx.
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Next note that the Lebesgue measure of each of the sets [(η̂)
n
, η̂]× [α̂, β̂], [γ̂, (γ̂)n]×

[α̂, β̂], [(γ̂)n, η̂]× [α̂, (α̂)n], and [(γ̂)n, (η̂)n
]× [(β̂)

n
, β̂] appearing in (25) is bounded by

1

n
max{(η − γ), (β − α)},

which can be made arbitrarily small. By [23, Exercise 12, p. 33], for every ε̄ > 0 there
is an δ(ε̄) > 0 such that∫

E

b(x)dx ≤ ε̄ whenever M(E) ≤ δ(ε̄),

where M(E) is the Lebesgue measure of the set E. Therefore, given ε̄ > 0, we can
choose n so that 1

n max{(η − γ), (β − α)} < δ(ε̄). By combining this with (25), we
obtain the bound ∣∣∣∣∣

∫ η̂

γ̂

∫ β̂

α̂

(fn(s, t)− v(s, t))b(s, t)ds dt

∣∣∣∣∣ ≤ 8‖a‖ε̄.(26)

If we set

Γ = max {|g(s, t)|, |gy(s, t)|, |gx(s, t)|, |gxy(s, t)| : (s, t) ∈ [α, β]× [γ, η]} ,
the bound (26) yields the following bound for the sum of the four integrands (21)–(24):

|〈gXM, fn − v〉| ≤ Γ[1 + (η − γ) + (β − α) + (η − γ)(β − α)] [8‖a‖ε̄] .
Given any ε > 0 there exists an ε̄ > 0 such that the left-hand side, and so also the
right-hand side, of this inequality is less than ε; moreover, for this ε̄ there is an n′

such that

1

n
max{(η − γ), (β − α)} < δ(ε̄) ∀n ≥ n′.

Therefore, for all n ≥ n′ we have |〈gXM, fn − v〉| ≤ ε, which is what we set out to
show. Since functions of the form gXM, where g ∈ C∞[R2,R2] and M ⊂ R

2 is a box,
are dense in L2

2(R
2,M2, P ) we have that the sequence fn converges weakly to v.

3.4. Application to wavefront reconstruction. We now apply the above
results to the weighted negative modulus mapping −b(· )|u(· )|.

Proposition 3.11 (integrals of projections and subgradients). Let b ∈ U be
a density function for the probability measure P (dx) = b(x)dx on (R2,M2) and let
u ∈ L2[R2,R2]. The negative modulus function −|u(x)| has the following properties:

(i) S (b(· )∂(−|u(· )| )) is a weakly compact, convex set in L2
2(R

2,M2, ν2);
(ii)

∫
∂(−|u(x)| )b(x)dx =

∫− conv (ΠS(u(x))) b(x)dx, and
∫
∂(−|u(x)| )b(x)dx is

a compact subset of R
2;

(iii) S (b(· )∂(−|u(· )| )) ⊂ −cl∗ (ΠQ(b)(u)
)
for all u ∈ L2[R2,R2], where Q(b) is

defined by (7) and ΠQ(b)(u) by (8).

Proof. (i) At each x, b(x)∂(−|u(x)| ) is closed and convex-valued. In addition,
by Example 3.7 every element of the set ∂(−|u(x)| ) has magnitude less than or
equal to 1 and so the multifunction b(· )∂(−|u(· )| ) is L2-bounded in (R2,M2, ν2).
Hence, by Proposition 2.2, the multifunction S (b(x)∂(−|u(x)| )) is weakly compact
in L2

2(R
2,M2, ν2).
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(ii) We wish to apply Theorem 3.9, so we must show that the multifunction F
written as the composition of a multifunction with a measurable function

F (x) = [∂(−| · | ) ◦ u](x) = ∂(−|u(x)| )

is P -integrably bounded andM2⊗B2-measurable. By Example 3.7, the multifunction
F : R

2 ⇒ R
2 is P -integrably bounded with bound equal to 1. By Remark 3.5

∂(−| · | ) : R
2 ⇒ R

2 has closed graph and is therefore M2 ⊗ B2-measurable. By
hypothesis, the function u is a Lebesgue measurable mapping from (R2,M2) into
(R2,M2). Thus, by [11, Proposition 1.b, p. 59] the composite multifunction F defined
above is M2 ⊗ B2-measurable. Therefore Theorem 3.9 applies to give the result.

(iii) By Proposition 3.10 every v(· ) ∈ S (b(· )∂(−|u(· )| )) is the weak limit of a

sequence of functions in S (b(· )∂(−|u(· )| )) , since conv (∂(−|u(· )| )) = ∂(−|u(· )| ) (see
Example 3.7). If v ∈ S (b(· )∂(−|u(· )| )) , then by [16, Theorem 4.2] and Proposition
3.8 −v ∈ S(b(·)ΠS(u(·))). Hence, by (11),

S (b(· )∂(−|u(· )| )) ⊂ −ΠQ(b)(u),

from which the result follows.

3.5. Infinite-dimensional nonsmooth analysis. The next step is to relate
the subdifferential of the integral to the integral of the subdifferential. We begin with
a brief review of infinite-dimensional nonsmooth analysis. For a complete discussion
see [5, 6, 12, 13, 14, 15, 17, 18] and the references therein. To begin with, let df(u)

and d̂f(u) be defined in exactly the same way that they were defined in the finite-
dimensional setting in Definition 3.3.

Definition 3.12 (subgradients: infinite-dimensions). Let X be a separable
Hilbert space, let f : X → R be locally Lipschitz continuous, and let u∗ ∈ dom f .

(i) A vector v ∈ X
∗ is a Dini ε-subgradient of f at u∗ if

〈v, w〉 ≤ df(u∗)(w) + ε‖w‖ ∀w ∈ X,

where df(u∗)(w) is the infinite-dimensional version of the subderivative de-
fined in Definition 3.3(i). We call the set of Dini ε-subgradients v the Dini
ε-subdifferential of f at u∗ and denote this set by ∂−

ε f(u∗). When ε = 0,
we write ∂−f(u∗) instead of ∂−

0 f(u∗). By the definition of the subderiva-
tive function Definition 3.3(i) and the regular subgradient Definition 3.4(i)
it can be shown that for Lipschitz f the Dini 0-subdifferential is simply the
infinite-dimensional version of the regular subgradient, ∂−f(u∗) = ∂̂f(u∗).

(ii) A vector v ∈ X
∗ is a subgradient of f at u∗ if there are sequences ε(ν) ↘ 0,

u(ν) → u∗, and v(ν) ∈ ∂−
ε f(u(ν)) with v(ν) w

∗
→ v, where

w∗
→ denotes weak-star

convergence. We call the set of subgradients v the subdifferential of f at u∗
and denote this set by ∂f(u∗).

(iii) We define the Clarke generalized subdifferential, ∂f(u∗) of f at u∗, as in the
finite-dimensional case, Definition 3.4(iii).

(iv) The function f is said to be subdifferentially regular at u∗ if ∂f(u∗) �= ∅ and

∂f(u∗) = ∂̂f(u∗).

Remark 3.13. This construction of the subdifferential comes from [14] where it is
used the to construct the A-subdifferential, or approximate subdifferential. However,
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due to the equivalence theorem of Mordukhovich and Shao [18, Theorem 9.2] it can
also be used in the separable Hilbert space setting to define the subdifferential given
in [15]. From Mordukhovich and Shao [18, Theorem 8.11], we also obtain the relation

∂f(u∗) = cl∗ (conv ∂f(u∗)).(27)

In particular, this implies that f is subdifferentiably regular at u∗ if and only if

∂f(u∗) = ∂f(u∗).

In addition, when f is strictly differentiable, then ∂f(u) coincides with the Fréchet
derivative. Finally, we note that the sets ∂f(u) are weakly closed.

Until now we have been concerned with the issue of when a subset of R
n depends

measurably on the parameter x ∈ Ω. It is equally important for us to consider the
properties of measurable real-valued functions on R

n. For this we make use of normal
integrands as defined in [21, Definition 14.27]. A function f : Ω×R

n → R is called a
normal integrand if its epigraphical mapping epi f(x, · ), x ∈ Ω, is closed-valued and
measurable. Any autonomous, Lipschitz continuous mapping, i.e., f(x, u) := g(u),
where g : R

n → R is Lipschitz, is a normal integrand [21, Example 14.30]. For
example, the mapping |u| is a normal integrand. We use normal integrands to prove
the measurability of the following important mappings.

Lemma 3.14 (measurability of exposed faces). Consider a closed-valued Lebesgue
measurable multifunction F : R

m ⇒ R
n . For x ∈ R

m and w ∈ R
n define F∗ :

R
m × R

n ⇒ R
n by

F∗(x,w) = argmax {〈v , w〉 | v ∈ F (x)} .
Then F∗ is closed-valued and Lebesgue measurable.

Remark 3.15. Whenever the set F∗(x,w) is nonempty it is called an exposed face
of the convex set F (x) [22, section 18]. It is easily shown that these sets are indeed
faces of F (x) in the sense of [22, section 18]. Here we have focused on Lebesgue
measure, but other σ-finite complete measures are possible.

Proof. Since F is closed-valued and measurable, [21, Example 14.32] implies that
the function f : (Rm × R

n)× R
n → R given by

f(x,w, v) = 〈v , −w〉+ δF (x)(v)

is a normal integrand. Hence the result follows from [21, Theorem 14.37] since

F∗(x,w) = argmin f(x,w, v).

We remark that if, in addition, F is compact-valued, then so is F∗.
Lemma 3.16 (subgradients of normal integrands [21, Theorem 14.56]). Let

(Ω, A, µ) be a complete measure space. For the proper normal integrand f : Ω×R
n →

R , and any u(x) ∈ dom f(x, · ) depending measurably on x ∈ Ω, the subderivative
functions

(x,w) "→ d̂f(x, u(x))(w), (x,w) "→ df(x, u(x))(w)

are normal integrands and the subdifferential mappings

x "→ ∂̂f(x, u(x)), x "→ ∂f(x, u(x))

are closed-valued and measurable.
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In the remainder of this section, whenever we speak of measure we will be referring
to Lebesgue measure.

Lemma 3.17 (measurable selections for the regular subderivative). Let f : R
n →

R be locally Lipschitz and let u : R
m → R

n and w : R
m → R

n be measurable
mappings. Then the subdifferential mapping ∂f(u(· )) is measurable and possesses a
measurable selection v : R

m → R
n such that

〈v(x) , w(x)〉 = d̂f(u(x))(w(x)) a.e. x ∈ R
m.(28)

Proof. By [21, Theorem 14.56] the mapping ∂f is measurable. Since ∂f(u) is
simply the convex hull of ∂f(u) for all u ∈ R

n, [21, Exercise 14.12] implies that ∂f is
compact convex-valued and measurable. Hence, by [21, Theorem 14.13], the mapping
∂f(u(· )) is also compact convex-valued and measurable. It remains to establish the
existence of a measurable selection satisfying (28).

By [21, Theorem 8.49], we have d̂f(u)(w) = sup
〈
∂f(u) , w

〉
for all w ∈ R

n,

and we have shown that the mapping ∂f is compact convex-valued and measurable.
Therefore, by Lemma 3.14, the mapping

F∗(u,w) = argmax
{〈v , w〉 ∣∣ v ∈ ∂f(u)

}
is also compact convex-valued and measurable with

dom (F∗) = {(u,w) |F∗(u,w) �= ∅} = R
n × R

n.

Again, by [21, Theorem 14.13], the mapping F∗(u(· ), w(· )) is also compact convex-
valued and measurable. The measurable selection theorem Theorem 2.1 now implies
the existence of a measurable function v(· ) such that v(x) ∈ F∗(u(x), w(x)) a.e., which
proves the lemma.

We now have our first general result on the interchange of integration and subd-
ifferentiation.

Lemma 3.18 (interchange of subdifferentiation and integration. I). Let H =
L2
m(R

n,Mn, νn) be the Hilbert space of square integrable functions mapping from
R
n to R

m defined in section 2.2, where Mn is the σ-field of Lebesgue measurable
sets on R

n and νn is Lebesgue measure. For simplicity, we write dx = νn(dx). Let
f : R

m → R be globally Lipschitz continuous with Lipschitz constant K, and suppose
there exists û ∈ H such that f ◦ û is an L2-bounded function on the space (Rn,Mn, µ)
where µ = bνn, where b : R

n → R+ with b ∈ L1 ∩L2 ∩L∞[Rn,R]. Define the integral
functional J : H → R by

J(u) =

∫
f(u(x))b(x)dx.

Then J is globally Lipschitz with Lipschitz constant K‖b‖2, and for every u ∈ H the
mapping f ◦ u is L2-bounded and

∂J(u) ⊂ S(b(· )∂f(u(· ))).(29)

Proof. Let u ∈ H. The fact that f ◦ u is L2-bounded follows immediately from
the inequality

|f(u(x))| ≤ |f(û(x))|+K|u(x)− û(x)|.
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The global Lipschitz continuity of J is a consequence of the following derivation:

|J(u)− J(v)| ≤
∫

K|u(x)− v(x)|b(x)dx
= K〈|u− v|, b〉
≤ K‖b‖2‖u− v‖2.

Remark 3.13 tells us that ∂J(u) is a weakly compact convex subset of H for all
u ∈ H. We also have from Proposition 2.2 that the set S(b(· )∂f(u(· ))) is also a
weakly compact convex subset of H for all u ∈ H. Hence the inclusion (29) follows if
it can be shown that

sup
{〈v , w〉 ∣∣ v ∈ S(b(· )∂f(u(· )))} ≥ d̂J(u)(w)

for all w ∈ H.
Let w ∈ H and let {ui} ⊂ H and {τi} ⊂ R+ be such that {ui} strongly converges

to u and τi ↓ 0 with

d̂J(u)(w) = lim
i→∞

J(ui + τiw)− J(ui)

τi
.

Then, by Fatou’s lemma,

d̂J(u)(w) = lim
i→∞

∫
f(ui(x) + τiw(x))− f(ui(x))

τi
b(x)dx(30)

≤
∫

lim sup
i→∞

f(ui(x) + τiw(x))− f(ui(x))

τi
b(x)dx

≤
∫

d̂f(u(x))(w(x))b(x)dx.

By Lemma 3.17, the multifunction ∂f(u(· )) possesses a measurable selection v such

that d̂f(u(x))(w(x)) = 〈v(x) , w(x)〉 a.e. on R
n. Therefore, by (30) we have

d̂J(u)(w) ≤
∫
〈v(x) , w(x)〉 b(x)dx

≤ sup
{〈v , w〉 ∣∣ v ∈ S(b(· )∂f(u(· )))} ,

proving the result.

3.6. Application to wavefront reconstruction. In the next proposition we
establish the connection between the projection ΠQ(b) defined by (8) and the subd-
ifferential of h : L2[R2,R2] → R defined by (18), where b ∈ U with U defined in
(6). Proposition 3.19 is a special case of a more general result to be proved in the
final section (Theorem 4.2). However, here we provide a separate and fundamentally
different proof which provides the motivation for the perturbation methods studied
in [16].

Proposition 3.19 (projection-subdifferential equivalence). Let b ∈ U and let
ΠQ(b) : L2 ⇒ Q(b) be as defined in (8) with Q(b) defined by (7), and h : L2[R2,R2]→
R be as defined by (18). Then for all u ∈ L2[R2,R2]

∂ (h(u; b)) = S (b(· )∂ (−|u(· )|)) = cl∗
(−ΠQ(b)(u)

)
= ∂ (h(u; b)) .(31)

Thus, in particular, h(·; b) is everywhere subdifferentiably regular.
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Proof. Note that the equivalences in (31) are scale invariant in the sense that
if they are shown to be true for a given function b, then they must be true with b
replaced by αb for any choice of α > 0 since

α∂(h(u; b)) = ∂(h(u;αb)), αS(b(· )∂̄(−|u(· )| )) = S(αb(· )∂̄(−|u(· )| )),
and

α cl∗ (−ΠQ(b)(u)) = cl∗ (−ΠQ(αb)(u)).

Since b is nonnegative and integrable, we may therefore assume with no loss in gen-
erality that b is a probability density function for some probability measure P (dx) =
b(x)dx.

If (31) holds, then the subdifferential regularity of h(·; b) follows immediately from
Proposition 3.11(i) and (27). By Lemma 3.18 and part (iii) of Proposition 3.11,

∂h(u; b) ⊂ S (b(· )∂(−|u(· )| )) ⊂ cl∗
(−ΠQ(b)(u)

)
.

Since ∂h(u; b) ⊂ ∂h(u; b), the result follows once it is shown that

cl∗
(−ΠQ(b)(u)

) ⊂ ∂h(u; b).(32)

By Proposition 3.2 the mapping h is globally Lipschitz continuous with Lips-
chitz constant K = ‖b‖, and by Remark 3.13 ∂h(u; b) is weakly closed. There-
fore, if −ΠQ(b)(u) ⊂ ∂h(u; b), then cl∗

(−ΠQ(b)(u)
) ⊂ ∂h(u; b). We now show that

−ΠQ(b)(u) ⊂ ∂h(u; b).
Let v ∈ −ΠQ(b)(u) and for all ε > 0 define ũε := uXsupp (u) + εv(1 − Xsupp (u)).

Then, by [16, Theorem 4.1],

‖u− ũε‖ = ε‖v(1−Xsupp (u))‖ ≤ ε‖b‖,
and | · | is differentiable at ũε(x) for every x ∈ supp (b) with

v(x) = −∇|ũε(x)|b(x) ∀ ε > 0.

For every w ∈ L2[R2,R2] and x ∈ supp (b), we have

|ũε(x) + tw(x)| − |ũε(x)|
t

→ (∇|ũε(x)|, w(x)),

and, since | · | is Lipschitz with Lipschitz constant 1,∣∣∣∣ |ũε(x) + tw(x)| − |ũε(x)|
t

∣∣∣∣ ≤ |w(x)| ∀x ∈ supp (b).

Therefore, by the Lebesgue dominated convergence theorem, the function h(·; b) is
Gâteaux differentiable at ũε with Gâteaux derivative −∇|ũε|b = v. Hence, since | · |
is Lipschitz continuous the lim inf in Definition 3.3(ii) is attained as a limit yielding
dh(ũε; b)(w) = 〈v, w〉. Consequently

v ∈ ∂−h(ũε; b) ∀ ε > 0.

Taking the limit as ε ↓ 0, we find that v ∈ ∂h(u; b). Therefore, −ΠQ(b)(u) ⊂
∂h(u; b).
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The proof of Theorem 3.1 now follows easily from the calculus of subdifferentials.
Proof of Theorem 3.1. [16, Corollary 4.3] gives the representation

dist 2(u,Qm) = dist 2(Fm(u),Q(ψm))

= ‖Fm(u)‖2 + ‖ψm‖2 + 2h[Fm(u);ψm].
By applying [18, Theorem 6.7] together with Proposition 3.19 and [16, Corollary 4.3],
we obtain

∂ dist 2(Fm(u),Q(ψm)) = 2∂

((
1

2
‖ · ‖2 + h(·;ψm)

)
◦ Fm

)
(u)

= 2F∗
m [Fm(u) + cl∗ (−ΠQm

(Fm(u)))]
= 2cl∗ (I −ΠQm(u)).

Hence the subdifferential regularity of all the functions involved in conjunction with
[18, Theorem 4.1] yields the result.

4. Concluding remarks. We conclude with a generalization of Theorem 3.19.
Theorem 4.2 establishes the equivalence of the infinite-dimensional subdifferential
objects in the setting relevant to phase retrieval and establishes their relation to the
finite-dimensional Clarke subdifferential. The result, and its proof, closely parallels
that given in [6, Theorem 3.5.18].

Lemma 4.1 (interchange of subdifferentiation and integration. II). Let the hy-
potheses of Lemma 3.18 hold. Then

S(b(· )∂f(u(· ))) ⊂ ∂J(u).(33)

Proof. Let z ∈ S(b(· )∂f(u(· ))). Since ∂f(u(· )) is closed-valued and measurable,
there exists v ∈ S(∂f(u(· ))) for which z = bv. We show that z ∈ ∂J(u). For this

purpose, let C be a countably dense subset of gph ∂̂f . Observe that

∂f(u) =

{
lim
j→∞

vj
∣∣ {(uj , vj)} ⊂ C, uj → u

}
.

Let {(uk, vk)} be an enumeration of C. Then for each x ∈ R
n and each integer

i ∈ {1, 2, . . . }, define ki(x) be the first integer k for which

|uk − u(x)| ≤ 1

i
and |vk − v(x)| ≤ 1

i
.

For each i = 1, 2, . . . , define ui : R
n → R

m and vi : R
n → R

m by

ui(x) = uki(x) and vi(x) = vki(x).

We claim that the functions ui and vi are measurable with

vi(x) ∈ ∂̂f(ui(x)) a.e.(34)

for i = 1, 2, . . . . Indeed, the range of both ui and vi is contained in the set C and so
is countable. Moreover, for a given integer k,{

x
∣∣ (ui(x), vi(x)) = (uk, vk)

}
=


k−1⋂
j=1

{
x

∣∣∣∣max{|uj − u(x)|, |vj − v(x)|} >
1

i

}
∩
{
x

∣∣∣∣max{|uk − u(x)|, |vk − v(x)|} ≤ 1

i

}
,

where each of the sets on the left-hand side is measurable.
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Next observe that for all w ∈ H, we have from Fatou’s lemma that

dJ(ui)(w) = lim inf
τ↘0

J(ui + τw)− J(ui)

τ
≥
∫

R2

df(ui(x))(w(x))b(x)dx ≥ 〈bvi , w〉 ,
where the last inequality follows from (34). Hence bvi ∈ ∂̂J(ui) for i = 1, 2, . . . .
Finally, since ui → u and vi → v by construction, we have bv ∈ ∂J(u).

Theorem 4.2 (interchange of subdifferentiation and integration). Let the hy-
potheses of Lemma 3.18 hold with n = m = 2. Then, for all u ∈ H = L2[R2,R2],

∂J(u) = cl∗S(b(· )∂f(· )) = S(b(· )∂f(· )) = ∂J(u).

In particular, this implies that J is everywhere subdifferentially regular.
Proof. By Proposition 3.10 we have

S(b(· )∂f(u(· ))) ⊂ cl∗ S(b(· )∂f(u(· ))).

Since the set ∂J(u) is weakly closed, Lemma 4.1 implies that

cl∗ S(b(· )∂f(u(· ))) ⊂ ∂J(u).

Combining these facts with Lemma 3.18 yields

∂J(u) ⊂ S(b(· )∂f(u(· )))
⊂ cl∗ S(b(· )∂f(u(· )))
⊂ ∂J(u)

⊂ ∂J(u),

which proves the result.
The restriction in Theorem 4.2 to the case n = m = 2 follows from the use of

this hypothesis in Proposition 3.10. However, we believe that it is possible to extend
this proposition to the general case, which would allow us to remove the restriction
n = m = 2 from Theorem 4.2.
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Abstract. A broad class of optimization algorithms based on Bregman distances in Banach
spaces is unified around the notion of Bregman monotonicity. A systematic investigation of this
notion leads to a simplified analysis of numerous algorithms and to the development of a new class
of parallel block-iterative surrogate Bregman projection schemes. Another key contribution is the
introduction of a class of operators that is shown to be intrinsically tied to the notion of Bregman
monotonicity and to include the operators commonly found in Bregman optimization methods. Spe-
cial emphasis is placed on the viability of the algorithms and the importance of Legendre functions
in this regard. Various applications are discussed.
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1. Introduction. A sequence (xn)n∈N in a Banach space X is Fejér monotone
with respect to a set S ⊂ X if

(∀x ∈ S)(∀n ∈ N) ‖xn+1 − x‖ ≤ ‖xn − x‖.(1.1)

In Hilbert spaces, this notion has proven to be remarkably useful and successful in
attempts to unify and harmonize the convergence proofs of a large number of op-
timization algorithms; see, e.g., [5, 6, 9, 40, 41, 49, 60]. A classical example is the
method of cyclic projections for finding a point in the intersection S �= Ø of a finite
family of closed convex sets (Si)1≤i≤m. In 1965, Bregman [14, Thm. 1] showed that
for every initial point x0 ∈ X the sequence (xn)n∈N generated by the cyclic projections
algorithm

(∀n ∈ N) xn+1 = Pn (modm)+1xn,(1.2)

where Pi denotes the metric projector onto Si and where the mod m function takes
values in {0, . . . ,m−1}, is Fejér monotone with respect to S and converges weakly to
a point in that set. Two years later [15], the same author investigated the convergence
of this method in a general topological vector space X . To this end, he introduced
a distance-like function D : E × E → R, where E is a convex subset of X such that
S = E ∩ ⋂mi=1 Si �= Ø. The conditions defining D require, in particular, that for
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every i ∈ {1, . . . ,m} and every y ∈ E, there exists a point Piy ∈ E ∩ Si such that
D(Piy, y) = minD(E∩Si, y). In this broader context, Bregman showed that for every
initial point x0 ∈ E the cyclic projections algorithm (1.2) produces a sequence that
satisfies the monotonicity property

(∀x ∈ S)(∀n ∈ N) D(x, xn+1) ≤ D(x, xn)(1.3)

and whose cluster points are in S [15, eq. (1.2) and Thm. 1]. If X is a Hilbert space,
an example of a D-function satisfying the required conditions relative to the weak
topology is D : X 2 → R : (x, y) �→ ‖x − y‖2/2. In this case, we recover the previous
convergence result [15, Example 1] and observe that (1.3) reduces to (1.1). If X is
the Euclidean space R

N , another example of a suitable D-function is

D : E × E → R : (x, y) �→ f(x)− f(y)− 〈x− y,∇f(y)〉 ,(1.4)

where f : E ⊂ R
N → R is a convex function which is differentiable on E and satisfies a

set of auxiliary properties [15, Example 2]. Due to its importance in applications, this
particular type of D-function was further studied in [30] and has since been known as
a Bregman distance (see [33] for an historical account). In R

N , various investigations
have focused on the use of Bregman distances in projection, proximal point, and fixed
point algorithms; see [7, 31, 32, 33, 46, 47, 83]. (See also [58, 59], where extensions of
(1.4) to nondifferentiable functions were studied.) Extensions to Hilbert [18, 20, 61]
and Banach [1, 8, 21, 23, 24, 25, 26, 27, 55, 56, 75] spaces have also been considered
more recently. In the present paper, we adopt the following definition for Bregman
distances.

Definition 1.1. Let X be a real Banach space and let f : X → ]−∞,+∞] be a
lower semicontinuous convex function which is Gâteaux-differentiable on int dom f �=
Ø. The Bregman distance (for brevity D-distance) associated with f is the function

D : X × X → [0,+∞],

(x, y) �→
{
f(x)− f(y)− 〈x− y,∇f(y)〉 if y ∈ int dom f,

+∞ otherwise.

(1.5)

In addition, the Bregman distance to a set C ⊂ X is the function

DC : X → [0,+∞],

y �→ inf D(C, y).
(1.6)

In Hilbert spaces, one recovers D : (x, y) �→ ‖x − y‖2/2 by setting f = ‖ · ‖2/2.
This observation suggests that the following natural variant of the notion of Fejér
monotonicity suits the environment described in Definition 1.1.

Definition 1.2. A sequence (xn)n∈N in X is Bregman monotone (for brevity
D-monotone) with respect to a set S ⊂ X if the following conditions hold:

(i) S ∩ dom f �= Ø.
(ii) (xn)n∈N lies in int dom f .
(iii) (∀x ∈ S ∩ dom f)(∀n ∈ N) D(x, xn+1) ≤ D(x, xn).
Let us note that item (ii) is stated only for the sake of clarity and that it could be

replaced by x0 ∈ int dom f since, in view of (1.5), (iii) then forces the whole sequence
(xn)n∈N to lie in int dom f .

The importance of the notion of Bregman monotonicity is implicit in [15]. In the
Euclidean space setting of [32] (see also [33, page 55]), Bregman monotone sequences
were called “Df Fejér monotone” by analogy with (1.1).
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The goal of this paper is to provide a broad framework for the design and the anal-
ysis of algorithms based on Bregman distances around the notion of D-monotonicity.
This framework not only will lead to a unified convergence analysis for existing algo-
rithms, but also will serve as a basis for the development of a new class of parallel,
block-iterative, surrogate Bregman projection methods for solving convex feasibil-
ity problems involving variational inequalities, convex inequalities, equilibrium con-
straints, and fixed point constraints. The tools developed in this paper also provide
the main building blocks for the algorithms proposed in [10] to find best Bregman
approximations from intersections of closed convex sets in reflexive Banach spaces.

Guide to the paper. We proceed towards our goal of constructing a broad
framework for Bregman distance-based algorithms in several steps.

We collect assumptions, notation, and basic results in section 2. The standing
assumptions on the underlying space X and the function f that generates the Bregman
distance are stated in section 2.1. In sections 2.2–2.6, we introduce basic notation and
terminology, including D-viable operators and Legendre functions. Useful identities
for the Bregman distance are provided in section 2.7.

A general and powerful class of operators based on Bregman distances is intro-
duced and analyzed in section 3. This so-called B-class includes types of operators
fundamental in Bregman optimization such as D-firm operators, D-resolvents, D-prox
operators, and (subgradient) D-projections, which correspond to their classical coun-
terparts when X is a Hilbert space and f = ‖ · ‖2/2. For example, it is shown that if
X is reflexive and f is Legendre, then D-prox operators belong to B (Corollary 3.25).
This result underscores the importance of Legendreness. Moreover, B-class operators
are stable under a certain type of parallel combination, which will be crucial in the
formulation of a new block-iterative algorithmic framework in section 5.

Section 4 is devoted to D-monotonicity. This is a central notion in the anal-
ysis of Bregman optimization methods because it describes the behavior of a wide
class of algorithms based on Bregman distances. Assumptions are given under which
simple characterizations can be established for the weak and strong convergence of
D-monotone sequences. In conjunction with the results of section 3, D-monotonicity
provides a global framework for the development and analysis of algorithms. Indeed,
we show that D-monotone sequences can be generated systematically via the iterative
scheme

x0 ∈ int dom f and (∀n ∈ N) xn+1 ∈ Tnxn, where Tn ∈ B.(1.7)

A detailed convergence analysis of this unifying model is carried out which, in turn,
covers and extends known convergence results.

Finally, in section 5, we are in a position to construct a new block-iterative algo-
rithmic framework. Results obtained in sections 3 and 4 are combined to construct
and investigate new classes of parallel, block-iterative methods for solving convex fea-
sibility problems. The main result, Theorem 5.7, provides conditions sufficient for the
weak and strong convergence of sequences generated by the new algorithm. Section 5.4
presents several scenarios in which these sufficient conditions are satisfied, including
the frequently encountered situation when f is a separable Legendre function on R

N

such that dom f∗ is open (Example 5.14). The concluding sections, sections 5.5 and
5.6, discuss how the main result can be applied to specific optimization problems such
as solving convex inequalities, finding common zeros of maximal monotone operators,
finding common minimizers of convex function, and finding common fixed points of
D-firm operators.
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2. Notation, assumptions, and basic facts.

2.1. Standing assumptions. We assume throughout the paper that X is a real
Banach space and that f : X → ]−∞,+∞] is a lower semicontinuous convex function
which is Gâteaux-differentiable on int dom f �= Ø.

2.2. Basic notation. Throughout, N is the set of nonnegative integers. The
norm of X and that of its topological dual X ∗ is denoted by ‖·‖, the associated metric
distance by d, and the canonical bilinear form on X × X ∗ by 〈·, ·〉. (If X is a Hilbert
space, 〈·, ·〉 denotes also its scalar (or inner) product.) The metric distance function
to a set C ⊂ X is dC : X → [0,+∞] : y �→ infx∈C ‖x − y‖ where, by convention,
inf Ø = +∞. For every y ∈ int dom f , we set fy = f − ∇f(y). The symbols ⇀ ,
∗
⇀ , and → denote, respectively, weak, weak∗, and strong convergence. S(xn)n∈N and
W(xn)n∈N are, respectively, the sets of strong and weak cluster points of a sequence
(xn)n∈N in X . bdryC denotes the boundary of a set C ⊂ X , intC its interior, and
C its closure. The closed ball of center x and radius ρ is denoted by B(x; ρ). The
normalized duality mapping J of X is defined by

(∀x ∈ X ) J(x) =
{
x∗ ∈ X ∗ | ‖x‖2 = 〈x, x∗〉 = ‖x∗‖2}.(2.1)

R
N is the standard N -dimensional Euclidean space.

2.3. Set-valued operators. Let Y be a Banach space and 2Y the family of
all subsets of Y. A set-valued operator from X to Y is an operator A : X → 2Y .
It is characterized by its graph grA = {(x, u) ∈ X × Y | u ∈ Ax}; its domain is
domA = {x ∈ X | Ax �= Ø} (with closure domA); its range is ranA =

⋃
x∈X Ax (with

closure ranA); and, if Y = X , its fixed point set is FixA = {x ∈ X | x ∈ Ax} (with
closure FixA). The graph of the inverse A−1 of A is {(u, x) ∈ Y ×X | (x, u) ∈ grA}.
If B : X → 2Y and α ∈ R, then gr(αA + B) = {(x, αu + v) ∈ X × Y | (x, u) ∈
grA, (x, v) ∈ grB}. As is customary, if x ∈ domA and A is single-valued on domA,
we shall denote the unique element in Ax by Ax. Finally, A is locally bounded at
x ∈ X if there exists ρ ∈ ]0,+∞[ such that A

(
B(x; ρ)

)
is bounded. (We adopt the

same definition as in [79, section 17]; it differs slightly from Phelps’ definition [71,
Chap. 2] which requires x ∈ domA.)

2.4. Orbits and suborbits of algorithms. In section 4 and subsequent sec-
tions, we shall discuss various algorithms. Sequences generated by algorithms are
called orbits, and their subsequences are referred to as suborbits.

2.5. Functions. The domain of a function g : X → ]−∞,+∞] is dom g = {x ∈
X | g(x) < +∞} (with closure dom g), and g is proper if dom g �= Ø. Moreover, g is
subdifferentiable at x ∈ dom g if its subdifferential at this point,

∂g(x) =
{
x∗ ∈ X ∗ | (∀y ∈ X ) 〈y − x, x∗〉+ g(x) ≤ g(y)

}
,(2.2)

is not empty; a subgradient of g at x is an element of ∂g(x). The domain of continuity
of g is

cont g =
{
x ∈ X | |g(x)| < +∞ and g is continuous at x

}
,(2.3)

and its lower level set at height η ∈ R is lev≤η g = {x ∈ X | g(x) ≤ η}. Recall that
the value of g∗, the conjugate of g, at point x∗ ∈ X ∗ is defined by

g∗(x∗) = sup
x∈X

〈x, x∗〉 − g(x);(2.4)
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g is cofinite if dom g∗ = X ∗. Furthermore, g is coercive if lim‖x‖→+∞ g(x) = +∞,
supercoercive if lim‖x‖→+∞ g(x)/‖x‖ = +∞, (weak) lower semicontinuous if its lower

level sets
(
lev≤ηg

)
η∈R

are (weakly) closed, and (weak) inf-compact if they are (weakly)

compact. If X is reflexive, the notions of weak inf-compactness and coercivity coincide
for weak lower semicontinuous functions. The set of minimizing sequences of g is
denoted by

M(g) =
{
(xn)n∈N in dom g | g(xn)→ inf g(X )

}
(2.5)

and the set of global minimizers of g by Argmin g. (If it is a singleton, its unique
element is denoted by argmin g.) The inf-convolution of two functions g1, g2 : X →
]−∞,+∞] is g1 � g2 : X → [−∞,+∞] : x �→ infy∈X g1(y) + g2(x− y).

The indicator function of a set C ⊂ X is the function ιC : X → {0,+∞} that
takes value 0 on C and +∞ on its complement, and its normal cone is

NC = ∂ιC : X → 2X
∗
: x �→

{{
x∗ ∈ X ∗ | (∀y ∈ C) 〈y − x, x∗〉 ≤ 0

}
if x ∈ C,

Ø otherwise.

(2.6)

2.6. D-viability and Legendre functions. Operators based on Bregman dis-
tances are not defined outside of int dom f . Thus, using the terminology of [3], for an
algorithm such as (1.7) to be viable in the sense that its iterates remain in int dom f ,
the operators involved must satisfy the following viability condition.

Definition 2.1. An operator T : X → 2X is D-viable if ranT ⊂ domT =
int dom f .

It was shown in [7] that a sufficient condition for Bregman projection operators
onto closed convex sets in Euclidean spaces to be D-viable is that f be a Legendre
function. (In this context, “D-viability” was called “zone consistency” after [30].)
The classical finite-dimensional definition of a Legendre function, as introduced by
Rockafellar in [77, section 26], is of limited use in general Banach spaces since the
resulting class of functions loses some of its remarkable finite-dimensional properties.
In the context of Banach spaces, we introduced in [8] the following notion a Legendre
function. It not only generalizes Rockafellar’s classical definition but also preserves its
salient properties in reflexive spaces. (For results on Legendre functions in nonreflexive
spaces, see [13].)

Definition 2.2 ([8, Def. 5.2]). The function f is
(i) essentially smooth if ∂f is both locally bounded and single-valued on its do-

main;
(ii) essentially strictly convex if (∂f)−1 is locally bounded on its domain and f is

strictly convex on every convex subset of dom ∂f ;
(iii) Legendre if it is both essentially smooth and essentially strictly convex.
Such functions will be of prime importance in our analysis as they will be shown to

provide a simple and convenient sufficient condition for theD-viability of the operators
commonly encountered in Bregman optimization methods in Banach spaces.

2.7. Basic properties of Bregman distances. The following properties follow
directly from (1.5).

Proposition 2.3. Let {x, y} ⊂ X and {u, v} ⊂ int dom f . Then
(i) D(u, v) +D(v, u) = 〈u− v,∇f(u)−∇f(v)〉 ;
(ii) D(x, u) = D(x, v) +D(v, u) + 〈x− v,∇f(v)−∇f(u)〉;
(iii) D(x, v) +D(y, u) = D(x, u) +D(y, v) + 〈x− y,∇f(u)−∇f(v)〉.
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FixT

•
x

H(x, u)
Tx

u

Fig. 1. If T ∈ B, x ∈ int dom f , and u ∈ Tx, the half-space H(x, u) contains FixT .

3. Operators associated with Bregman distances. In Hilbert spaces, vari-
ous nonlinear operators are involved in the design of algorithms, including projection
operators, proximal operators, resolvents, subgradient projection operators, firmly
nonexpansive operators, and combinations of these. Such operators arise in convex
feasibility problems, in equilibrium theory, in systems of convex inequalities, in varia-
tional inequalities, as well as in numerous fixed point problems [5, 6, 9, 17, 35, 40, 41,
60, 72, 78]. Intrinsically tied to the very definition of these operators is the use of the
standard notion of metric distance to measure the proximity between two points. In
the context of Bregman distances, it is therefore natural to attempt to define variants
of these operators. This effort has been undertaken by several authors at various levels
of generality. In this section, we systematically study nonlinear operators associated
with Bregman distances in order to bring together and extend a collection of results
disseminated in the literature. Specifically, we investigate when D-firm operators,
D-resolvents, D-prox operators, D-projectors, and subgradient D-projectors belong
to class B. (For relationships among these operators in the classical case, i.e., when X
is a Hilbert space and f = ‖ · ‖2/2, see [9, Prop. 2.3].) Moreover, the class B is shown
to be closed under a certain type of relaxed parallel combination. The discussion is
not limited to convex problems as nonconvex extensions of standard algorithms have
been found to be quite useful in a number of applications; see [12, 28, 43, 52, 62].

3.1. The class B. Ultimately, our goal is to define a class of operators for
which (1.7) systematically generates D-monotone sequences. In this perspective, the
operators employed in (1.7) must be D-viable (see Definition 2.1) and induce a certain
monotonicity property (see Definition 1.2). These requirements lead to the following
class of operators (see Figure 1).
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Definition 3.1. For every x and u in int dom f , set

H(x, u) =
{
y ∈ X | 〈y − u,∇f(x)−∇f(u)〉 ≤ 0

}
.(3.1)

Then

B =
{
T : X → 2X | ranT ⊂ domT = int dom f, (∀(x, u) ∈ grT ) FixT ⊂ H(x, u)

}
.

If X is Hilbertian, f = ‖ · ‖2/2, and only single-valued operators are considered,
then B reverts to the class T of operators introduced in [9] and further investigated
in this context in [41, 42]. In these studies, T was shown to play a central role in the
analysis of Fejér monotone algorithms. Because of Proposition 3.3(i) below, there is
some overlap between the “paracontractions” introduced in [31, 75] (see also [24, 26])
and operators in B. Furthermore, if f satisfies certain conditions and T ∈ B is
single-valued with FixT �= Ø, then T is “totally nonexpansive” in the sense of [24].

Lemma 3.2. Let C1 and C2 be two convex subsets of X such that C1 is closed
and C1 ∩ intC2 �= Ø. Then C1 ∩ intC2 = C1 ∩ C2.

Proof. Since C2 is convex with nonempty interior, C1 ∩ intC2 ⊂ C1 ∩ intC2 =
C1 ∩ C2. To show the reverse inclusion, fix x0 ∈ C1 ∩ intC2 and x1 ∈ C1 ∩ C2.
By convexity, [x0, x1] ⊂ C1 and [x0, x1[ ⊂ intC2. Therefore, (∀α ∈ [0, 1[) xα =
(1− α)x0 + αx1 ∈ C1 ∩ intC2. Consequently x1 = limα↑1− xα ∈ C1 ∩ intC2, and we

conclude C1 ∩ C2 ⊂ C1 ∩ intC2.
Proposition 3.3. Let T be an operator in B and let F =

⋂
(x,u)∈grT H(x, u).

Then
(i) (∀(x, u) ∈ grT )(∀y ∈ FixT ) D(y, u) ≤ D(y, x)−D(u, x);
(ii) (∀(x, u) ∈ grT ) D(u, x) ≤ DFixT (x);
(iii) (∀(x, u) ∈ grT )(∀y ∈ FixT ) D(x, u) +D(u, x) ≤ 〈y − x,∇f(u)−∇f(x)〉.

Now suppose that f |int dom f is strictly convex; then
(iv) FixT = F ∩ int dom f ;
(v) FixT is convex;
(vi) T is single-valued on FixT .

If, in addition, FixT �= Ø, then
(vii) FixT = F ∩ dom f ;
(viii) (∀(x, u) ∈ grT )(∀y ∈ FixT ) D(y, u) ≤ D(y, x)−D(u, x).
Proof. (i) Take (x, u) ∈ grT and y ∈ FixT . Then Proposition 2.3(ii) and the

inclusion y ∈ H(x, u) yield D(y, u) = D(y, x) −D(u, x) + 〈y − u,∇f(x) −∇f(u)〉 ≤
D(y, x) − D(u, x). (ii) By (i), (∀(x, u) ∈ grT )(∀y ∈ FixT ) D(u, x) ≤ D(y, x).
(iii) Take (x, u) ∈ grT and y ∈ FixT , and suppose yn → y for some sequence (yn)n∈N

in FixT . Then it follows from Proposition 2.3(i) that

(∀n ∈ N) D(x, u) +D(u, x) = 〈x− u,∇f(x)−∇f(u)〉
= 〈x− yn,∇f(x)−∇f(u)〉+ 〈yn − u,∇f(x)−∇f(u)〉
≤ 〈x− yn,∇f(x)−∇f(u)〉 .(3.2)

Since 〈x− yn,∇f(x)−∇f(u)〉 → 〈x− y,∇f(x)−∇f(u)〉, the proof is complete.
(iv) Take y ∈ F ∩ int dom f . Then y ∈ ⋂u∈TyH(y, u) and, in turn,

(∀u ∈ Ty) 〈y − u,∇f(y)−∇f(u)〉 ≤ 0.(3.3)

However, {y} ∪ Ty ⊂ int dom f and, since f |int dom f is strictly convex, ∇f is strictly
monotone on int dom f . Therefore Ty = {y} and y ∈ FixT . Thus, F ∩ int dom f ⊂
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FixT . Since T ∈ B, the reverse inclusion is clear. (iv) ⇒ (v) Since the sets(
H(x, u)

)
(x,u)∈grT

and int dom f are convex, so is their intersection FixT . (vi)

was proved in the proof of (iv). (iv) ⇒ (vii) Observe that F is closed and apply
Lemma 3.2. (viii) Take (x, u) ∈ grT , y0 ∈ FixT , and y ∈ FixT . By (iv) and (vii),
FixT = F ∩ int dom f and FixT = F ∩ dom f . Since F and dom f are convex,
[y0, y] ⊂ F and [y0, y[ ⊂ int dom f . Therefore,

(∀α ∈ [0, 1[) yα = (1− α)y0 + αy ∈ FixT.(3.4)

Invoking the lower semicontinuity and convexity of f , we get

f(y) ≤ lim α↑1−f(yα) ≤ lim α↑1−f(yα) ≤ lim α↑1−(1− α)f(y0) + αf(y) = f(y).

(3.5)

Hence limα↑1− f(yα) = f(y) and, in turn,

(∀z ∈ int dom f) lim
α↑1−

D(yα, z) = D(y, z).(3.6)

On the other hand, since u ∈ Tx and T ∈ B, (3.4) and (i) yield

(∀α ∈ [0, 1[) D(yα, u) ≤ D(yα, x)−D(u, x).(3.7)

Consequently, D(y, u) ≤ D(y, x)−D(u, x).

3.2. D-firm operators. An operator T : X → X is said to be firmly nonexpan-
sive if for all x and y in domT one has [51]

(∀α ∈ ]0,+∞[) ‖Tx− Ty‖ ≤ ‖α(x− y) + (1− α)(Tx− Ty)‖.(3.8)

For the sake of notational simplicity, let us now suppose that X is smooth. Then its
normalized duality map J is single-valued and, upon invoking the equivalence (∀α ∈
]0,+∞[) ‖u‖ ≤ ‖u+ αv‖ ⇔ 0 ≤ 〈v, Ju〉 [51], we observe that (3.8) is equivalent to

〈Tx− Ty, J(Tx− Ty)〉 ≤ 〈x− y, J(Tx− Ty)〉 .(3.9)

If X is not a Hilbert space, then J is not linear and this type of inequality may be
difficult to manipulate. In Hilbert spaces, J = Id = ∇f for f = ‖ · ‖2/2, and (3.9)
can therefore be written

〈Tx− Ty,∇f(Tx)−∇f(Ty)〉 ≤ 〈Tx− Ty,∇f(x)−∇f(y)〉 .(3.10)

In the framework of Bregman distances, this inequality suggests the following defini-
tion.

Definition 3.4. An operator T : X → 2X with domT ∪ ranT ⊂ int dom f is
D-firm if

(∀(x, u) ∈ grT )(∀(y, v) ∈ grT ) 〈u− v,∇f(u)−∇f(v)〉 ≤ 〈u− v,∇f(x)−∇f(y)〉 .
(3.11)

Proposition 3.5. Let T : X → 2X be a D-firm operator. Then
(i) (∀(x, u) ∈ grT ) FixT ⊂ H(x, u);
(ii) T ∈ B if int dom f = domT ;
(iii) T is single-valued on its domain if f |int dom f is strictly convex;
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(iv) (∀(x, u) ∈ grT )(∀(y, v) ∈ grT ) D(u, v) + D(v, u) ≤ D(u, y) + D(v, x) −
D(u, x)−D(v, y).

Proof. (i) Suppose y ∈ Ty. Then (3.11) implies that

(∀(x, u) ∈ grT ) 〈y − u,∇f(x)−∇f(u)〉 ≤ 0.(3.12)

(i) ⇒ (ii) is clear. (iii) Fix x ∈ domT and {u, v} ⊂ Tx. Then (3.11) implies that

〈u− v,∇f(u)−∇f(v)〉 ≤ 0.(3.13)

Since ∇f is strictly monotone on int dom f ⊃ {u, v}, we obtain u = v. (iv) follows
from Proposition 2.3(i), (3.11), and Proposition 2.3(iii).

Remark 3.6. For single-valued operators in Hilbert spaces and f strongly convex
(i.e., f −β‖ · ‖2/2 is convex for some β ∈ ]0,+∞[), item (iv) above was used to define
D-firmness in [18].

3.3. D-resolvents. The resolvent of an operator A : X → 2X is (Id+A)−1. It
is known that an operator T : X → X is firmly nonexpansive if and only if it is the
resolvent of an accretive operator A : X → 2X [19].

Now let A : X → 2X
∗

be a nontrivial operator, i.e., grA �= Ø. Then, in the
context of Bregman distances, it is reasonable to introduce the following variant of
the notion of a resolvent to obtain an operator from X to X (this definition appears
to have first been proposed in R

N in [46]).
Definition 3.7. The D-resolvent associated with A : X → 2X

∗
is the operator

RA = (∇f +A)−1 ◦ ∇f : X → 2X .(3.14)

An a posteriori motivation for (3.14) is that it preserves the usual fixed point
characterization of the zeros of A, namely,

(∀x ∈ X )(∀γ ∈ ]0,+∞[) 0 ∈ Ax ⇔ x ∈ FixRγA,(3.15)

as 0 ∈ Ax⇔∇f(x) ∈ ∇f(x)+γA(x) = (∇f+γA)(x)⇔ x ∈ (∇f+γA)−1
(∇f(x)). It

is also consistent with previous attempts to define resolvents for monotone operators:
• Let X be smooth and set f = ‖·‖2/2. Then ∇f = J and RA = (J+A)−1 ◦J .

This type of resolvent was used in [57].
• If X is Hilbertian and f : x �→ ‖Πx‖2/2, where Π is the metric projector onto

a closed vector subspace of X , then ∇f = Π and RA = (Π +A)−1 ◦ Π. This
generalized resolvent was used in [54].

Proposition 3.8. RA satisfies the following properties:
(i) domRA ⊂ int dom f .
(ii) ranRA ⊂ int dom f .
(iii) FixRA = (int dom f) ∩A−10.
(iv) Suppose A is monotone. Then the following conditions hold:

(a) RA is D-firm.
(b) RA is single-valued on its domain if f |int dom f is strictly convex.
(c) Suppose ran∇f ⊂ ran(∇f + A). Then RA ∈ B. If, in addition,

f |int dom f is strictly convex, then FixRA is convex.
Proof. (i) is clear. (ii) We have

ranRA ⊂ ran(∇f +A)−1 = dom(∇f +A) = dom∇f ∩ domA ⊂ dom∇f
= int dom f.

(3.16)
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(iii) FixRA ⊂ int dom f by (i) and (∀x ∈ int dom f) 0 ∈ Ax ⇔ x ∈ RAx by (3.15).
Hence, A−10 ∩ int dom f = FixRA ∩ int dom f = FixRA. (iv) Suppose that A is
monotone. (a) In view of (i) and (ii), let us show that (3.11) is satisfied. Fix (x, u) and
(y, v) in grRA. Then ∇f(x)−∇f(u) ∈ Au and ∇f(y)−∇f(v) ∈ Av. Consequently,
since A is monotone, we get 〈u−v,∇f(x)−∇f(u)−(∇f(y)−∇f(v))〉 ≥ 0. (b) follows
from (a) and Proposition 3.5(iii). (c) ran∇f ⊂ ran(∇f +A) ⇔ ran∇f ⊂ dom(∇f +
A)−1 ⇔ domRA = dom∇f = int dom f . In view of (a) and Proposition 3.5(ii),
RA ∈ B. Proposition 3.3(v) implies the convexity of FixRA.

Definition 3.9 (see [86, sections 32.14 and 32.21]). A is
(i) weakly coercive if lim‖x‖→+∞ inf ‖Ax‖ = +∞;
(ii) strongly coercive if

(∀x ∈ domA) lim
‖y‖→+∞

inf
〈y − x,Ax〉

‖y‖ = +∞;

(iii) 3-monotone if(∀((x, x∗), (y, y∗), (z, z∗)) ∈ (grA)3
) 〈x− y, x∗〉+ 〈y − z, y∗〉+ 〈z − x, z∗〉 ≥ 0;

(iv) 3∗-monotone if it is monotone and

(∀(x, x∗) ∈ domA× ranA) sup
{〈x− y, y∗ − x∗〉 | (y, y∗) ∈ grA

}
< +∞.

Lemma 3.10 (see [86, section 32.21], [16]). Suppose that X is reflexive and that
A is monotone and satisfies one of the following properties:

(i) A is 3-monotone.
(ii) A is strongly coercive.
(iii) ranA is bounded.
(iv) A = ∂ϕ, where ϕ : X → ]−∞,+∞] is a proper function.

Then A is 3∗-monotone.
The following lemma is Reich’s extension to a reflexive Banach space setting of

the Brézis–Haraux theorem [16] on the range of the sum of two monotone operators.
Lemma 3.11 (see [74, Thm. 2.2]). Suppose that X is reflexive and let A1, A2 : X →

2X
∗
be two monotone operators such that A1 + A2 is maximal monotone and A1 is

3∗-monotone. In addition, suppose that domA2 ⊂ domA1 or A2 is 3∗-monotone.
Then int ran(A1 +A2) = int(ranA1 + ranA2) and ran (A1 +A2) = ranA1 + ranA2.

Proposition 3.12. Let γ ∈ ]0,+∞[. Suppose that X is reflexive and that A is
maximal monotone with (int dom f)∩domA = dom ∂f ∩domA �= Ø. Then ∇f + γA
is maximal monotone. Moreover, the inclusions{

int(ran∇f + γ ranA) ⊂ ran(∇f + γA)

ran∇f + γ ranA ⊂ ran (∇f + γA)
(3.17)

are satisfied if one of the following conditions holds:
(i) domA ⊂ int dom f .
(ii) A is 3∗-monotone.
Proof. Since f is proper, lower semicontinuous, and convex, ∂f is maximal mono-

tone [79, Thm. 30.3] and int dom f = cont f ⊂ dom ∂f ⊂ dom f [48, Chap. I]. Since
(int dom f) ∩ domA = dom ∂f ∩ domA �= Ø, we have (int dom ∂f) ∩ dom γA =
(int dom f) ∩ domA �= Ø, and it follows from Rockafellar’s sum theorem [79, sec-
tion 23] that ∂f + γA is maximal monotone. However, the above assumption implies



606 H. H. BAUSCHKE, J. M. BORWEIN, AND P. L. COMBETTES

that dom(∇f + γA) = dom(∂f + γA) and, in turn, that ∇f + γA = ∂f + γA
since {∇f} = ∂f |int dom f . Thus, ∇f + γA is maximal monotone. The second as-
sertion is an application of Lemma 3.11 with A1 = ∇f and A2 = γA. Indeed,
dom∇f = int dom f and, by Lemma 3.10(iv), ∂f is 3∗-monotone and so is, therefore,
∇f since gr∇f ⊂ gr ∂f .

Theorem 3.13. Let γ ∈ ]0,+∞[. Suppose that X is reflexive, that A is maximal
monotone with (int dom f) ∩ domA = dom ∂f ∩ domA �= Ø, and that one of the
following conditions holds:

(i) X is smooth and f = ‖ · ‖2/2.
(ii) (∇f + γA)−1 is locally bounded at every point in X ∗.
(iii) ∇f + γA is weakly coercive.
(iv) domA ⊂ int dom f or A is 3∗-monotone, and one of the following conditions

holds:
(a) ran∇f + γ ranA = X ∗.
(b) f is Legendre and cofinite.
(c) ran(∇f + γA) is closed and 0 ∈ ranA.
(d) ran∇f is open and 0 ∈ ranA.

Then RγA ∈ B.
Proof. In view of Proposition 3.8(iv)(c), it suffices to show that ran∇f ⊂

ran(∇f + γA). (i) Since X is smooth, ∇f = J [34, Corollary I.4.5] and Rockafel-
lar’s surjectivity theorem [79, Thm. 10.7] yields ran(∇f + γA) = X ∗. (ii) Propo-
sition 3.12 asserts that ∇f + γA is maximal monotone. It therefore follows from
the Brézis–Browder surjectivity theorem (see [34, Thm. V.3.8] or [86, Thm. 32.G])
that ran(∇f + γA) = X ∗. (iii) ⇒ (ii) follows from [86, Cor. 32.35] since ∇f + γA
is maximal monotone. (iv) By Proposition 3.12, (3.17) holds. (a) By (3.17), X ∗ =
int(ran∇f + γ ranA) ⊂ ran(∇f + γA). (b) ⇒ (a) By [8, Thm. 5.10], Legendreness
guarantees ran∇f = int dom f∗ while cofiniteness gives int dom f∗ = X ∗. Conse-
quently, ran∇f + γ ranA = X ∗. (c) By (3.17), ran∇f = ran∇f + {0} ⊂ ran∇f +
γ ranA ⊂ ran (∇f+γA) = ran(∇f+γA). (d) By (3.17), ran∇f = int(ran∇f+{0}) ⊂
int(ran∇f + γ ranA) ⊂ ran(∇f + γA).

In connection with the problem of finding zeros of maximal monotone operators,
the following corollary is particularly useful.

Corollary 3.14. Let γ ∈ ]0,+∞[. Suppose that X is reflexive, that A is
maximal monotone with 0 ∈ ranA, and that one of the following conditions holds:

(i) ran∇f is open and domA ⊂ int dom f .
(ii) f is Legendre and domA ⊂ int dom f .
(iii) f is Legendre, A is 3∗-monotone, and domA ∩ int dom f �= Ø.

Then RγA ∈ B.
Proof. The assertions follow from Theorem 3.13(iv)(d). Indeed, in (i), domA ⊂

int dom f = cont f ⊂ dom ∂f ⇒ (int dom f) ∩ domA = dom ∂f ∩ domA = domA �=
Ø. On the other hand, in (ii) and (iii), ran∇f is open since Legendreness yields
ran∇f = int dom f∗ [8, Thm. 5.10]. Consequently, if domA ⊂ int dom f , then (ii) is a
consequence of (i). Otherwise, if A is 3∗-monotone and (int dom f)∩domA �= Ø, then
it suffices to note that essential smoothness yields dom ∂f = int dom f [8, Thm. 5.6],
whence (int dom f) ∩ domA = dom ∂f ∩ domA �= Ø.

Remark 3.15. In R
N , Corollary 3.14(i) corresponds to [46, Thm. 4].

3.4. D-prox operators. The classical notion of a proximal operator was intro-
duced by Moreau [64, 65, 67] in Hilbert spaces. The proximal operator associated
with a function ϕ : X → ]−∞,+∞] is proxϕ : y �→ argminϕ+ ‖ · −y‖2/2. Outside of
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Hilbert spaces, this notion is of less interest since Fermat’s rule for the minimization
of ϕ+ ‖ · −y‖2/2 becomes a nonseparable inclusion, namely, 0 ∈ ∂ϕ(x) + J(x− y).

In R
N , the idea of defining proximal operators based on D-distance—rather than

quadratic—penalizations was introduced in [32]. In our setting, they will be defined
as follows.

Definition 3.16. Let ϕ : X → ]−∞,+∞]. The D-prox operator of index γ ∈
]0,+∞[ associated with ϕ is the operator

proxϕγ : X → 2X ,

y �→
{
x ∈ dom f ∩ domϕ | ϕ(x) + 1

γ
D(x, y) = min

(
ϕ+

1

γ
D(·, y)

)
(X ) < +∞

}
.

It follows from this definition that

domproxϕγ ⊂ int dom f and ran proxϕγ ⊂ dom f ∩ domϕ.(3.18)

Recall (see section 2.5) that a function is weak inf-compact if all its lower level
sets are weakly compact.

Lemma 3.17. Suppose that g1 : X → ]−∞,+∞] is weak lower semicontinuous
and bounded from below and that g2 : X → ]−∞,+∞] is weak inf-compact. Then
g1 + g2 is weak inf-compact.

Proof. Set β = inf g1(X ) and let η ∈ R. Since g1 and g2 are weak lower semicon-
tinuous, so is their sum, and therefore lev≤η (g1 + g2) is weakly closed. On the other
hand, lev≤η (g1 + g2) is contained in the weakly compact set lev≤η−β g2. We conclude
that lev≤η (g1 + g2) is weakly compact.

The following result concerns the domain requirement for the D-viability of D-
prox operators. Recall (see sections 2.5 and 2.2) thatM denotes the set of minimizing
sequences of a function and that W is the set of weak cluster points of a sequence.

Theorem 3.18. Let γ ∈ ]0,+∞[, let ϕ : X → ]−∞,+∞] be such that dom f ∩
domϕ �= Ø, and assume that one of the following conditions holds:

(i) (∀y ∈ int dom f)(∃ (xn)n∈N ∈ M(fy + γϕ))(∃x ∈ W(xn)n∈N) f + γϕ is weak
lower semicontinuous at x.

(ii) (∀y ∈ int dom f) fy + γϕ is weak inf-compact.
(iii) ϕ is weak lower semicontinuous and bounded from below, and, for every y ∈

int dom f , fy is weak inf-compact.
(iv) ϕ is weak inf-compact.

Then domproxϕγ = int dom f .
Proof. Fix y ∈ int dom f and set g = fy+γϕ. (i) Pick (xn)n∈N ∈M(g) such that

xkn ⇀ x and g is weak lower semicontinuous at x. It follows that g(x) ≤ lim g(xkn) =
inf g(X ) and hence g(x) = inf g(X ). Therefore, g achieves its infimum and the result
holds since proxϕγ y = Argmin(fy+γϕ) = Argmin(g). (ii)⇒ (i) Take (xn)n∈N ∈M(g).
Then it follows from weak inf-compactness of g that (xn)n∈N lies in a weakly compact
set and therefore that W(xn)n∈N �= Ø. On the other hand, as g is weak inf-compact,
it is weak lower semicontinuous and so is f + γϕ = fy + γϕ + ∇f(y) = g + ∇f(y).
(iii) ⇒ (ii) follows from Lemma 3.17. (iv) ⇒ (ii) It is clear that fy is weak lower
semicontinuous. On the other hand, it follows from the convexity of f that, for
every x ∈ X , 〈x − y,∇f(y)〉 + f(y) ≤ f(x) and, therefore, fy(x) ≥ fy(y). Hence
inf fy(X ) ≥ fy(y) > −∞ and, by Lemma 3.17, g is weak inf-compact.

The following fundamental result is due to Moreau [66] and Rockafellar [76].
Lemma 3.19. Let y∗ ∈ X ∗. Then f−y∗ is coercive if and only if y∗ ∈ int dom f∗.
Lemma 3.20. Let g1, g2 : X → ]−∞,+∞] be two convex functions. Then



608 H. H. BAUSCHKE, J. M. BORWEIN, AND P. L. COMBETTES

(i) if g1 and g2 are lower semicontinuous and 0 ∈ int
(
dom g1 − dom g2

)
, then

(g1 + g2)
∗ = g∗1 � g∗2 [2];

(ii) if cont g1 ∩ dom g2 �= Ø, then ∂(g1 + g2) = ∂g1 + ∂g2 [79, Thm. 28.2].

Proposition 3.21. Let ϕ : X → ]−∞,+∞] be a lower semicontinuous convex
function such that dom f∩domϕ �= Ø and let γ ∈ ]0,+∞[. Suppose that X is reflexive
and that one of the following conditions holds:

(i) (∀y ∈ int dom f)(∃ (xn)n∈N ∈M(fy + γϕ)) supn∈N
‖xn‖ < +∞.

(ii) (∀y ∈ int dom f) fy + γϕ is coercive.
(iii) ran∇f ⊂ int dom (f + γϕ)∗.
(iv) f + γϕ is cofinite.
(v) 0 ∈ int(dom f − domϕ) and dom f∗ + γ domϕ∗ = X ∗.
(vi) ϕ is bounded from below and f is essentially strictly convex.
(vii) f + γϕ is supercoercive.
(viii) ϕ is bounded from below and f is supercoercive.
(ix) ϕ is coercive.

Then domproxϕγ = int dom f .

Proof. Let y be an arbitrary point in int dom f . Note that, since ϕ is weak lower
semicontinuous, so are f + γϕ and fy + γϕ and that, since X is reflexive, coercive
weak lower semicontinuous functions are weak inf-compact. (i) is a consequence of
Theorem 3.18(i). Indeed, take a bounded sequence (xn)n∈N ∈ M(fy + γϕ). Then
it follows from the reflexivity of X that W(xn)n∈N �= Ø. (ii) follows at once from
Theorem 3.18(ii). (iii)⇔ (ii) ∇f(y) ∈ int dom (f+γϕ)∗ ⇔ f+γϕ−∇f(y) is coercive
by Lemma 3.19. (iv) ⇒ (iii) is clear. (v) ⇒ (iv) Lemma 3.20(i) yields

dom f∗ + γ domϕ∗ = dom f∗ + dom γϕ∗(·/γ) = dom f∗ + dom(γϕ)∗

= dom
(
f∗ � (γϕ)∗

)(3.19)

and

0 ∈ int(dom f − domϕ) ⇒ f∗ � (γϕ)∗ = (f + γϕ)∗.(3.20)

Hence dom f∗ + γ domϕ∗ = X ∗ ⇒ dom(f + γϕ)∗ = X ∗. (vi) is a consequence of
Theorem 3.18(iii): indeed, by [8, Thm. 5.9(ii)], ∇f(y) ∈ int dom f∗ and fy is therefore
coercive by Lemma 3.19. (vii) ⇒ (iv) See [8, Thm. 3.4]. (viii) ⇒ (vii) is clear. (ix) is
a consequence of Theorem 3.18(iv).

The next result gathers some facts concerning D-prox operators for convex func-
tions.

Proposition 3.22. Let ϕ : X → ]−∞,+∞] be convex and let γ ∈ ]0,+∞[. Then
the following hold:

(i) proxϕγ =
(
∂(f + γϕ)

)−1 ◦ ∇f .
(ii) If, in addition, ran proxϕγ ⊂ int dom f, then

(a) proxϕγ = Rγ∂ϕ;
(b) Fix proxϕγ = (int dom f) ∩Argmin ϕ;
(c) proxϕγ is D-firm;
(d) proxϕγ is single-valued on its domain if f |int dom f is strictly convex.

Proof. Fix y ∈ int dom f . (i) By (3.18), ran proxϕγ ⊂ dom f ∩ domϕ. If dom f ∩
domϕ = Ø, both sides of the desired identity reduce to the trivial operator z �→
Ø. If not, take x ∈ dom f ∩ domϕ. Since cont∇f(y) = X , Lemma 3.20(ii) yields
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∂(fy + γϕ)(x) = ∂(f + γϕ)(x)−∇f(y). Consequently,

x ∈ proxϕγ y ⇔ 0 ∈ ∂(fy + γϕ)(x)

⇔ ∇f(y) ∈ ∂(f + γϕ)(x)

⇔ x ∈ (∂(f + γϕ)
)−1(∇f(y)).(3.21)

(ii) Suppose ran proxϕγ ⊂ int dom f . (a) On the one hand, it follows from (3.18) that
ran proxϕγ ⊂ (int dom f) ∩ domϕ. On the other hand, ranRγ∂ϕ ⊂ dom(∇f + γ∂ϕ) ⊂
(int dom f) ∩ domϕ. Therefore, if (int dom f) ∩ domϕ = Ø, both sides of the desired
identity reduce to the trivial operator z �→ Ø. If not, take x ∈ (int dom f) ∩ domϕ =
cont f ∩domϕ. Lemma 3.20(ii) now yields ∂(f+γϕ)(x) = ∇f(x)+γ∂ϕ(x) and (3.21)
becomes

x ∈ proxϕγ y ⇔ ∇f(y) ∈ ∇f(x) + γ∂ϕ(x)⇔ x ∈ Rγ∂ϕy.(3.22)

(a) ⇒ (b) follows from Proposition 3.8(iii). (a) ⇒ (c) Since ∂ϕ is monotone, Rγ∂ϕ is
D-firm by Proposition 3.8(iv)(a). (a) ⇒ (d) follows from Proposition 3.8(iv)(b).

We now turn our attention to the range requirement for the D-viability of D-prox
operators.

Proposition 3.23. Let ϕ : X → ]−∞,+∞] be convex such that dom f∩domϕ �=
Ø, and let γ ∈ ]0,+∞[. Assume that one of the following conditions holds:

(i) dom ∂(f + γϕ) ⊂ int dom f .
(ii) dom f ∩ domϕ ⊂ int dom f .
(iii) dom f is open.
(iv) domϕ ⊂ int dom f .
(v) (int dom f) ∩ domϕ �= Ø and one of the following conditions holds:

(a) dom ∂f ∩ dom ∂ϕ ⊂ int dom f .
(b) f is essentially smooth.
(c) dom ∂ϕ ⊂ int dom f .

Then ran proxϕγ ⊂ int dom f .
Proof. (i) By Proposition 3.22(i),

ran proxϕγ ⊂ ran
(
∂(f + γϕ)

)−1
= dom ∂(f + γϕ) ⊂ int dom f.(3.23)

(ii) ⇒ (i) dom ∂(f + γϕ) ⊂ dom(f + γϕ) = dom f ∩ domϕ ⊂ int dom f . (iii) ⇒ (ii)
and (iv) ⇒ (ii) are clear. (v) ⇒ (i) It results from Lemma 3.20(ii) that ∂(f + γϕ) =
∂f+γ∂ϕ. Whence, (a)⇒ (i). (b)⇒ (a) Essential smoothness⇒ dom ∂f = int dom f
[8, Thm. 5.6(iii)]. (c) ⇒ (a) is clear.

Upon combining Propositions 3.23, 3.22(ii)(c), 3.21, and 3.5(ii), we obtain the
following theorem.

Theorem 3.24. Let ϕ : X → ]−∞,+∞] be a lower semicontinuous convex func-
tion such that dom f ∩ domϕ �= Ø, and let γ ∈ ]0,+∞[. Suppose that X is reflexive
and that one of conditions (i)–(ix) in Proposition 3.21 holds together with one of
conditions (i)–(v) in Proposition 3.23. Then proxϕγ ∈ B.

The following special case underscores the importance of the notion of Legen-
dreness.

Corollary 3.25. Let ϕ : X → ]−∞,+∞] be a lower semicontinuous convex
function such that (int dom f) ∩ domϕ �= Ø, and let γ ∈ ]0,+∞[. Suppose that X is
reflexive, that f is Legendre, and that ϕ is bounded below. Then

(i) proxϕγ is single-valued on its domain and proxϕγ ∈ B;
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(ii) for every x and y in int dom f,

x = proxϕγ y ⇔ (∀z ∈ domϕ) 〈z − x,∇f(y)−∇f(x)〉 /γ + ϕ(x) ≤ ϕ(z).

Proof. (i) Combine Propositions 3.23(v)(b), 3.22(ii)(c) and (d), 3.21(vi), and 3.5(ii).
(ii) By (3.22), x = proxϕγ y ⇔ ∇f(y)−∇f(x) ∈ γ∂ϕ(x).

Remark 3.26. A special case of Theorem 3.18(iii) in R
N can be found in [32,

Prop. 3.1]. In R
N , assertions (iv) and (v)(b) of Proposition 3.23 appear in [58,

Lemma 3.3]. In the case when X is Hilbertian and f = ‖ · ‖2/2, the characterization
supplied by Corollary 3.25(ii) is well known; see, e.g., [48, section II.2].

3.5. D-projections. The following concept goes back to Bregman’s original
paper [15].

Definition 3.27. The D-projector onto a set C ⊂ X is the operator

PC : X → 2X ,

y �→ {
x ∈ C ∩ dom f | D(x, y) = DC(y) < +∞}.(3.24)

It is clear that, for any γ ∈ ]0,+∞[, PC = proxιCγ . Hence, the results of section 3.4
will automatically yield results on D-projections when specialized to ϕ = ιC . Before
we proceed in this direction, let us introduce a couple of definitions, which are natural
adaptations of standard ones in metric approximation theory [81].

Definition 3.28. A set C ⊂ X is D-proximinal if domPC = int dom f and
D-semi-Chebyshev if PC is single-valued on its domain. C is D-Chebyshev if it is
D-proximinal and D-semi-Chebyshev.

Definition 3.29. A set C ⊂ X is D-approximately weakly compact if

(∀y ∈ int dom f)(∀(xn)n∈N in C ∩ dom f) D(xn, y)→ DC(y) ⇒ W(xn)n∈N ∩ C �= Ø.

Theorem 3.30. Let C be a subset of X such that C ∩ dom f �= Ø and assume
that one of the following conditions holds:

(i) C is D-approximately weakly compact.
(ii) (∀y ∈ int dom f)(∃ η ∈ R) C ∩ lev≤η fy is nonempty and weakly compact.
(iii) C is weakly closed and, for every y ∈ int dom f , fy is weak inf-compact.
(iv) C is weakly compact.

Then C is D-proximinal.
Proof. (i) Since f is weak lower semicontinuous, f + ιC is weak lower semicon-

tinuous at every point in C. Now fix y ∈ int dom f and (xn)n∈N ∈ M(fy + ιC).
Then D(xn, y) → DC(y) and Definition 3.29 yields W(xn)n∈N ∩ C �= Ø. Now take
x ∈ W(xn)n∈N ∩C. Since f + ιC is weak lower semicontinuous at x, the claims follow
from Theorem 3.18(i) with ϕ = ιC . (ii) Fix y ∈ int dom f . As minimizing D(·, y) over
C is equivalent to minimizing the weak lower semicontinuous function fy over the
weakly compact set C ∩ lev≤η fy, the result follows. Assertions (iii) and (iv) follow,
respectively, from assertions (iii) and (iv) in Theorem 3.18 with ϕ = ιC .

Upon setting ϕ = ιC , Proposition 3.21 becomes the following.
Proposition 3.31. Let C be a closed and convex subset of X such that C ∩

dom f �= Ø. Suppose that X is reflexive and that one of the following conditions
holds:

(i) (∀y ∈ int dom f)(∀(xn)n∈N ∈M(fy + ιC)) supn∈N
‖xn‖ < +∞.

(ii) (∀y ∈ int dom f) fy + ιC is coercive.
(iii) ran∇f ⊂ int dom (f + ιC)

∗.
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(iv) f + ιC is cofinite.
(v) 0 ∈ int(dom f − C) and dom f∗ + dom ι∗C = X ∗.
(vi) f is essentially strictly convex.
(vii) f + ιC is supercoercive.
(viii) f is supercoercive.
(ix) C is bounded.

Then C is D-proximinal.
Likewise, Proposition 3.22 with ϕ = ιC yields the following.
Proposition 3.32. Let C be a convex subset of X . Then the following hold:
(i) PC =

(
∂(f + ιC)

)−1 ◦ ∇f .
(ii) If, in addition, ranPC ⊂ int dom f, then

(a) PC = RNC .
(b) FixPC = C ∩ int dom f .
(c) PC is D-firm.
(d) C is D-semi-Chebyshev if f |int dom f is strictly convex.

The D-viability requirements for the range of PC are obtained by setting ϕ = ιC
in Proposition 3.23.

Proposition 3.33. Let C ⊂ X be convex such that C ∩ dom f �= Ø. Assume
that one of the following conditions holds:

(i) dom ∂(f + ιC) ⊂ int dom f .
(ii) C ∩ dom f ⊂ int dom f .
(iii) dom f is open.
(iv) C ⊂ int dom f .
(v) C ∩ int dom f �= Ø and one of the following conditions holds:

(a) C ∩ dom ∂f ⊂ int dom f ;
(b) f is essentially smooth.

Then ranPC ⊂ int dom f .
Theorem 3.34. Let C ⊂ X be a closed convex set such that C ∩ dom f �= Ø.

Suppose that X is reflexive and that one of conditions (i)–(ix) in Proposition 3.31
holds together with one of conditions (i)–(v) in Proposition 3.33. Then PC ∈ B.

Proof. Since Proposition 3.31 parallels Proposition 3.21 and Proposition 3.33
parallels Proposition 3.23, it suffices to set ϕ = ιC in Theorem 3.24.

We conclude this section with the following result.
Corollary 3.35. Suppose that X is reflexive, that f is Legendre, and that C is

a closed convex subset of X such that C ∩ int dom f �= Ø. Then
(i) C is D-Chebyshev and PC ∈ B;
(ii) for every x and y in int dom f,

x = PCy ⇔
{
x ∈ C,
C ⊂ H(y, x).

(3.25)

Proof. Take ϕ = ιC in Corollary 3.25.
Remark 3.36. Proposition 3.31(vii)–(ix) can be found in [1, Prop. 2.1]. Corol-

lary 3.35(i) covers [8, Cor. 7.9] (see also [7, section 3] in the special case of Eu-
clidean spaces), which was obtained via different arguments. If X is Hilbertian and
f = ‖ · ‖2/2, Corollary 3.35(ii) reduces to the classical characterization of metric
projections onto closed convex sets.

3.6. Subgradient D-projections. The D-projection onto a closed convex set
may be hard to compute. If the set is specified as a lower level set, it can be ap-
proximated by the D-projection onto a separating hyperplane, which is much easier
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to compute. In the traditional case when X is Hilbertian and f = ‖ · ‖2/2, this is
a standard approach which goes back to [73] (see also [6, 37, 60]). In the context
of Bregman distances, we shall define subgradient D-projections as follows (see also
[27, 59] for special instances).

Definition 3.37. Suppose that

X is reflexive and f is Legendre,

g : X → ]−∞,+∞] is lower semicontinuous and convex,

lev≤0 g ∩ int dom f �= Ø and dom f ⊂ dom g.

(3.26)

For every x ∈ int dom f and x∗ ∈ ∂g(x), set

G(x, x∗) =
{
y ∈ X | 〈x− y, x∗〉 ≥ g(x)

}
.(3.27)

The operator

Qg : int dom f → X : x �→ {
PG(x,x∗)x | x∗ ∈ ∂g(x)

}
(3.28)

is the subgradient D-projector onto lev≤0 g.

Note that G(x, x∗) is a proper closed half-space if x∗ �= 0 and the whole space X
otherwise; the latter may occur only when x ∈ Argmin g.

Proposition 3.38. Suppose that (3.26) is in force and let Qg be the subgradient
D-projector onto lev≤0 g. Then

(i) Fix Qg = lev≤0 g ∩ int dom f ;
(ii) Qg ∈ B.

Proof. Fix x ∈ int dom f and x∗ ∈ ∂g(x). Since int dom f ⊂ int dom g ⊂ dom ∂g,
∂g(x) �= Ø and the closed convex set G(x, x∗) is well defined. Moreover, (2.2) yields

(∀y ∈ lev≤0 g) 〈y − x, x∗〉 ≤ g(y)− g(x) ≤ −g(x).(3.29)

Therefore, lev≤0 g ⊂ G(x, x∗) and, in turn, G(x, x∗) ∩ int dom f �= Ø. Hence, Corol-
lary 3.35(i) asserts that PG(x,x∗) is single-valued with ranPG(x,x∗) ⊂ int dom f =
domPG(x,x∗), whence ranQg ⊂ int dom f = domQg. (i) Take y ∈ X . Then it follows
from Proposition 3.32(ii)(b) that

y ∈ FixQg ⇔ (∃ y∗ ∈ ∂g(y)) y = PG(y,y∗)y
⇔ (∃ y∗ ∈ ∂g(y)) y ∈ G(y, y∗) ∩ int dom f
⇔ (∃ y∗ ∈ ∂g(y)) 0 = 〈y − y, y∗〉 ≥ g(y) and y ∈ int dom f
⇔ y ∈ lev≤0 g ∩ int dom f.

Thus, FixQg = lev≤0 g ∩ int dom f . (ii) To show that Qg ∈ B observe that Corol-
lary 3.35(ii) implies thatG(x, x∗) ⊂ H(x, PG(x,x∗)x). Consequently, FixQg ⊂ lev≤0g ⊂
G(x, x∗) ⊂ H(x, PG(x,x∗)x), where (x, PG(x,x∗)x) is an arbitrary point in grQg. Alto-
gether, Qg ∈ B.

3.7. Relaxed parallel combination of B-class operators. The following
proposition describes a scheme to aggregate B-class operators in order to create a
new B-class operator.

Proposition 3.39. Suppose that X is reflexive and that f is Legendre. Let
(Ti)i∈I be a finite family of operators in B such that

⋂
i∈I FixTi �= Ø, let (ωi)i∈I be
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weights in ]0, 1] such that
∑
i∈I ωi = 1, and let λ be a relaxation parameter in ]0, 1].

For every x ∈ int dom f , select (ui)i∈I ∈×i∈ITix, put

H(x) =
{
y ∈ X | 〈y, x∗〉 ≤ η(x)

}
,(3.30)

where

{
x∗ = ∇f(x)−∑i∈I ωi∇f(ui),
η(x) =

∑
i∈I ωi 〈x+ λ(ui − x),∇f(x)−∇f(ui)〉 ,

(3.31)

and define T : int dom f → X : x �→ PH(x)x. Then the following hold:

(i) T is single-valued on domT = int dom f ⊃ ranT .
(ii) For every x ∈ int dom f , the following statements are equivalent:

(a) x ∈ ⋂i∈I FixTi.
(b) x∗ = 0.
(c) H(x) = X .
(d) x ∈ H(x).
(e) x ∈ FixT .

(iii) FixT =
⋂
i∈I FixTi.

(iv) FixT =
⋂
i∈I FixTi.

(v) (∀x ∈ int dom f) H(x) = H(x, Tx).
(vi) T ∈ B.

Proof. Fix x ∈ int dom f . (i) We first observe that the operator T is well defined.
Indeed, since (Ti)i∈I lies in B, x∗ and η(x) are well defined and we have

Ø �=
⋂
i∈I

FixTi

⊂ (int dom f) ∩
⋂
i∈I

H(x, ui)

⊂ (int dom f) ∩
⋂
i∈I

{
y ∈ X | 〈y − ui,∇f(x)−∇f(ui)〉

≤ (1− λ) 〈x− ui,∇f(x)−∇f(ui)〉
}

(3.32)

⊂ (int dom f) ∩
{
y ∈ X |

∑
i∈I

ωi 〈y − ui,∇f(x)−∇f(ui)〉

≤ (1− λ)
∑
i∈I

ωi 〈x− ui,∇f(x)−∇f(ui)〉
}

= (int dom f) ∩H(x),

where the second inclusion follows from the inequality λ ≤ 1 and the monotonicity
of ∇f . Whence, (int dom f) ∩ H(x) �= Ø, and it follows from Corollary 3.35(i) that
PH(x)x is a well-defined point in int dom f . (ii) Since f is essentially strictly convex,
it is strictly convex on int dom f and it follows from Proposition 3.3(vi) that (a) ⇒
(∀i ∈ I) ui = x ⇒ (b). (b) ⇒ (c) Suppose x∗ = 0 and fix y ∈ ⋂i∈I FixTi. Then,
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since (Ti)i∈I lies in B,

0 ≤
∑
i∈I

ωi 〈ui − y,∇f(x)−∇f(ui)〉

= η(x)− 〈y, x∗〉 − (1− λ)
∑
i∈I

ωi 〈x− ui,∇f(x)−∇f(ui)〉

≤ η(x).(3.33)

Accordingly, H(x) = X . The implications (c) ⇒ (d) ⇒ x = PH(x)x ⇒ (e) are clear
in view of Proposition 3.32(ii)(b). (e) ⇒ (a) We have

x ∈ FixT ⇔ x = PH(x)x

⇔ x ∈ H(x)

⇔ 〈x, x∗〉 ≤ η(x)

⇔ λ
∑
i∈I

ωi 〈x− ui,∇f(x)−∇f(ui)〉 ≤ 0

⇔ (∀i ∈ I) x = ui ∈ Tix
⇔ x ∈

⋂
i∈I

FixTi,

where the next to last equivalence follows from the strict monotonicity of ∇f on
int dom f (f is strictly convex on int dom f) and the inequalities λ > 0 and mini∈I ωi >
0. (iii) (i) and (ii) yield FixT = (int dom f) ∩ FixT =

⋂
i∈I(FixTi ∩ int dom f) =⋂

i∈I FixTi. (iv) Set (∀i ∈ I) Fi =
⋂

(x,u)∈grTi
H(x, u). Then (iii) and Proposi-

tion 3.3(iv) yield FixT = (int dom f)∩⋂i∈I Fi. Therefore, by Lemma 3.2 and Propo-
sition 3.3(vii),

FixT = dom f ∩
⋂
i∈I

Fi =
⋂
i∈I

(Fi ∩ dom f) =
⋂
i∈I

FixTi.(3.34)

(v) By Corollary 3.35(ii), we always have H(x) ⊂ H(x, PH(x)x) = H(x, Tx). Now
suppose x ∈ H(x). Then (ii) yields H(x) = X = H(x, x) = H(x, PH(x)x) = H(x, Tx).
Next, suppose x /∈ H(x). Then (ii) yields x∗ �= 0 and H(x) is therefore a proper
closed half-space in X . On the other hand, x �= PH(x)x = Tx and, since ∇f is
injective [8, Thm. 5.10], ∇f(x) �= ∇f(Tx). Consequently, H(x, Tx) is also a proper
closed half-space in X . Since Tx ∈ H(x) ∩ bdryH(x, Tx) and H(x) ⊂ H(x, Tx), we
conclude H(x) = H(x, Tx). (vi) It follows successively from (iii), (3.32), and (v) that
FixT =

⋂
i∈I FixTi ⊂ H(x) = H(x, Tx). In view of (i), the proof is complete.

4. Bregman monotonicity.

4.1. Properties. D-monotonicity was introduced in Definition 1.2. We first
collect some elementary properties.

Proposition 4.1. Let (xn)n∈N be a sequence in X which is D-monotone with
respect to a set S ⊂ X . Then the following hold:

(i) (∀x ∈ S ∩ dom f)
(
D(x, xn)

)
n∈N

converges.

(ii) (∀n ∈ N) DS(xn+1) ≤ DS(xn).
(iii)

(
DS(xn)

)
n∈N

converges.

(iv) (∀(x, x′) ∈ (S ∩ dom f)2)
( 〈x− x′,∇f(xn)〉

)
n∈N

converges.



BREGMAN MONOTONE OPTIMIZATION ALGORITHMS 615

(v) (xn)n∈N is bounded if, for some z ∈ S ∩ dom f , the set lev≤D(z,x0) D(z, ·) is
bounded. This is true in particular if S ∩ int dom f �= Ø, X is reflexive, and
one of the following properties is satisfied:
(a) f is supercoercive;
(b) dimX < +∞ and dom f∗ is open.

Proof. (i) and (ii) are immediate consequences of Definition 1.2, and (iii) fol-
lows from (ii). (iv) Take x and x′ in S ∩ dom f . By (i), the sequences

(
f(xn) +

〈x− xn,∇f(xn)〉
)
n∈N

and
(
f(xn)+〈x′ − xn,∇f(xn)〉

)
n∈N

converge and so does their

difference
( 〈x− x′,∇f(xn)〉

)
n∈N

. (v) By definition, for every x ∈ S∩dom f , (xn)n∈N

lies in lev≤D(z,x0) D(z, ·). The second assertion follows from [8, Lemma 7.3(viii)
and (ix)], which asserts that D(z, ·) is coercive under the stated assumptions if
z ∈ int dom f .

The following example shows that the conclusion of Proposition 4.1(v) may hold
even though the properties (a) and (b) are not satisfied.

Example 4.2. Let X = ,2(N) and define

f : X → ]−∞,+∞] : x = (ξk)k∈N �→
{∑

k∈N
ξk − ln(1 + ξk) if (∀k ∈ N) ξk > −1,

+∞ otherwise.

(4.1)

Then f is Legendre and dom f is open. Moreover, lev≤η D(0, ·) is bounded for η > 0
sufficiently small.

Proof. We only sketch the arguments, as the example is not utilized elsewhere.
Observe that f is separable: (∀x ∈ X ) f(x) =

∑
k∈N

h(ξk), where

(∀ξ ∈ R) h(ξ) =

{
ξ − ln(1 + ξ) if ξ > −1,

+∞ otherwise.
(4.2)

Using calculus, one verifies that dom f =
{
x ∈ X | (∀k ∈ N) ξk > −1

}
, which is

open. Also, f is Gâteaux-differentiable on its domain with ∇f(x) =
(
ξk/(1+ξk)

)
k∈N

.

Hence f is essentially smooth. Now (∀x ∈ X ) f∗(x) = f(−x). Thus f∗ is essentially
smooth as well. By [8, Thm. 5.4], f is essentially strictly convex. Altogether, f
is Legendre. Let α = ln(2) − 1/2. A careful analysis of the Bregman distance Dh
associated with h reveals that Dh(0, ξ) < α ⇒ |ξ| < 1 ⇒ Dh(0, ξ) ≥ α|ξ|2. (In
passing, we point out that Dh(0, ·) is convex precisely on ]−1,+1[.) Fix η ∈ [0, α[ and
x ∈ X such that D(0, x) ≤ η. Then (∀k ∈ N) Dh(0, ξk) ≥ α|ξk|2. Summing yields
η ≥ D(0, x) ≥ α‖x‖2, whence x ∈ B(0;

√
η/α).

The next two assumptions will be quite helpful in the analysis of the convergence
of D-monotone sequences.

Condition 4.3. Given S ⊂ X , for every bounded sequence (xn)n∈N in int dom f ,
one has 


x ∈ W(xn)n∈N ∩ S,
x′ ∈ W(xn)n∈N ∩ S,
(xn)n∈N is D-monotone with respect to S

⇒ x = x′.(4.3)

Condition 4.4. For all bounded sequences (xn)n∈N and (yn)n∈N in int dom f ,
one has

D(xn, yn)→ 0 ⇒ xn − yn → 0.(4.4)
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These two assumptions cover familiar situations, as the following examples show.

Example 4.5. Suppose that S is a subset of X such that S∩dom f is a singleton.
Then Condition 4.3 is satisfied.

Proof. Take (xn)n∈N in int dom f . Then W(xn)n∈N ⊂ dom f and, therefore,
W(xn)n∈N ∩ S is at most a singleton.

Example 4.6. Suppose that S ⊂ int dom f is convex, f |S is strictly convex, and
∇f is sequentially weak-to-weak∗ continuous at every point in S. Then Condition 4.3
is satisfied.

Proof. Let (xn)n∈N be a bounded sequence which is D-monotone with respect to

S. Then xkn ⇀ x ∈ S and xln ⇀ x′ ∈ S imply ∇f(xkn) ∗
⇀ ∇f(x) and ∇f(xln) ∗

⇀
∇f(x′). Proposition 4.1(iv) therefore forces 〈x− x′,∇f(x)〉 = 〈x− x′,∇f(x′)〉; hence
〈x− x′,∇f(x)−∇f(x′)〉 = 0. Since ∇f is strictly monotone on S, we get x =
x′.

Our next example requires the following lemma.

Lemma 4.7. Suppose that ε ∈ ]0,+∞[, x ∈ dom f , and y ∈ int dom f . Then
there exists z ∈ int dom f such that ‖x− z‖ ≤ ε and |D(x, y)−D(z, y)| ≤ ε.

Proof. Put (∀α ∈ [0, 1[) xα = (1 − α)y + αx. Then (xα)α∈[0,1[ lies in int dom f ,
limα↑1− xα = x and, by (3.6), limα↑1− D(xα, y) = D(x, y). Thus, for α sufficiently
close to 1, we can take z = xα.

We now recall the notion of a Bregman/Legendre function in R
N , which covers

numerous functions of importance in convex optimization [7]. This notion will allow
us to describe a finite-dimensional setting in which Condition 4.3 holds.

Definition 4.8. Suppose that X = R
N and f is Legendre. Then f is Bregman/

Legendre, if each of the following conditions is satisfied:

(i) dom f∗ is open.
(ii) (∀x ∈ dom f � int dom f) D(x, ·) is coercive.

(iii)



x ∈ dom f � int dom f,

(yn)n∈N in int dom f,

yn → y ∈ bdry dom f,(
D(x, yn)

)
n∈N

bounded

⇒ D(y, yn)→ 0.

(iv)




(xn)n∈N in int dom f,

(yn)n∈N in int dom f,

xn → x ∈ dom f � int dom f,

yn → y ∈ dom f � int dom f,

D(xn, yn)→ 0

⇒ x = y.

Example 4.9. Suppose that X = R
N , f is Bregman/Legendre, and S is a subset

of X such that S ∩ dom f �= Ø. Then Condition 4.3 is satisfied.

Proof. Let us start with two useful facts, namely



x ∈ dom f,

(yn)n∈N in int dom f,

yn → y,(
D(x, yn)

)
n∈N

bounded

⇒
{
D(y, yn)→ 0,

y ∈ dom f
(4.5)
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and 

x ∈ dom f,

(yn)n∈N in int dom f,

yn → y ∈ dom f,

D(x, yn)→ 0

⇒ x = y.(4.6)

If x ∈ int dom f , (4.5) follows from [7, Thm. 3.8(ii)]. On the other hand, if x ∈
dom f � int dom f , (4.5) follows from [7, Prop. 3.3] if y ∈ int dom f and from [7,
Def. 5.2.BL2] if y ∈ bdry dom f . We now turn to (4.6). If x or y belongs to int dom f ,
it suffices to apply [7, Thm. 3.9(iii)]. Otherwise, {x, y} ⊂ dom f � int dom f and
Lemma 4.7 ensures that, for every n ≥ 1, we can find a point xn ∈ int dom f such
that ‖x− xn‖ ≤ 1/n and |D(x, yn)−D(xn, yn)| ≤ 1/n. Therefore, xn → x and, since
D(x, yn) → 0 by assumption, D(xn, yn) → 0. It then follows from [7, Def. 5.2.BL3]
that x = y. Now let (xn)n∈N be a bounded sequence which is D-monotone with
respect to S and let z ∈ S∩dom f . Suppose xkn → x ∈ S and xln → x′ ∈ S. Since by
D-monotonicity the sequences

(
D(z, xkn)

)
n∈N

and
(
D(z, xln)

)
n∈N

are bounded, (4.5)

yields D(x, xkn) → 0, D(x′, xln) → 0, and {x, x′} ⊂ S ∩ dom f . However, it follows
from Proposition 4.1(i) that D(x, xkn) → 0 ⇒ D(x, xn) → 0 ⇒ D(x, xln) → 0. In
view of (4.6), we conclude x = x′, as required.

Following [25], we say that f is uniformly convex on bounded sets if, for every
bounded set B ⊂ X , one has

(∀t ∈ ]0,+∞[) inf µ
(
B ∩ dom f, t

)
> 0,(4.7)

where

µ : dom f × [0,+∞[→ [0,+∞] : (x, t) �→ inf
‖x−y‖=t
y∈dom f

f(x) + f(y)

2
− f

(
x+ y

2

)
.(4.8)

Examples of such functions are given in [84].
The next result gives sufficient conditions for Condition 4.4 to hold. (See also [22]

and [82] for item (ii).)
Example 4.10. Condition 4.4 is satisfied whenever one of the following is true:
(i) f is uniformly convex on bounded sets.
(ii) X = R

N , dom f is closed, and f |dom f is strictly convex and continuous.
(iii) X = R and f |dom f is strictly convex.
Proof. (i) is a direct consequence of [25, Prop. 4.2]. (ii) and (iii) are special cases

of (i) by [85, Prop. 3.6.6(i)].
In passing, we note that it follows from [85, Thm. 3.5.13] that item (i) of Exam-

ple 4.10 forces the underlying space X to be reflexive.
The above assumptions lead to remarkably simple weak and strong convergence

criteria for D-monotone sequences. In the case when X is Hilbertian and f = ‖ · ‖2/2,
Conditions 4.3 and 4.4 are satisfied and these criteria can essentially be found in [53]
(see also [6] and [40]). Recall (see section 2) that S denotes the set of strong cluster
points of a sequence.

Theorem 4.11. Let (xn)n∈N be a bounded sequence in X which is D-monotone
with respect to a set S ⊂ X . Suppose that X is reflexive and Condition 4.3 is satisfied.
Then

(i) (xn)n∈N converges weakly to a point in S∩dom f if and only if W(xn)n∈N ⊂ S;
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(ii) supposing that xn ⇀ x ∈ S ∩ int dom f and Condition 4.4 is satisfied, then
xn → x if and only if S(xn)n∈N �= Ø.

Proof. (i) Necessity is clear. To prove sufficiency, suppose that W(xn)n∈N ⊂ S
and take x and x′ in W(xn)n∈N, say xkn ⇀ x and xln ⇀ x′. Then x and x′ lie in
S and (4.3) forces x = x′. Since X is reflexive and (xn)n∈N is bounded, we conclude
xn ⇀ x. Furthermore, since dom f  xn ⇀ x and dom f is weakly closed, x ∈ dom f .
(ii) Necessity is clear. To prove sufficiency, suppose that Condition 4.4 is satisfied,
x ∈ S ∩ int dom f , and S(xn)n∈N �= Ø, i.e., some subsequence (xkn)n∈N converges
strongly. Since xn ⇀ x, we must have xkn → x. In turn, [8, Lemma 7.3(x)] yields
D(x, xkn) → 0 and it follows from Proposition 4.1(i) that D(x, xn) → 0. In view of
(4.4), we conclude xn → x.

4.2. Construction.
Algorithm 4.12. Starting with x0 ∈ int dom f , at every iteration n ∈ N, select

first Tn ∈ B and then xn+1 ∈ Tnxn.
Proposition 4.13. Let (xn)n∈N be an arbitrary orbit of Algorithm 4.12. Suppose

that ⋂
n∈N

FixTn �= Ø, S ⊂
⋂
n∈N

FixTn, and S ∩ dom f �= Ø.(4.9)

Then
(i) if f |int dom f is strictly convex, (xn)n∈N is D-monotone with respect to S;
(ii)

∑
n∈N

D(xn+1, xn) < +∞.
Proof. (i) Proposition 3.3(viii) yields (∀n ∈ N)(∀y ∈ FixTn) D(y, xn+1) ≤

D(y, xn). (ii) Fix y ∈ ⋂
n∈N

FixTn. Then Proposition 3.3(i) yields the stronger
statement

(∀n ∈ N) D(y, xn+1) ≤ D(y, xn)−D(xn+1, xn).(4.10)

Therefore
∑
n∈N

D(xn+1, xn) ≤ D(y, x0).
Theorem 4.14. Let (xn)n∈N be an arbitrary bounded orbit of Algorithm 4.12.

Suppose that X is reflexive, that f |int dom f is strictly convex, and that (4.9) is satisfied.
Suppose in addition that Condition 4.3 is satisfied and that∑

n∈N

D(xn+1, xn) < +∞ ⇒ W(xn)n∈N ⊂ S.(4.11)

Then
(i) (xn)n∈N converges weakly to a point x ∈ S;
(ii) the convergence is strong in (i) if x ∈ int dom f , Condition 4.4 is satisfied,

and ∑
n∈N

D(xn+1, xn) < +∞ ⇒ S(xn)n∈N �= Ø.(4.12)

Proof. Combine Theorem 4.11 and Proposition 4.13.

5. Parallel block-iterative D-monotone algorithm.

5.1. Objective. For the remainder of this paper, we assume that

X is reflexive and f is Legendre,

(Si)i∈I is a countable family of closed convex subsets of X ,
(int dom f) ∩⋂i∈I Si �= Ø,

S = dom f ∩⋂i∈I Si.
(5.1)
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The purpose of this section is to develop a relaxed, parallel, block-iterative algorithm
to solve the convex feasibility problem

Find x ∈ S.(5.2)

5.2. Algorithm.
Algorithm 5.1. Starting with x0 ∈ int dom f , take at every iteration n
➀ a nonempty finite index set In ⊂ I,
➁ operators (Ti,n)i∈In in B such that (∀i ∈ In) Si ∩ int dom f ⊂ FixTi,n,

➂ points (ui,n)i∈In ∈×i∈InTi,nxn,
➃ weights (ωi,n)i∈In in [0, 1] such that

∑
i∈In ωi,n = 1,

➄ a relaxation parameter λn ∈ ]0, 1]
and put

➅ x∗n = ∇f(xn)−
∑
i∈In ωi,n∇f(ui,n),

➆

ηn =

〈
xn,∇f(xn)−

∑
i∈In

ωi,n∇f(ui,n)
〉
−λn

∑
i∈In

ωi,n 〈ui,n − xn,∇f(ui,n)−∇f(xn)〉 ,

➇ Hn =
{
y ∈ X | 〈y, x∗n〉 ≤ ηn

}
.

Then set xn+1 = PHnxn.
We now motivate this algorithm geometrically. At iteration n, xn is given and

a finite block of indices In is retained. Set I+
n =

{
i ∈ In | ωi,n > 0

}
. Then, using

Lemma 3.2 for the first and last equality, step ➁ for the third inclusion, and (3.32)
for the fourth inclusion,

S = (int dom f) ∩
⋂
i∈I

Si ⊂ (int dom f) ∩
⋂
i∈In

Si ⊂ (int dom f) ∩
⋂
i∈I+n

Si

⊂
⋂
i∈I+n

FixTi,n ⊂ (int dom f) ∩Hn = dom f ∩Hn ⊂ Hn.

(5.3)

Thus, Hn acts as an outer approximation to the intersection of the block of constraint
sets (dom f ∩ Si)i∈In and, therefore, to S. More precisely, the block constraint y ∈
dom f ∩ ⋂i∈In Si is replaced by the surrogate affine constraint 〈y, x∗n〉 ≤ ηn. The
update xn+1 is then the D-projection of xn onto Hn, i.e., the D-closest point to xn
which satisfies the surrogate constraint. (xn+1 is well defined by virtue of (5.1) and
Corollary 3.35(i).) Naturally, such a point is considerably simpler to find than a point
in dom f ∩⋂i∈In Si. In spirit, this type of surrogate constraint construction can be
found—explicitly or implicitly—in several places in the literature, although not in the
context of Bregman distances. (See, for instance, [39, 60] and the references therein.)

The parallel nature of the algorithm stems from the fact that the points (ui,n)i∈In
at step ➂ can be computed independently on concurrent processors. In addition, the
algorithm has the ability to process variable blocks of constraints, which makes it
possible to match closely the computational load of each iteration to the parallel
processing architecture at hand. A discussion on the importance of block-processing
for task scheduling on parallel architectures can be found in [33].

To shed more light on Algorithm 5.1, we first consider the case when X is Hilber-
tian and f = ‖ · ‖2/2. Then, steps ➅ and ➆ become{

x∗n = xn −
∑
i∈In ωi,nui,n,

ηn =
〈
xn, xn −

∑
i∈In ωi,nui,n

〉− λn
∑
i∈In ωi,n‖ui,n − xn‖2.

(5.4)
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Furthermore, the updating step is explicitly given as

xn+1 = PHnxn = xn +
ηn − 〈xn, x∗n〉

‖x∗n‖2
x∗n = xn + λnLn

(∑
i∈In

ωi,n(ui,n − xn)

)
,(5.5)

where

Ln =



∑
i∈In ωi,n‖ui,n − xn‖2

‖∑i∈In ωi,n(ui,n − xn)‖2 if xn /∈
⋂
i∈In Si,

1 otherwise.

(5.6)

This is essentially the algorithm proposed in [41, section 6] (in this setting, the range
of λn can be extended to ]0, 2[), which itself contains those of [5, 6, 35, 37, 38, 60, 69]
as special cases. In particular, if I is finite, In ≡ I, ωi,n = ωi, and ui,n = Pixn,
where Pi is the metric projector onto Si, then (5.5)–(5.6) reduces to Pierra’s classic
extrapolated parallel projection method [72], which in turn can be traced back to Mer-
zlyakov’s method [63] for solving systems of linear inequalities in R

N . Since Ln ≥ 1
in (5.6), large extrapolations are possible in this algorithm by selecting λn ≈ 1. It is
known that these extrapolations yield significantly accelerated convergence in numer-
ical experiments [36, 37, 50, 72] in comparison with purely averaged iterations, i.e.,

xn+1 =
∑
i∈In

ωi,nui,n,(5.7)

which can be derived from (5.5) by setting λn = 1/Ln.
Returning to the standing assumptions, let us now consider the parallel block-

iterative update rule

∇f(xn+1) =
∑
i∈In

ωi,n∇f(ui,n).(5.8)

This alternative method for solving (5.2) was recently proposed by Censor and Herman
in [29] (see also [31]) for the special case when X = R

N , I is finite, and ui,n is the
D-projection of xn onto Si. If we assume that X is a Hilbert space and f = ‖ · ‖2/2,
then (5.8) reduces to (5.7) which, as noted above, is itself a special case of (5.5)–(5.6),
hence of Algorithm 5.1. In general, however, we do not know whether (5.8) is always
a particularization of Algorithm 5.1.

We now turn to Butnariu and Iusem’s algorithmic framework [24] for solving
(5.2). (In fact, they study the so-called stochastic convex feasibility problem, which is
similar to (5.2) but allows for an uncountable index set I. Their framework requires
measure theory for a precise formulation and their assumptions on the underlying
function f are different from the ones made here. The reader is referred to [24] for
further details.) Let (Ri)i∈I be a family of totally nonexpansive operators in the sense
of [24]. (See also the paragraph following Definition 3.1.) Specialized to the case when
I is finite, the update step in this algorithm is

xn+1 =
∑
i∈I

ωiRixn.(5.9)

This resembles (5.8), except for notably absent gradients on both sides of the equa-
tion and for weights that do not depend on n. (If the Ri’s are D-projectors, then
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(5.9) can also be interpreted as a sequential algorithm in the product space XI ; see
[11].) Note that if X is a Hilbert space and f = ‖ · ‖2/2, then (5.9) once again cor-
responds to a parallel Cimmino-type algorithm, which is genuinely more restrictive
than Algorithm 5.1 for this set-up.

While a detailed numerical and theoretical comparison of these algorithms lies
beyond the scope of this paper, we remark that preliminary experiments suggest
that Algorithm 5.1 is more flexible and faster than the one given by (5.8) and that
Algorithm 5.1 is genuinely different from the method given by (5.9).

5.3. Convergence. The following notions were introduced in [6, Def. 3.7] and
[41, Def. 6.5], respectively, to study the asymptotic behavior of Fejér monotone al-
gorithms in Hilbert spaces. The former can be interpreted as an extension of the
notion of demiclosedness at 0 [68] and the latter as an extension of the notion of
demicompactness at 0 [70].

Definition 5.2. Algorithm 5.1 is
• focusing if for every bounded suborbit (xkn)n∈N it generates and every index
i ∈ I, 


i ∈ ⋂n∈N

Ikn ,

xkn ⇀ x,

ui,kn − xkn → 0

⇒ x ∈ Si;(5.10)

• demicompactly regular if there exists i ∈ I, called an index of demicompact
regularity, such that for every bounded suborbit (xkn)n∈N it generates,{

i ∈ ⋂n∈N
Ikn ,

ui,kn − xkn → 0
⇒ S(xkn)n∈N �= Ø.(5.11)

We now describe the context in which the convergence of Algorithm 5.1 will be
investigated.

Condition 5.3.
(i) For some z ∈ dom f ∩⋂i∈I Si, C = lev≤D(z,x0) D(z, ·) is bounded.
(ii) For all sequences (un)n∈N and (vn)n∈N in C such that (∀n ∈ N) un �= vn, one

has

〈un − vn,∇f(un)−∇f(vn)〉
‖∇f(un)−∇f(vn)‖ → 0 ⇒ ∇f(un)−∇f(vn)→ 0.(5.12)

Condition 5.4.
(i) (∃ δ1 ∈ ]0, 1[)(∀n ∈ N)(∃ j ∈ In)

‖∇f(uj,n)−∇f(xn)‖ = max
i∈In

‖∇f(ui,n)−∇f(xn)‖ and ωj,n ≥ δ1.

(ii) (∃ δ2 ∈ ]0, 1[)(∀n ∈ N) λn ≥ δ2.

(iii) (∀i ∈ I)(∃Mi ∈ N � {0})(∀n ∈ N) i ∈ ⋃n+Mi−1
k=n Ik.

As will be seen subsequently, the above set of assumptions defines a broad frame-
work which covers numerous practical situations. Note that, by virtue of (5.1), the
quotient in (5.12) is well defined since ∇f is injective on int dom f [8, Thm. 5.10].
Situations in which Condition 5.3(ii) is satisfied are detailed below. Note also that
Condition 5.4(iii) imposes that every index i be activated at least once within any
Mi consecutive iterations. This control rule, which has already been used in metric
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projection algorithms in Hilbert spaces [35, 37, 38, 60], provides great flexibility in
the management of the constraints and the implementation of the algorithm. Con-
dition 5.4(i) provides added flexibility by offering the possibility of setting ωi,n = 0
if the corresponding step size ‖∇f(ui,n) − ∇f(xn)‖ is not maximal. It is thereby
possible to meet the control condition Condition 5.4(iii) without actually using the
ith constraint in the construction of xn+1.

Recall that an operator T from a Banach space Y to its dual Y∗ is said to be
uniformly monotone on U ⊂ domT with modulus c if [86, section 25.3]

(∀x ∈ U)(∀y ∈ U) 〈x− y, Tx− Ty〉 ≥ ‖x− y‖ · c(‖x− y‖),(5.13)

where c : [0,+∞[ → [0,+∞[ is a strictly increasing function such that c(0) = 0. In
particular, T is said to be strongly monotone on U with constant α ∈ ]0,+∞[ if it is
uniformly monotone on U with modulus c : t �→ αt.

Proposition 5.5. Let z and C be as in Condition 5.3(i). Then Condition 5.3(ii)
is satisfied in each of the following cases:

(i) ∇f∗ is uniformly monotone on ∇f(C).
(ii) ∇f is Lipschitz-continuous on dom f = X .
(iii) X = R

N and C ⊂ int dom f .
(iv) X = R

N and z ∈ int dom f .
Proof. Let (un)n∈N and (vn)n∈N be two sequences in C such that (∀n ∈ N)

un �= vn. (i) Let c be the modulus of uniform monotonicity of ∇f∗ on ∇f(C).
Since ∇f is a bijection from int dom f to int dom f∗ with inverse ∇f∗ [8, Thm. 5.10]
and since C ⊂ int dom f , we have (∀u ∈ C)(∀v ∈ C) 〈u− v,∇f(u)−∇f(v)〉 ≥
‖∇f(u) − ∇f(v)‖ · c (‖∇f(u) − ∇f(v)‖). Hence, since c is strictly increasing and
c(0) = 0,

〈un − vn,∇f(un)−∇f(vn)〉
‖∇f(un)−∇f(vn)‖ → 0 ⇒ c

(‖∇f(un)−∇f(vn)‖)→ 0

⇒ ∇f(un)−∇f(vn)→ 0.

(5.14)

(ii) ⇒ (i) If ∇f is κ-Lipschitz-continuous on X , then it follows from the Baillon–
Haddad theorem [4, Cor. 10] that (∀x ∈ X )(∀y ∈ X ) 〈x− y,∇f(x)−∇f(y)〉 ≥
‖∇f(x)−∇f(y)‖2/κ, i.e., ∇f∗ is strongly monotone with constant 1/κ. Consequently,
∇f∗ is uniformly monotone on ∇f(C). (iii) Suppose

〈un − vn,∇f(un)−∇f(vn)〉
‖∇f(un)−∇f(vn)‖ → 0 and ∇f(un)−∇f(vn) �→ 0.(5.15)

Then there exists a strictly increasing sequence (kn)n∈N in N and ε ∈ ]0,+∞[ such
that infn∈N ‖∇f(ukn) − ∇f(vkn)‖ ≥ ε. Since (ukn)n∈N lies in C, it is bounded and
therefore possesses a convergent subsequence, say ukln → u. As (vkln )n∈N is also
bounded, we can assume (passing to a subsequence if necessary) that it converges,
say vkln → v. Since {u, v} ⊂ C ⊂ int dom f and ∇f is continuous at every point in
int dom f by [77, Thm. 25.5], taking the limit yields ‖∇f(u) − ∇f(v)‖ ≥ ε and, by
injectivity of ∇f on int dom f [8, Thm. 5.10], u �= v. On the other hand, (5.15) yields〈

ukln − vkln ,∇f(ukln )−∇f(vkln )
〉

‖∇f(ukln )−∇f(vkln )‖
→ 0,(5.16)
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and, since ‖∇f(u) − ∇f(v)‖ �= 0, taking the limit yields 〈u− v,∇f(u)−∇f(v)〉 =
0. However, f |int dom f is strictly convex and therefore ∇f is strictly monotone on
int dom f ⊃ {u, v}. This forces u = v and we reach a contradiction. (iv) In view of
(iii), it is enough to show that C ⊂ int dom f . If the inclusion does not hold, then we
can find y ∈ bdry dom f and (yn)n∈N in C such that yn → y. Thus supn∈N

D(z, yn) ≤
D(z, x0) < +∞, and, at the same time, since f is essentially smooth, [7, Thm. 3.8(i)]
yields D(z, yn)→ +∞, which is absurd.

Remark 5.6. A careful analysis of [85, Corollary 3.4.4“(iii)⇔(iv)”], [85, Proposi-
tion 3.5.1], and [85, Proposition 3.6.2] shows that Proposition 5.5(i) holds as soon as
∇f is Lipschitz on bounded sets. In turn, this condition is satisfied in Lp spaces for
f = ‖ · ‖sp, where {p, s} ⊂ [2,+∞[. (The proof relies on the case when s = 2; see also
Example 5.11 below.)

Examples of Legendre functions f which satisfy Conditions 4.3, 4.4, and 5.3(i)–
(ii) will be supplied in section 5.4. Our main convergence result can now be stated
and proved.

Theorem 5.7. Suppose that Conditions 4.3, 4.4, 5.3, and 5.4 are satisfied, and
let (xn)n∈N be an arbitrary orbit of Algorithm 5.1. Then, for every n ∈ N, xn and
(ui,n)i∈In lie in the bounded set C. If, in addition, Algorithm 5.1 is focusing, then the
following statements hold true:

(i) (xn)n∈N converges weakly to a point x ∈ S.
(ii) If the weak limit x from (i) belongs to int dom f and the algorithm is demi-

compactly regular, then (xn)n∈N converges strongly.

Proof . For every n ∈ N, set Tn = PHn and I+
n =

{
i ∈ In | ωi,n > 0

}
. Since

x0 ∈ int dom f and, by Proposition 3.39(vi), Tn ∈ B, we recognize that

Algorithm 5.1 is a special case of Algorithm 4.12.(5.17)

Our goal is to apply Theorem 4.14 and we must start by verifying (4.9). First,
considering (5.1), Algorithm 5.1➁ , and Proposition 3.39(iii), we obtain

(∀n ∈ N) Ø �= (int dom f) ∩
⋂
i∈I

Si ⊂
⋂
i∈I+n

(Si ∩ int dom f) ⊂
⋂
i∈I+n

FixTi,n = FixTn.

(5.18)

Hence
⋂
n∈N

FixTn �= Ø. In addition, (5.1), Lemma 3.2, and (5.18) yield

(∀n ∈ N) S = dom f ∩
⋂
i∈I

Si ⊂ FixTn.(5.19)

Consequently, S ⊂ ⋂n∈N
FixTn. Next, we derive from (5.1) that

Ø �= (int dom f) ∩
⋂
i∈I

Si ⊂ dom f ∩ dom f ∩
⋂
i∈I

Si = dom f ∩ S.(5.20)

Thus, (4.9) holds. Now, let z and C be as in Condition 5.3(i). It follows from (5.17)
and Proposition 4.13(i) that the sequences (xn)n∈N and (Tnxn)n∈N are contained in C,
which is bounded. In order to verify (4.11), some key facts must be established. Let us
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temporarily fix n ∈ N. The first fact is supplied by the inclusion xn+1 = PHnxn ∈ Hn,
which yields

‖xn+1 − xn‖ ≥ dHn(xn).(5.21)

Next, it follows from Condition 5.3(i), (5.1), Lemma 3.2, and Algorithm 5.1➁ that

(∀i ∈ In) z ∈ Si ∩ dom f = Si ∩ int dom f ⊂ FixTi,n.(5.22)

Hence, for every i ∈ In, Algorithm 5.1➂ and Proposition 3.3(viii) yield D(z, ui,n) ≤
D(z, xn)−D(ui,n, xn) ≤ D(z, xn). Therefore,

(∀i ∈ In) ui,n ∈ C.(5.23)

Now, per Condition 5.4(ii), pick jn ∈ In such that

‖∇f(ujn,n)−∇f(xn)‖ = max
i∈In

‖∇f(ui,n)−∇f(xn)‖ and ωjn,n ≥ δ1.(5.24)

We claim that



xn ∈

⋂
i∈I+n FixTi,n ⇔ ujn,n = xn ⇔ ‖∇f(ujn,n)−∇f(xn)‖ = 0,

xn /∈
⋂
i∈I+n FixTi,n ⇒ dHn(xn) ≥ δ1δ2

〈ujn,n − xn,∇f(ujn,n)−∇f(xn)〉
‖∇f(ujn,n)−∇f(xn)‖

.

(5.25)

On the one hand, using Proposition 3.3(vi) and the injectivity of ∇f on int dom f
[8, Thm. 5.10], since (5.24) forces jn ∈ I+

n , we get xn ∈
⋂
i∈I+n FixTi,n ⇔ (∀i ∈ I+

n )
ui,n = xn ⇒ ujn,n = xn ⇒ ‖∇f(ujn,n) − ∇f(xn)‖ = 0 ⇒ (∀i ∈ In) ‖∇f(ui,n) −
∇f(xn)‖ = 0 ⇔ (∀i ∈ In) ui,n = xn ⇒ (∀i ∈ I+

n ) ui,n = xn. On the other hand, if
xn /∈ ⋂i∈I+n FixTi,n, then Proposition 3.39(ii) asserts that xn /∈ Hn and x∗n �= 0, so
that

dHn(xn) =
〈xn, x∗n〉 − ηn

‖x∗n‖
(5.26)

= λn

∑
i∈In ωi,n 〈ui,n − xn,∇f(ui,n)−∇f(xn)〉
‖∑i∈In ωi,n(∇f(ui,n)−∇f(xn))‖

≥ δ2

∑
i∈In ωi,n 〈ui,n − xn,∇f(ui,n)−∇f(xn)〉∑

i∈In ωi,n‖∇f(ui,n)−∇f(xn)‖
(5.27)

≥ δ1δ2
〈ujn,n − xn,∇f(ujn,n)−∇f(xn)〉

‖∇f(ujn,n)−∇f(xn)‖
,(5.28)

where (5.26) follows from [80, Lemma I.1.2] and (5.27) from Condition 5.4(ii). Al-
together, (5.25) is verified. The third key fact is derived from (5.23) and Proposi-
tion 2.3(i) as follows:

(∀i ∈ In) diam(C)‖∇f(ui,n)−∇f(xn)‖ ≥ 〈ui,n − xn,∇f(ui,n)−∇f(xn)〉
= D(ui,n, xn) +D(xn, ui,n)

≥ D(ui,n, xn).(5.29)



BREGMAN MONOTONE OPTIMIZATION ALGORITHMS 625

Let us now verify (4.11). To this end, let us fix i ∈ I and x ∈ W(xn)n∈N, say xkn ⇀ x.
Because x ∈ dom f , it is sufficient to show

D(xn+1, xn)→ 0 ⇒ x ∈ Si.(5.30)

Let Mi be as in Condition 5.4(iii). After passing to a subsequence of (xkn)n∈N if
necessary, we assume that, for every n ∈ N, kn+1 ≥ kn +Mi. This guarantees the
existence of a sequence (pn)n∈N in N such that

(∀n ∈ N) kn ≤ pn ≤ kn +Mi − 1 < kn+1 ≤ pn+1 and i ∈ Ipn .(5.31)

Now consider the subsequence (xpn)n∈N of (xn)n∈N. The triangle inequality yields

(∀n ∈ N) ‖xpn − xkn‖ ≤
kn+Mi−2∑
l=kn

‖xl+1 − xl‖ ≤ (Mi − 1) max
kn≤l≤kn+Mi−2

‖xl+1 − xl‖.

(5.32)

Now suppose D(xn+1, xn)→ 0. Then (4.4) yields

xn+1 − xn → 0(5.33)

and it follows from (5.21) that dHn(xn) → 0. Consequently, we derive from (5.25),
(5.23), and Condition 5.3(ii) that maxj∈In ‖∇f(uj,n)−∇f(xn)‖ → 0. In turn, (5.29)
implies that D(ui,pn , xpn)→ 0 and, invoking (4.4) again, we obtain

ui,pn − xpn → 0.(5.34)

We also derive from (5.32) and (5.33) that xpn − xkn → 0, whence xpn ⇀ x. How-
ever, since the algorithm is focusing, (5.10) yields x ∈ Si. Thus (5.30) holds and,
consequently, the following conclusions can be drawn:

(i) Theorem 4.14(i) asserts that (xn)n∈N converges weakly to x ∈ S.
(ii) Suppose that x ∈ int dom f , i ∈ I is an index of demicompact regularity, and

D(xn+1, xn) → 0. Then it results from (5.34) and (5.11) that (4.12) holds.
In view of Condition 4.4, the strong convergence claim therefore follows from
Theorem 4.14(ii).

5.4. When all the assumptions hold. In this subsection, we describe scenar-
ios in which all the assumptions required in Theorem 5.7 on f and on the constraint
sets (Si)i∈I are satisfied.

As a preamble to our first example, recall that if X is a Hilbert space, the Moreau–
Yosida regularization of a proper lower semicontinuous convex function ϕ : X →
]−∞,+∞] with parameter γ ∈ ]0,+∞[ is the finite continuous convex function

γϕ = ϕ�
(‖ · ‖2/(2γ)). Moreover, Moreau’s classic proximal operator associated

with ϕ and γ is given by Definition 3.16 for f = ‖ · ‖2/2 and will be denoted by
Proxϕγ . It follows from Proposition 3.21(v) that Proxϕγ is defined everywhere and,
from Proposition 3.22(ii)(d) and (c), that it is single-valued and firmly nonexpansive.
Moreover [67, Prop. 7.d],

∇ γϕ =
Id−Proxϕγ

γ
.(5.35)
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Example 5.8 (Moreau–Yosida regularization). Let X be a Hilbert space, set
w = ‖ · ‖2/2, and define f : X → R by

f = (1 + γ)w − 1ϕ,(5.36)

where ϕ : X → ]−∞,+∞] is a proper lower semicontinuous convex function and γ ∈
]0,+∞[. Then

D : (x, y) �→ γw(x− y) + w(x− Proxϕ1 y) + ϕ(Proxϕ1 y)

− (w(x− Proxϕ1 x) + ϕ(Proxϕ1 x)
)(5.37)

and Conditions 4.4 and 5.3 are satisfied. If Proxϕγ
1+γ

is affine or S is a singleton, then

Condition 4.3 is also satisfied.
Proof. The expression (5.37) is derived from (1.5) by simple algebra. Now set

ψ = w − 1ϕ. Then

ψ = w − inf
x∈domϕ

ϕ(x) + w(· − x) = sup
x∈domϕ

〈x, ·〉 − ϕ(x)− w(x) = (ϕ+ w)∗.(5.38)

Hence, ψ is a proper lower semicontinuous convex function as the conjugate of one
such function. Since ψ is convex, f = ψ+γw is strongly (hence uniformly) convex and,
in view of Example 4.10(i), Condition 4.4 is therefore satisfied. On the other hand,
(5.35) yields dom∇f = X and ∇f = Proxϕ1 +γ Id. Hence f is essentially smooth
by [8, Thm. 5.6]. Furthermore, since Proxϕ1 is firmly nonexpansive, it is 1-Lipschitz
and therefore ∇f is (1 + γ)-Lipschitz. Accordingly, Proposition 5.5(ii) asserts that
Condition 5.3(ii) is satisfied. Next, using standard Hilbertian convex calculus, we
obtain

f∗ =
(
ψ + γw

)∗
= ψ∗ � (w/γ) = (ϕ+ w)� (w/γ) = γ

(
ϕ+ w

)
=
(
γ/(1+γ)ϕ

)( · /(1 + γ)
)
+ w/(1 + γ).

(5.39)

It therefore follows from (5.35) that

dom∇f∗ = X and ∇f∗ =
Id−Proxϕγ/(1+γ)

( · /(1 + γ)
)

γ
.(5.40)

Consequently, f∗ is also essentially smooth and it follows from [8, Thm. 5.4] that f
is Legendre. Moreover, since X is a Hilbert space, it is reflexive. We also derive from
(5.40) that, since Id−Proxϕγ/(1+γ) is (firmly) nonexpansive, ∇f∗ is 1/γ-Lipschitz and,

thereby, maps bounded sets to bounded sets. It then follows from [8, Thm. 3.3] that
f is supercoercive, and Proposition 4.1(v)(a) asserts that Condition 5.3(i) is satisfied.
Finally, since ∇f is continuous, it will be weakly continuous when it is affine, i.e.,
when Proxϕγ/(1+γ) is. In turn, Example 4.6 implies that Condition 4.3 is satisfied. On

the other hand, if S is a singleton, the claim follows from Example 4.5.
If we let ϕ be the indicator function of a nonempty closed convex set in (5.36),

then we obtain the Legendre function studied in [8, Example 7.2]. Specializing even
further, we obtain the following examples.

Example 5.9 (distance). In the previous example, set ϕ = ιM , where M is
a closed affine subspace of X , and let PM be the metric projector onto M . Then
Conditions 4.3, 4.4, and 5.3 are satisfied, f = (1 + γ)w − d2

M

/
2, and D : (x, y) �→

γw(x− y) + w(x− PMy)− w(x− PMx).
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Example 5.10 (energy). In the previous example, set M = {0} and γ = 1.
Then f = ‖ · ‖2/2, ∇f = Id, D : (x, y) �→ ‖x− y‖2/2, and we recover the usual Fejér
monotonicity framework.

The next example shows that the function f = ‖ · ‖2/2 can also be used outside
Hilbert spaces.

Example 5.11 (Lp spaces). Let (Ω,F , µ) be a positive measure space and let p ∈
[2,+∞[. Let X = Lp(Ω,F , µ), equipped with its canonical norm, and set f = ‖ · ‖2/2.
Then Conditions 4.4 and 5.3 are satisfied. If S is a singleton, then Condition 4.3 is
also satisfied.

Proof. By [8, Example 6.5], f is Legendre and uniformly convex on closed balls.
Hence Condition 4.4 holds by Example 4.10(i). Since f is supercoercive, Condi-
tion 5.3(i) follows from [8, Lemma 7.3(viii)]. We now establish Condition 5.3(ii). As
p ∈ [2,+∞[, [45, Corollary V.1.2] implies that ρ‖·‖, the modulus of smoothness of X ,
is of power type 2. We thus obtain κ ∈ ]0,+∞[ so that (see [45, section IV.4])

(∀t ∈ [0,+∞[) ρ‖·‖(t) ≤ κt2.(5.41)

Recall that ∇f = J and define j(x) = J(x)/‖x‖ = ∇‖x‖ for all nonzero x ∈ X . Now
(5.41) and [45, Lemma IV.5.1] yield

(∀u ∈ SX )(∀v ∈ SX ) ‖j(u)− j(v)‖ ≤ κ‖u− v‖.(5.42)

Fix two nonzero points x and y in X and assume, without loss of generality, that
‖x‖ ≥ ‖y‖. Then, using the triangle inequality,∥∥∥∥ x

‖x‖ −
y

‖y‖
∥∥∥∥ =

∥∥∥∥
(

x

‖x‖ −
y

‖x‖
)

+
‖y‖ · y − ‖x‖ · y

‖x‖ · ‖y‖
∥∥∥∥ ≤ 2

‖x‖‖x− y‖.(5.43)

Thus

‖j(x)− j(y)‖ =

∥∥∥∥j
(

x

‖x‖
)
− j

(
y

‖y‖
)∥∥∥∥ ≤ κ ·

∥∥∥∥ x

‖x‖ −
y

‖y‖
∥∥∥∥ ≤ 2κ

‖x‖‖x− y‖,(5.44)

where we have used the definition of j for the equality, (5.42) for the first inequality,
and (5.43) for the second. Furthermore,

‖J(x)− J(y)‖ =
∥∥‖x‖ · j(x)− ‖y‖ · j(y)∥∥

=
∥∥(‖x‖ · j(x)− ‖x‖ · j(y))+ (‖x‖ · j(y)− ‖y‖ · j(y))∥∥

≤ ‖x‖ · ‖j(x)− j(y)‖+ ‖j(y)‖ · ∣∣‖x‖ − ‖y‖∣∣
≤ (2κ+ 1) · ‖x− y‖,

(5.45)

where the last inequality follows from (5.44) and the fact that ‖j(y)‖ = 1. Now (5.45)
implies that J = ∇f is Lipschitz-continuous on dom f = X , with constant 2κ + 1
(for x = 0 or y = 0, argue directly). We apply Proposition 5.5(ii) and conclude that
Condition 5.3(ii) is satisfied. Finally, if S is a singleton, we employ Example 4.5.

Guaranteeing Condition 4.3 requires some care.
Remark 5.12. As already discussed in Remark 5.6, Proposition 5.5(i) holds as

soon as ∇f is Lipschitz on bounded sets. Thus, the assertions of Example 5.11
remain true for f = ‖ · ‖s/s, where s ∈ [2,+∞[. The case when s = p is particularly
interesting because then ∇f becomes Jϕ, the duality mapping corresponding to the
weight ϕ : t �→ tp−1 (see [34]). If we specialize this further to the space ,p(N), then
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Jϕ is known to be sequentially weakly continuous (see [34, Prop. II.4.14]) and thus
Example 4.6 is applicable. To sum up,

let X = ,p(N) and f = ‖ · ‖p/p, for p ∈ [2,+∞[ ;
then Conditions 4.3, 4.4, and 5.3 are satisfied.

Additional examples can be generated in suitable product spaces such as ,p1(N) ×
,p2(N), equipped with the Euclidean product norm and with {p1, p2} ⊂ [2,+∞[, or in
certain spaces of power type 2. (See [45] for further information about such spaces.)

Example 5.13 (closed domain Bregman/Legendre functions). Let X = R
N and

let f be a Bregman/Legendre function with closed domain. Then Conditions 4.3, 4.4,
and 5.3 are satisfied.

Proof. Example 4.9 implies that Condition 4.3 holds. Condition 4.4 follows from
[7, Def. 5.2.BL3 and Thm. 3.9(iii)]. It remains to check items (i) and (ii) in Con-
dition 5.3: since D(z, ·) is coercive for every z ∈ dom f [7, Remark 5.3], (i) holds,
whereas (ii) follows from Proposition 5.5(iv).

The class of Bregman/Legendre functions (see Definition 4.8) is large enough to
contain many functions important in convex optimization and it is related to the
Bregman functions of [30, 33], which require closed domains. We refer the reader to
[7] for further information. The following example gives conditions that are easy to
verify in practice.

Example 5.14 (separable Bregman/Legendre functions). Let (ϕk)1≤k≤N : R →
]−∞,+∞] be a family of Legendre functions such that (domϕ∗

k)1≤k≤N are open. Let

X = R
N , and let f : (ξk)1≤k≤N �→ ∑N

k=1 ϕk(ξk). Then Conditions 4.3, 4.4, and 5.3
are satisfied.

Proof. By [7, Corollary 5.13], f is Bregman/Legendre. Mimicking the proof of
the previous example, we note that it remains to check Condition 4.4. For every
k ∈ {1, . . . ,m}, since ϕk|int dom ϕk is strictly convex by Legendreness and ϕk|domϕk

is continuous by (3.5), ϕk|domϕk is strictly convex. Hence, it follows from Exam-
ple 4.10(iii) that the Bregman distance Dk induced by ϕk on R satisfies Condition 4.4

and, in turn, so does D :
(
(ξk)1≤k≤N , (χk)1≤k≤N

) �→∑N
k=1Dk(ξk, χk).

Unlike the previous examples, the following example does not require that X be
finite-dimensional or that f have full domain.

Example 5.15. Let X be the Hilbert space ,2(N)× R and define

f : X → ]−∞,+∞] : (x, ξ) �→




1
2‖x‖2 + ξ ln(ξ)− ξ if ξ > 0,
1
2‖x‖2 if ξ = 0,

+∞ if ξ < 0.

(5.46)

Let (∀i ∈ I) Si = S = ,2(N) × [1,+∞[. Fix (z, ζ) ∈ S, η > 0, and set C =
lev≤η D

(
(z, ζ), ·). Then Conditions 4.3, 4.4, and 5.3 are satisfied.

Proof. Let g = f(·, 0) and h = f(0, ·). Hence, (∀(x, ξ) ∈ X ) f(x, ξ) = g(x)+h(ξ).
Note that g and h are Legendre, and so is f , with dom f = ,2(N) × [0,+∞[. Now,
let Dg and Dh be the Bregman distances induced by g on ,2(N) and h on R, re-
spectively. Take (y, χ) ∈ X with D

(
(z, ζ), (y, χ)

)
= Dg(z, y) + Dh(ζ, χ) ≤ η. In

particular, Dg(z, y) ≤ η and Dh(ζ, χ) ≤ η. Since Dg(z, ·) and Dh(ζ, ·) are coercive
by Proposition 4.1(v)(a) and (b), C is bounded. Condition 4.3 is a consequence of
Example 4.6. Since D : (x, ξ) �→ Dg(x) + Dh(ξ), Condition 4.4 is immediate by Ex-
amples 5.10 and 5.13. Applying [7, Thm. 3.8.(i)] to h and ζ ∈ int dom h, we obtain
ε ∈ ]0,+∞[ such that (∀(y, χ) ∈ C) χ ≥ ε. A straightforward computation shows
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that ∇f∗ is strongly monotone with constant min{1, ε}. Therefore, using Proposi-
tion 5.5(iv), Condition 5.3(ii) holds as well and the proof is complete.

5.5. Applications. A broad class of problems in convex optimization and non-
linear analysis are captured by the mixed convex feasibility problem

Find x ∈ dom f such that




(∀i ∈ I(1)) gi(x) ≤ 0,

(∀i ∈ I(2)) 0 ∈ Aix,
(∀i ∈ I(3)) ϕi(x) = inf ϕi(X ),

(∀i ∈ I(4)) Tix = x,

(5.47)

where (gi)i∈I(1) and (ϕi)i∈I(3) are families of proper lower semicontinuous convex
functions from X into ]−∞,+∞], (Ai)i∈I(2) is a family of maximal monotone operators
from X into 2X

∗
, and (Ti)i∈I(4) is a family of D-firm operators from X into X . Here,

I(1), I(2), I(3), and I(4) are pairwise disjoint, possibly empty, countable index sets
such that I =

⋃4
k=1 I

(k) �= Ø. Now let us define

(∀i ∈ I) Si =




lev≤0 gi if i ∈ I(1),

A−1
i 0 if i ∈ I(2),

Argminϕi if i ∈ I(3),

FixTi if i ∈ I(4).

(5.48)

Throughout this section, the following set of assumptions will be made.
Condition 5.16.
(i) Conditions 4.3, 4.4, 5.3, and 5.4 are satisfied.
(ii) For every i ∈ I(1), ∂gi(C) is bounded and dom f ⊂ dom gi.
(iii) For every i ∈ I(2), one of the following conditions holds:

(a) domAi ⊂ int dom f,
(b) Ai is 3∗-monotone.

(iv) For every i ∈ I(4), domTi = int dom f and Ti − Id is demiclosed at 0 in the
sense that for every sequence (yn)n∈N in domTi


yn ⇀ y,

(∀n ∈ N) un ∈ Tiyn,
un − yn → 0

⇒ y ∈ FixTi.(5.49)

Let us observe that the sets (Si)i∈I are closed and convex. For i ∈ I(1)∪I(2)∪I(3),
this follows from well-known facts; for i ∈ I(4), this follows from Condition 5.16(iv),
Propositions 3.5(ii), the essential strict convexity of f , and Proposition 3.3(v). Ac-
cordingly, (5.47) is a special case of the convex feasibility problem (5.2) and it can
therefore be solved by Algorithm 5.1.

Algorithm 5.17 (specific implementation of Algorithm 5.1). Fix (εi)i∈I(2) and
(εi)i∈I(3) in ]0,+∞[. Implement Algorithm 5.1➁ by choosing for every i ∈ In

Ti,n =



Qgi if i ∈ I(1) (see Definition 3.37),

Rγi,nAi , where γi,n ∈ [εi,+∞[ if i ∈ I(2) (see Definition 3.7),

proxϕiγi,n , where γi,n ∈ [εi,+∞[ if i ∈ I(3) (see Definition 3.16),

Ti if i ∈ I(4) (see Definition 3.4).

(5.50)

Thanks to Condition 5.16, (5.50) meets the requirements of Algorithm 5.1➁ since
in each case we have the following:
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• Ti,n ∈ B. This follows from Proposition 3.38(ii) if i ∈ I(1), from Corol-
lary 3.14(ii) and (iii) if i ∈ I(2) (since A−1

i 0 ∩ int dom f �= Ø, domAi ∩
int dom f �= Ø), from Corollary 3.25(i) if i ∈ I(3) (since ϕi is proper and
Argminϕi∩int dom f �= Ø, ϕi is bounded below and domϕi∩int dom f �= Ø),
and from Proposition 3.5(ii) if i ∈ I(4).

• Si∩int dom f ⊂ FixTi,n. (See Proposition 3.38(i), Proposition 3.8(iii), Propo-
sition 3.22(ii)(b), and Proposition 3.3(iv) and (vii), respectively.)

Theorem 5.18. Suppose that Condition 5.16 is in force and let (xn)n∈N be an
arbitrary orbit of Algorithm 5.17. Then (xn)n∈N converges weakly to a point x ∈ S.
The convergence is strong if x ∈ int dom f and any of the following assumptions is
added:

(i) For some i ∈ I(1) and some η ∈ ]0,+∞[, C ∩ lev≤η gi is relatively compact.
(ii) For some i ∈ I(2), C ∩ dom Ai is relatively compact.
(iii) For some i ∈ I(3), C ∩ dom ∂ϕi is relatively compact.
(iv) For some i ∈ I(4), Ti is demicompact at 0 in the sense that for every sequence

(yn)n∈N in domTi


(yn)n∈N bounded,

(∀n ∈ N) un ∈ Tiyn,
un − yn → 0

⇒ S(yn)n∈N �= Ø.(5.51)

Proof. As seen above, (5.47) is a special case of (5.2), whereas Algorithm 5.17
is a special case of Algorithm 5.1. Invoking Theorem 5.7, we shall prove that Al-
gorithm 5.17 is focusing to establish the weak convergence claim and then that it is
demicompactly regular to establish the strong convergence claim. It is recalled that
Theorem 5.7 asserts that (xn)n∈N and

(
(ui,n)i∈In

)
n∈N

lie in the bounded set C.

To show that Algorithm 5.17 is focusing, let us fix i ∈ I and a suborbit (xkn)n∈N

such that i ∈ ⋂n∈N
Ikn , xkn ⇀ x, and ui,kn −xkn → 0. According to (5.10), we must

show x ∈ Si. Four cases will be considered:
(1) i ∈ I(1). We must show gi(x) ≤ 0. In view of (5.50), for every n ∈ N, ui,kn is

the D-projection of xn onto Gi(xkn , x
∗
n) =

{
y ∈ X | 〈xkn − y, x∗n〉 ≥ gi(xkn)

}
for some x∗n ∈ ∂gi(xkn). Since ui,kn ∈ Gi(xkn , x∗n), we have

‖ui,kn − xkn‖ ≥ dGi(xkn ,x∗n)(xkn) =

{
g+
i (xkn)/‖x∗n‖ if x∗n �= 0,

0 otherwise,
(5.52)

where g+
i = max{0, gi} and the last equality follows from [80, Lemma I.1.2].

Since (xkn)n∈N lies in C, (x∗n)n∈N is bounded by Condition 5.16(ii). There-
fore, ui,kn − xkn → 0 implies g+

i (xkn) → 0. However, as g+
i is convex and

lower semicontinuous, it is weak lower semicontinuous and thus g+
i (x) ≤

lim g+
i (xkn) = 0. We conclude gi(x) ≤ 0.

(2) i ∈ I(2). We must show (x, 0) ∈ grAi. For every n ∈ N, (5.50) yields
ui,kn ∈ (∇f + γi,knAi)

−1
(∇f(xkn)) and we define

u∗n =
∇f(xkn)−∇f(ui,kn)

γi,kn
.(5.53)

Therefore
(
(ui,kn , u

∗
n)
)
n∈N

lies in grAi and ui,kn − xkn → 0 ⇒ ui,kn ⇀ x. If

for all n sufficiently large we have xkn = ui,kn , then by Proposition 3.8(iii) the
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tail of (xkn)n∈N is in the weakly closed set A−1
i 0 and therefore (x, 0) ∈ grAi.

Otherwise, we can extract a subsequence (xkln )n∈N such that, for all n ∈ N,
xkln �= ui,kln . Since, on the one hand, (xkln )n∈N and (ui,kln )n∈N lie in C and,
on the other hand,

(∀n ∈ N) ‖ui,kln − xkln‖ ≥
〈
ui,kln − xkln ,∇f(ui,kln )−∇f(xkln )

〉
‖∇f(ui,kln )−∇f(xkln )‖

,(5.54)

it follows from Condition 5.3(ii), (5.53), and the inequality infn∈N γi,kln ≥ εi
that ui,kln − xkln → 0 ⇒ ∇f(ui,kln ) − ∇f(xkln ) → 0 ⇒ u∗ln → 0. Finally,
since Ai is maximal monotone, grAi is sequentially closed in the weak ×
strong topology of X × X ∗ and we conclude that (x, 0) ∈ grAi, as required.

(3) i ∈ I(3). We must show ϕi(x) = inf ϕi(X ), i.e., (x, 0) ∈ gr ∂ϕi. Since
ϕ is a proper lower semicontinuous convex function, Ai = ∂ϕi is maximal
monotone [79, section 29] and 3∗-monotone by Lemma 3.10(iv), and, in view
of Propositions 3.22(ii)(a) and 3.23(v)(b), the claim follows from case (2).

(4) i ∈ I(4). We must show x ∈ FixTi. This follows at once from (5.49).
It remains to show that in each instance (i)–(iv), i is an index of demicompact regular-
ity. Henceforth, (xkn)n∈N is a suborbit such that i ∈ ⋂n∈N

Ikn and ui,kn − xkn → 0.
By (5.11), we must show S(xkn)n∈N �= Ø. (i) Arguing as in case (1), we obtain
lim gi(xkn) ≤ 0. Therefore, the tail of (xkn)n∈N lies in the compact set C ∩ lev≤η gi,
whence S(xkn)n∈N �= Ø. (ii) It follows from (3.16) that for every n ∈ N{

ui,kn ∈ C ⊂ int dom f,

ui,kn ∈ ran(∇f + γi,knAi)
−1 ◦ ∇f ⊂ dom∇f ∩ domAi = int dom f ∩ dom Ai.

Therefore, (ui,kn)n∈N lies in the compact set C ∩ dom Ai, whence S(ui,kn)n∈N �= Ø.
Since ui,kn − xkn → 0, we conclude S(xkn)n∈N �= Ø. (iii) As in case (3), this is a
special case of (ii). (iv) This is clear from (5.51).

Theorem 5.18 produces convergence results for various new block-iterative paral-
lel schemes for solving problems, including solving convex inequalities (I(2) = I(3) =
I(4) = Ø), finding common zeros (I(1) = I(3) = I(4) = Ø), solving systems of vari-
ational inequalities (I(1) = I(2) = I(4) = Ø), finding common fixed points (I(1) =
I(2) = I(3) = Ø), and combinations of these. Note that D-projection methods are
also captured by Theorem 5.18 since, in view of Proposition 3.32(ii)(c), one can take,
for instance, Ti to be the D-projector onto Si if i ∈ I(4) in (5.50).

Naturally, our framework also encompasses relaxed sequential algorithms, which
are obtained by taking (In)n∈N to be a sequence of singletons, as in the following
example.

Example 5.19. Suppose X = R
N , (Si)1≤i≤m is a (finite) family of half-spaces

with D-projectors (Pi)1≤i≤m, and, for every n ∈ N, In = {n (mod m) + 1} and
Ti,n = Pi. Then Algorithm 5.1 reduces to the relaxed D-projection method of [44].

In the case of unrelaxed sequential algorithms, our working assumptions can be
loosened. This is discussed next.

5.6. Unrelaxed sequential algorithms. Algorithm 5.1 can be specialized to
an unrelaxed sequential algorithm for solving the convex feasibility problem (5.2).
Indeed, suppose that at each iteration n only one index, say i(n), is retained and
λn = 1. Then Algorithm 5.1➇ becomes

Hn =
{
y ∈ X | 〈y − un,∇f(xn)−∇f(un)〉 ≤ 0

}
,(5.55)
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where un ∈ Tnxn for some Tn ∈ B such that Si(n)∩int dom f ⊂ FixTn. Consequently,
since by Corollary 3.35(ii) PHnxn = un, Algorithm 5.1 can be rewritten as follows.

Algorithm 5.20. Starting with x0 ∈ int dom f , take at every iteration n
➀ an index i(n) ∈ I,
➁ an operator Tn in B such that Si(n) ∩ int dom f ⊂ FixTn.

Then select xn+1 ∈ Tnxn.
In this context, Definition 5.2 takes the following form.
Definition 5.21. Algorithm 5.20 is
• focusing if for every bounded suborbit (xkn)n∈N it generates and every index
i ∈ I, 


(∀n ∈ N) i = i(kn),

xkn ⇀ x,

xkn+1 − xkn → 0

⇒ x ∈ Si;(5.56)

• demicompactly regular if there exists i ∈ I, called an index of demicompact
regularity, such that for every bounded suborbit (xkn)n∈N it generates,{

(∀n ∈ N) i = i(kn),

xkn+1 − xkn → 0
⇒ S(xkn)n∈N �= Ø.(5.57)

Removing item (ii) from Condition 5.3 yields the following set of assumptions for
the unrelaxed sequential case.

Condition 5.22. For some z ∈ dom f ∩ ⋂i∈I Si, C = lev≤D(z,x0) D(z, ·) is
bounded.

Condition 5.23. (∀i ∈ I)(∃Mi ∈ N�{0})(∀n ∈ N) i ∈ {i(n), . . . , i(n+Mi−1)
}
.

We now show that Algorithm 5.20 converges under this reduced set of assump-
tions.

Theorem 5.24. Suppose that Conditions 4.3, 4.4, 5.22, and 5.23 are satisfied
and that Algorithm 5.20 is focusing. Then the following statements hold true for every
orbit (xn)n∈N generated by Algorithm 5.20:

(i) (xn)n∈N converges weakly to a point x ∈ S.
(ii) If the weak limit x from (i) belongs to int dom f and the algorithm is demi-

compactly regular, then (xn)n∈N converges strongly.
Proof. In the proof of Theorem 5.7, note that Condition 5.3(ii) is used only to

obtain (5.34), i.e., in the present context, xpn+1 − xpn → 0. However, this property
follows directly from(5.33).

As an example, we revisit Bregman’s original cyclic projection method (1.2). (See
[1, Thm. 3.1] for a special case.)

Corollary 5.25. Suppose that Conditions 4.3 and 4.4 are satisfied, that I =
{1, . . . ,m}, and that C = lev≤D(z,x0) D(z, ·) is bounded for some z ∈ dom f ∩⋂

1≤i≤m Si. Let (Pi)1≤i≤m be the D-projectors of (Si)1≤i≤m. Then the following
statements hold true for every orbit (xn)n∈N generated by (1.2):

(i) (xn)n∈N converges weakly to a point x ∈ dom f ∩⋂1≤i≤m Si.
(ii) If the weak limit x from (i) belongs to int dom f and C ∩Si is relatively com-

pact (e.g., Si is boundedly compact) for some i ∈ {1, . . . ,m}, then (xn)n∈N

converges strongly.
Proof. In view of Corollary 3.35(i), (1.2) is a special realization of Algorithm 5.20

with (∀n ∈ N) Tn = Pn (modm)+1 (single-valued) and λn = 1. In addition, the index
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control rule i : n �→ n (modm) + 1 complies with Condition 5.23. On the other hand,
algorithm (1.2) is focusing, as a direct consequence of the weak closedness of the sets
(Sj)1≤j≤m. Finally, i is an index of demicompact regularity since (xnm+i)n∈N lies in
C ∩ Si. The announced results therefore follow from Theorem 5.24.

Remark 5.26. Throughout section 5, Legendreness has been imposed on f . This
property has been shown to provide a rich and convenient framework in which our
results could be derived in a unified manner. Further results can nonetheless be
obtained from the analysis of sections 3 and 4 for functions which are not Legendre
at the expense of more technical assumptions.
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[2] H. Attouch and H. Brézis, Duality for the sum of convex functions in general Banach spaces,
in Aspects of Mathematics and Its Applications, North–Holland, Amsterdam, 1986, pp.
125–133.

[3] J.-P. Aubin, Viability Theory, Birkhäuser, Boston, 1991.
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Abstract. We address the problem of optimal coordinated motions of multiple agents moving
in the same planar region. The agents’ motions must satisfy a separation constraint throughout the
encounter to be conflict-free. The objective is to determine the conflict-free maneuvers (motions)
with the least combined energy, while taking into account the fact that agents may have different
priorities. A formal classification of conflict-free maneuvers into homotopy types is introduced by
using their braid representation. Various local and global optimality conditions are derived through
variational analysis in the presence of the separation constraint. In the case of two agents, these
optimality conditions allow us to construct the optimal maneuvers geometrically. For the general
multi-agent case, a convex optimization algorithm is proposed to compute within each homotopy
type a solution to the optimization problem restricted to the class of multilegged maneuvers. Since
the number of types grows explosively with the number of agents, a stochastic algorithm is suggested
as the “type chooser,” thus leading to a randomized optimization algorithm.

Key words. cooperative motion planning, braids, calculus of variation with constraints, convex
optimization
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1. Introduction. In this paper, the problem of designing coordinated maneu-
vers for multiple agents moving on a plane is studied. The joint maneuver has to
be chosen so as to guide each agent from its starting position to its target position,
while avoiding conflicts, that is, situations where the Euclidean distance between any
two agents is smaller than some fixed threshold R > 0. Among all the conflict-free
joint maneuvers, we aim to determine the one with the least overall cost. Here the
cost of a single agent’s maneuver is its energy, and the overall cost is a weighted sum
of the maneuver energies of all individual agents, with the weights representing the
priorities of the agents. A precise formulation of the problem is given in section 3.

This problem is of great interest since it is actually encountered in many differ-
ent practical areas. For example, in the air traffic control (ATC) context, aircraft
flying at the same altitude must maintain a minimal horizontal separation R of at
least 3 nautical miles (nmi) inside the terminal radar approach control facilities and
5 nmi in the en-route airspace [35]. In this case, the energy is closely related to
practical aspects such as travel distance, fuel consumption, passenger comfort, etc.
Numerous approaches have been proposed in the literature on aircraft conflict resolu-
tion, including optimal control theory [5], semidefinite programming [10], sequential
quadratic programming [29], game theory [39, 40], parallel coordinates representation
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[19], and genetic algorithms [28], to name a few. Readers are referred to [15, 23] for
a survey on aircraft conflict resolution. Similar problems have been studied in other
transportation systems as well, such as [30].

The problem of optimal multi-agent coordinated motions also finds applications
in robotics. For example, for multiple cooperating mobile robots moving in a common
workspace, the requirement that there be no collision among them can be reformulated
as that their joint maneuver be conflict-free, with R being twice the robot radius. The
literature on the general problem of robot motion planning with static or dynamic
obstacles is vast (see, e.g., [4, 9, 11, 24, 38] and the survey [18]), and it is impossible
to survey them in this paper. Here we limit our review to those contributions more
relevant to our work. A large portion of the treatments focus on the feasibility and
the algorithmic complexity aspects of the problem. Some of them indeed deal with
the multiple robots case using certain optimality criteria. To name a few, [5] studies
the problem of time-optimal cooperative motions of multiple Dubin vehicles moving
at constant speed with bounded curvature, while in [25] each robot minimizes its
own independent cost function by using techniques from multi-objective optimization
and game theory. [7] addresses the problem of optimal motion planning for multiple
nonholonomic manipulators transporting a grasped object.

The distinguishing feature of our approach to coordinated motion planning con-
sists in the interpretation of maneuvers as braids. Besides giving a complete homotopic
classification of conflict-free maneuvers, this also provides us insights on the deriva-
tion of optimality conditions. Although the space-time representation of motions is
not new in the literature (see, e.g., [9, 37]), to our knowledge, however, it has never
been used to such an extent in the optimality analysis of coordinated motions.

Due to the many different interpretations of conflict-free maneuvers (not only as
braids, but also as, e.g., solutions to mechanical systems or geodesics in a manifold
with boundary), many of the results in this paper can be derived in more than one
way. For example, some of the local optimality conditions in section 3 can be derived
by using the symmetry reduction method in [3, 26]. In most cases, we choose our
approaches with an emphasis on their geometric appealing and their relevancy to the
braid point of view. As a result, they may not always be the most elegant and efficient
ones. In addition, although we focus exclusively on the case when the state space is
R

2, extensions to general state spaces are possible [16]. These possible extensions, as
well as the remaining open issues, will be pointed out in the paper wherever possible.

This paper is organized as follows. In section 2, we introduce a formal classi-
fication of conflict-free maneuvers into homotopy types by using the notion of pure
braids group. Inspired by the braid representation of conflict-free maneuvers, we de-
fine various transformations of joint maneuvers that preserve the minimum separation
condition. Such transformations are used in the variational analysis in section 3 to
derive local and global necessary conditions on optimal conflict-free maneuvers. In
particular, the optimal conflict-free maneuvers for the 2-agent case are derived in
section 3.3. Two mechanical interpretations of the problem are given in section 3.8.

As the number of agents increases, it is difficult in practice to derive analyti-
cally the optimal conflict-free maneuvers. By focusing on those maneuvers specified
by a set of waypoints, we are able to use convex optimization techniques to obtain
multilegged approximated solutions to the constrained optimization problem within
each homotopy type (section 4). A stochastic algorithm is proposed in section 4.4 to
address the problem of selecting the homotopy type, thus leading to a randomized
convex optimization algorithm.



OPTIMAL COORDINATED MOTION FOR MULTIPLE AGENTS 639

The paper is concluded in section 5 with some general remarks and the outline of
some possible extensions of this research.

2. Classification of conflict-free maneuvers. In this section, we introduce a
qualitative classification of conflict-free maneuvers involving multiple agents. Roughly
speaking, two conflict-free maneuvers are classified as of the same “type” if there exists
a continuous conflict-free deformation of one to the other. Hence switching between
different types cannot be done smoothly without causing a conflict.

Consider n agents (numbered from 1 to n) moving in R
2, where each agent, say

agent i, starts at position ai ∈ R
2 at time t0 and ends in position bi ∈ R

2 at time
tf . Let T � [t0, tf ] be the time interval of the encounter. Denote by Pi � {αi ∈
C(T,R2) : αi(t0) = ai, αi(tf ) = bi} the set of maneuvers for agent i consisting of
all the continuous maps from T to R

2 that take the values ai and bi at times t0 and
tf , respectively. Set P(a,b) �

∏n
i=1Pi, where a = (a1, . . . , an) and b = (b1, . . . , bn).

Each element α = (α1, . . . , αn) ∈ P(a,b) is called a joint maneuver (n-maneuver or
simply maneuver when there is no ambiguity) for the n-agent system. The minimum
separation over encounter (MSE) for a joint maneuver α is defined to be the minimum
Euclidean distance between any pair of agents during the whole time interval T , i.e.,

∆(α) � min
1≤i<j≤n

inf
t∈T
‖αi(t)− αj(t)‖.

The set of conflict-free maneuvers is then defined as

P(R,a,b) � {α ∈ P(a,b) : ∆(α) > R},
where R is a positive number representing, for example, the radius of the protection
zone surrounding an aircraft or twice the radius of a circular robot. We assume that
the minimum distance between any pair of starting positions in the n-tuple 〈ai〉ni=1

and any pair of ending positions in the n-tuple 〈bi〉ni=1 is strictly greater than R, so
that P(R,a,b) is nonempty.

We distinguish different maneuvers in P(R,a,b) according to the following equiv-
alence relation.

Definition 2.1 (R-homotopy). Two conflict-free maneuvers in P(R,a,b) are
R-homotopic if there exists a continuous deformation of one to the other in P(R,a,b),
or, equivalently, if there exists a continuous deformation of one to the other in P(a,b)
such that the joint maneuvers obtained throughout the deformation are conflict-free.

The objective of this section is to characterize the structure of the equivalence
classes of P(R,a,b) induced by the R-homotopy relation. With this purpose in mind,
we now recall the concept of braids [6, 32].

Definition 2.2 (braids). A braid joining a = (a1, . . . , an) to b = (b1, . . . , bn)
is an n-tuple 〈γi〉ni=1 of continuous curves in R

2 × T ⊂ R
3 satisfying the following

conditions:
• Each point (ai, t0), i = 1, . . . , n, is joined by exactly one curve in 〈γi〉ni=1 to
one of the points (bj , tf ), 1 ≤ j ≤ n.

• The plane t = τ intersects each curve at exactly one point for all τ ∈ T .
• γi ∩ γj = ∅ whenever i �= j.

In the following, we shall occasionally use the term n-braid to indicate the number
of curves in the braid. The set of all braids joining a to b is denoted byB(a,b). If i and
j are required to be identical in the first condition of Definition 2.2, the corresponding
braid is called a pure braid. The set of all pure braids joining a to b is denoted by
PB(a,b). An example of a pure 3-braid is shown in the right-hand side of Figure 2.1.
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Fig. 2.1. A 3-maneuver in P(0,a,b) and its braid representation.

There is a simple equivalence relation defined on B(a,b) and hence on PB(a,b)
as well [32].

Definition 2.3 (string isotopy). Two braids in B(a,b) are said to be string
isotopic if the n curves of one of them can be continuously deformed to those of the
other such that the n curves in R

2 × T obtained throughout the deformation satisfy
all the conditions in Definition 2.2.

The reason for introducing the notion of braids is that there exists a very natural
one-to-one correspondence between joint maneuvers in P(0,a,b) and pure braids in
PB(a,b). To see this, for each joint maneuver α = (α1, . . . , αn) ∈ P(0,a,b), let α̂i
be the curve in R

2 × T joining (ai, t0) to (bi, tf ) defined as the image of the map
t �→ (αi(t), t), t ∈ T . Then, it is clear from the definition of P(0,a,b) that the n-
tuple 〈α̂i〉ni=1 of curves is indeed a pure braid in PB(a,b), which we shall denote by α̂.
(See Figure 2.1 for a 3-maneuver in P(0,a,b) and its braid representation.) The map
α �→ α̂ can be verified to be a bijection betweenP(0,a,b) andPB(a,b). Furthermore,
the following result is an immediate consequence of the above definitions.

Proposition 2.4 (equivalence of 0-homotopy and string isotopy). α and β ∈
P(0,a,b) are 0-homotopic if and only if α̂ and β̂ are string isotopic in PB(a,b).

As a result of Proposition 2.4, there is a one-to-one correspondence between the
0-homotopy classes of P(0,a,b) and the (string) isotopy classes of PB(a,b).

We next show that the isotopy classes of braids with identical starting and ending
points, say B(a,a), form a group under a suitable product operation. For each α̂ ∈
B(a,b) and β̂ ∈ B(b, c), define the product γ̂ � α̂·β̂ as the braid γ̂ ∈ B(a, c) obtained
by first concatenating the n curves of α̂ with those of β̂ and then renormalizing the
t axis linearly such that the resultant n curves connect 〈(ai, t0)〉ni=1 to 〈(ci, tf )〉ni=1

via 〈(bi, t0+tf2 )〉ni=1. Note that the ending points of α̂ and the starting points of β̂
have to coincide for the product to be well defined. It can be easily checked that
this product operation preserves string isotopy, i.e., if α̂′ is string isotopic to α̂ in
B(a,b) and β̂′ is string isotopic to β̂ in B(b, c), then α̂′ · β̂′ is string isotopic to
α̂ · β̂ in B(a, c). Therefore, it induces a product operation on the isotopy classes of
braids. This induced product operation makes the isotopy classes of B(a,a) into a
group, with the inverse operation being the reflection of the n curves across the plane
t =

t0+tf
2 . We denote this group by Bn. Similarly the isotopy classes of pure braids

PB(a,a) form under the same induced product operation a group, which we denote
by PBn. PBn is a normal subgroup of Bn. Readers are referred to [12] or [32] for a
detailed derivation of the above claims.

Now if we fix a braid β̂ in PB(b,a), then α̂ �→ α̂·β̂ defines a map from PB(a,b) to
PB(a,a). Since this map preserves string isotopy, it induces a map from the isotopy
classes of PB(a,b) to the isotopy classes of PB(a,a), i.e., PBn. The induced map is
easily verified to be a bijection. This fact combined with the result in Proposition 2.4
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Fig. 2.2. 2-agent encounter. Left: Maneuver 1. Right: Maneuver 2.
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Fig. 2.3. Two 3-maneuvers with the same turning angle but belonging to different types.

implies that there exists a bijection between the 0-homotopy classes of P(0,a,b) and
the elements of PBn.

The above conclusions remain valid for the case of an arbitrary R > 0. Hence,
the following theorem.

Theorem 2.5 (classification of conflict-free n-maneuvers). The R-homotopy
classes of conflict-free maneuvers in P(R,a,b) have a one-to-one correspondence with
the elements of the group of pure n-braids PBn.

In Remark 1 of section 3, we give an alternative interpretation of the above result.
For a discussion on the use of braid groups to classify motions on a graph, see [1].

The group PBn is described by a set of generators together with a set of relations
defined on them [32, 33]. Therefore, Theorem 2.5 completely characterizes the struc-
ture of the homotopy types of conflict-free maneuvers for n-agent encounters. On the
other hand, the characterization is unsatisfactory in practical terms since the descrip-
tion of PBn is very complicated. However, when n is small, the result in Theorem 2.5
may have simple interpretations. Consider, for example, the 2-agent encounter shown
in Figure 2.2. Theorem 2.5 says that each maneuver in P(0,a,b) is 0-homotopic to
maneuver 1, or maneuver 2, or one of the following two maneuvers:

• Maneuver 1 followed by the motions where agent 2 stays at b2 and agent
1 starts from b1, circles around agent 2 counterclockwise k times for some
integer k ≥ 1, and returns to b1.
• Maneuver 2 followed by the motions where agent 2 stays at b2 and agent
1 starts from b1, circles around agent 2 clockwise k times for some integer
k ≥ 1, and returns to b1.

The angle that one agent turns with respect to the other during T plays a decisive
role in determining the homotopy type of the conflict-free 2-maneuvers. Maneuver
1 and maneuver 2 are representatives of the only two types for which the absolute
values of this angle do not exceed 360◦. We shall call such types fundamental. Then
there are exactly two fundamental types for any 2-agent encounter.

It is tempting to extend this definition to the n-agent case and conclude that there

are exactly 2
n(n−1)

2 fundamental types of conflict-free maneuvers, since there are two

fundamental types for each of the n(n−1)
2 agent pairs. Unfortunately this is not the

case. Shown in Figure 2.3 are the plots of two conflict-free maneuvers for a 3-agent
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encounter that have the same turning angle within the range (−360◦, 360◦) between
any pair of agents, but in fact belong to different types.

3. Optimal conflict-free maneuvers. In this section, the problem of finding
“optimal” conflict-free maneuvers for multi-agent encounters is formulated and stud-
ied. To ensure that the problem is well defined and admits a solution, we modify
some of the notation introduced in the previous section. In particular, the set of
maneuvers for agent i, Pi, is redefined to be the set of all continuous and piecewise
C2 maps1 from T to R

2 that take the values ai and bi at times t0 and tf , respectively.
The set of joint maneuvers P(a,b) and the MSE ∆(α), α ∈ P(a,b), are defined in
section 2, whereas P(R,a,b) is redefined to be the set of all joint maneuvers with an
MSE greater than or equal to R. Note that the results in section 2 on the qualitative
classification of conflict-free maneuvers still hold for the newly defined P(R,a,b) by
the compactness of T .

3.1. Statement of the problem. Consider a maneuver of a single agent, say
αi ∈ Pi, i ∈ {1, . . . , n}. The energy of αi is defined as

J(αi) =
1

2

∫ tf

t0

||α̇i(t)||2dt.(3.1)

Let L(αi) be the arc length of the curve αi, i.e., L(αi) =
∫ tf
t0
||α̇i(t)||dt. Then the

application of the Cauchy–Schwarz inequality to (3.1) yields [31]

J(αi) ≥ 1
2

L(αi)
2

(tf − t0)
,(3.2)

where the equality holds if and only if ‖α̇i(t)‖ is constant. This implies that if agent i
is forced to move along some fixed curve and if we ignore the presence of other agents
temporarily, then of all the different parameterizations, the one with a constant speed
has the minimal energy, and the minimal energy is proportional to the square of
the curve length. Therefore, in the presence of static obstacles, the maneuver of
agent i with the least energy between two points is the shortest curve between them
parameterized proportionally to the arc length. In particular, if there are no obstacles,
the energy-minimizing maneuver of agent i is the constant speed motion along the
line segment from ai to bi. It follows from this discussion that the energy-minimizing
maneuvers tend to be straighter and smoother, which has practical implications, for
example, in terms of passenger comfort, brake erosion, fuel consumption, etc.

The µ-energy of a joint maneuver α = (α1, . . . , αn) ∈ P(a,b) is defined as

Jµ(α) �
n∑
i=1

µiJ(αi),(3.3)

where µ1, . . . , µn are n positive numbers adding up to 1 (i.e.,
∑n
i=1 µi = 1) represent-

ing the priorities of the agents.
Our goal is to find the conflict-free maneuver with the least µ-energy, i.e.,

minimize Jµ(α) subject to α ∈ P(R,a,b).(3.4)

1Piecewise C2 means that there is a finite subdivision of T such that the map is continuously dif-
ferentiable till the second order on each (open) subinterval. In what follows, when we use α̇i(t), α̈i(t),
we shall mean at those t where they are well defined, i.e., except at a finite set of time instants t.
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If α is required to belong to a certain type in P(R,a,b), then we get a restricted
version of problem (3.4). All the necessary conditions obtained in this section remain
valid for the restricted problem, with the only exception of Proposition 3.8.

Remark 1 (geodesics in a manifold with boundary). Problem (3.4) can be formu-
lated in an alternative way. By viewing α = (α1, . . . , αn) ∈ P(a,b) as a curve in R

2n,
and a,b as two points in R

2n, a conflict-free maneuver in P(R,a,b) corresponds to
a curve in R

2n joining a to b and avoiding the obstacle W defined by

W = {(p1, . . . , pn) ∈ R
2n : pi ∈ R

2, 1 ≤ i ≤ n, and ‖pj − pk‖ < R for some j �= k}.
If the coefficients µi, i = 1, . . . , n, are identical, then the µ-energy of a joint maneuver
is proportional to the energy of the corresponding curve in R

2n. Therefore, problem
(3.4) is equivalent to finding the curve in R

2n \W joining a to b with the least energy,
which is a minimizing geodesic of R

2n \W connecting a to b. Note that R
2n \W is a

manifold with nonsmooth boundary whose fundamental group is isomorphic to PBn
by Theorem 2.5. The general case of arbitrary 〈µi〉ni=1 can be reduced to this special
case by scaling the pi axes of R

2n by a factor of
√
µi, i = 1, . . . , n. The interested

readers are referred to [17] for further details.
The rest of this section is devoted to the solution of problem (3.4), a variational

problem with complicated and nonsmooth constraints. Inspired by the braid represen-
tation introduced in section 2, we propose various transformations of joint maneuvers
that preserve the MSE and use these transformations in the variational analysis to
obtain necessary conditions for a maneuver α∗ ∈ P(R,a,b) to be optimal.

3.2. µ-alignment of optimal conflict-free maneuvers. As explained in sec-
tion 2, each conflict-free maneuver α ∈ P(R,a,b) has a natural braid representation
α̂ ∈ PB(a,b), whose n strings are determined by the images of the maps t �→ (αi(t), t),
t ∈ T , i = 1, . . . , n. Furthermore, α̂ satisfies the R-separation property in that the
intersection of α̂ with the plane t = τ for any τ ∈ T consists of n points whose
pairwise minimum distance is at least R. All the operations on conflict-free maneu-
vers we shall introduce in the following preserve this separation property in the braid
representation; hence they are indeed transformations of conflict-free maneuvers.

For each w ∈ R
2, denote by b+ w the n-tuple (b1 + w, . . . , bn + w).

Definition 3.1 (tilt operator Tw). The tilt operator Tw : P(R,a,b)→ P(R,a,b
+w) is a map such that for any α ∈ P(R,a,b), β = Tw(α) is defined by

βi(t) = αi(t) +
t− t0
tf − t0

w, t ∈ T, i = 1, . . . , n.

It is easily seen that Tw is MSE-preserving in the sense that α and Tw(α) have the
same MSE. Hence Tw maps P(R,a,b) into P(R,a,b+ w). In fact, Tw is a bijection
from P(R,a,b) to P(R,a,b + w) since Tw ◦ T−w = T−w ◦ Tw = id. In the braid

representation, β̂ is obtained by tilting α̂ linearly; hence the name for the operator
Tw. More precisely, in order to get β̂ from α̂, the plane t = t0 is kept invariant (shifted
by 0), the plane t = tf is shifted by w, and each intermediate plane t = τ , τ ∈ (t0, tf ),
is shifted by an amount determined by the linear interpolation of 0 and w according
to the position of τ in T . Figure 3.1 illustrates the effect of the Tw operator on the
braid representation of a 2-maneuver.

The importance of introducing Tw lies in the following result.
Proposition 3.2. Suppose that α∗ is a conflict-free maneuver in P(R,a,b) with

the least µ-energy. Fix w ∈ R
2. Then β∗ = Tw(α∗) is a conflict-free maneuver in

P(R,a,b+ w) with the least µ-energy.
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Fig. 3.1. Tilt operation Tw on a 2-maneuver.

Proof. For any β ∈ P(R,a,b + w), let α = T−w(β). Then α ∈ P(R,a,b) and
Jµ(β) can be expressed as

Jµ(β)=
1

2

∫ tf

t0

n∑
i=1

µi‖β̇i(t)‖2dt = 1

2

∫ tf

t0

n∑
i=1

µi

∥∥∥α̇i(t) + w

tf − t0

∥∥∥2

dt

=
1

2

∫ tf

t0

n∑
i=1

µi‖α̇i(t)‖2dt+
∫ tf

t0

wT

tf − t0

n∑
i=1

µiα̇i(t)dt+
‖w‖2

2(tf − t0)

= Jµ(α) +
wT [

∑n
i=1 µi(bi − ai) + w/2]

tf − t0
.(3.5)

Note that the second term in (3.5) is a constant independent of β. Denote it by
C. It follows by (3.5) and the optimality of α∗ that Jµ(β) ≥ Jµ(α

∗) + C for all
β ∈ P(R,a,b+ w), with the equality if α = α∗, i.e., β = β∗.

Consider arbitrary starting and destination positions a and b, and set b′ � b+w
where w =

∑n
i=1 µi(ai − bi). Then a and b

′ are µ-aligned in the sense that they have
the same µ-centroid, i.e.,

n∑
i=1

µiai =

n∑
i=1

µib
′
i.(3.6)

By Proposition 3.2, solutions to problem (3.4) for general a and b can be obtained
from solutions to problem (3.4) for µ-aligned a and b′ by applying the tilt operator
T−w with w =

∑n
i=1 µi(ai − bi). This is the reason why we shall focus on the special

case of µ-aligned a and b.
The next transformation we shall introduce is the drift operation. Let γ : T → R

2

be a continuous and piecewise C2 map such that γ(t0) = γ(tf ) = 0.
Definition 3.3 (drift operator Dγ). The drift operator Dγ : P(R,a,b) →

P(R,a,b) is a map such that for any α ∈ P(R,a,b), β = Dγ(α) is defined by
βi(t) = αi(t) + γ(t), t ∈ T, i = 1, . . . , n.

In the braid representation, β̂ is obtained from α̂ by drifting each plane t = τ ,
τ ∈ T , by an offset γ(τ) ∈ R

2. It can be verified that Dγ is MSE-preserving and a
bijection of P(R,a,b) onto itself since Dγ ◦D−γ = D−γ ◦Dγ = id. By using the drift
operator, we can prove the following result.

Proposition 3.4. Suppose that a and b are µ-aligned and α∗ ∈ P(R,a,b) is an
optimal solution to problem (3.4). Then

n∑
i=1

µiα
∗
i (t) =

n∑
i=1

µiai =

n∑
i=1

µibi ∀t ∈ T.
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Proof. For each λ ∈ R define βλ � Dλγ(α∗). Note that βλ ∈ P(R,a,b) and
β0 = α∗. Moreover,

Jµ(βλ) =
1

2

∫ tf

t0

n∑
i=1

µi‖α̇∗
i (t) + λγ̇(t)‖2dt

= Jµ(α
∗) +

λ2

2

∫ tf

t0

‖γ̇(t)‖2dt+ λ

∫ tf

t0

γ̇(t)T
n∑
i=1

µiα̇
∗
i (t)dt.

The difference Jµ(βλ)− Jµ(α
∗) is a quadratic function of λ, which, by the optimality

of α∗, must be nonnegative for all λ. Hence we have
∫ tf
t0

γ̇(t)T
∑n
i=1 µiα̇

∗
i (t)dt = 0,

which must hold for any choice of γ such that γ(t0) = γ(tf ) = 0. Since a and b are
µ-aligned, we can choose γ(t) =

∑n
i=1 µiα

∗
i (t)−

∑n
i=1 µiai. Given that α

∗ is piecewise
C2, this leads to

∑n
i=1 µiα̇

∗
i (t) = 0 for almost all t ∈ T , and hence, by integration, to

the desired conclusion.
We can now use Proposition 3.2 to get the formulation of Proposition 3.4 for

arbitrary a and b.
Corollary 3.5. Suppose that α∗ ∈ P(R,a,b) is an optimal solution to prob-

lem (3.4). Then

n∑
i=1

µiα
∗
i (t) =

n∑
i=1

µiai +
t− t0
tf − t0

(
n∑
i=1

µibi −
n∑
i=1

µiai

)
∀t ∈ T.

In other words, the µ-centroid of 〈α∗
i (t)〉ni=1 moves from the µ-centroid of a at

time t0 to the µ-centroid of b at time tf with constant velocity.
Remark 2. The results in Proposition 3.2, Proposition 3.4, and Corollary 3.5

for conflict-free maneuvers in R
2 are still valid when the underlying space is R

k with
k > 2. These can be proved by following exactly the same procedure as in the R

2

case.
Remark 3. A geometric interpretation of Corollary 3.5 can be given in the case

when the µi’s are identical. Let W be the obstacle in R
2n defined as in Remark 1. An

important observation is that W is cylindrical in the direction of the two-dimensional
subspace N spanned by vectors (1, 0, 1, 0, . . . , 1, 0)T and (0, 1, 0, 1, . . . , 0, 1)T in R

2n,
in the sense that for any x ∈ R

2n, x ∈ W if and only if x + N ⊂ W . Let V be the
orthogonal complement of N in R

2n. Then a and b are µ-aligned if and only if a
and b are on the same V -slice in R

2n, i.e., if and only if a− b ∈ V . The conclusions
of Proposition 3.2 and Corollary 3.5 say that for a and b that are not necessarily
µ-aligned, the shortest geodesic in R

2n \W from a to b can be decomposed into two
parts: its projection onto N , which is a constant speed motion along the straight
line from πN (a) to πN (b), where πN : R

2n → N denotes the orthogonal projection
map onto N ; and its projection onto V , which is the shortest geodesic in V ∩W c

connecting πV (a) and πV (b), where πV : R
2n → V denotes the orthogonal projection

map onto V . Since V is of dimension 2n− 2, this effectively reduces the dimension of
the problem by 2.

3.3. Optimal conflict-free maneuvers for two agents. We now show that
the solution to problem (3.4) in the case when there are only two agents follows
directly from Corollary 3.5.

Assume that a = (a1, a2) and b = (b1, b2) are µ-aligned, and denote by c their
common µ-centroid. If α∗ = (α∗

1, α
∗
2) ∈ P(R,a,b) is an optimal solution to problem
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Fig. 3.2. Optimal 2-maneuver and its braid representation.

(3.4), then, by Proposition 3.4, the µ-centroid of α∗
1(t) and α

∗
2(t) is equal to c for any

t ∈ T , or equivalently,

α∗
1(t)− c = −µ2

µ1
(α∗

2(t)− c) ∀t ∈ T.(3.7)

From (3.7), it then follows that the energies of α∗
1 and α∗

2 are related by µ
2
1J(α

∗
1) =

µ2
2J(α

∗
2) and that the separation constraint ‖α∗

1(t) − α∗
2(t)‖ ≥ R is equivalent to

‖α∗
1(t)− c‖ ≥ µ2R. Therefore, problem (3.4) can be reduced to

minimize J(α1) subject to α1 ∈ P1 and α1 : T → Bc(c, µ2R),(3.8)

where Bc(c, µ2R) denotes the complement in R
2 of the open disk of radius µ2R cen-

tered at c. Thus the problem becomes finding the minimum energy maneuver for a
single agent in the presence of the static obstacle B(c, µ2R).

By assumption, both a1 and b1 belong to B
c(c, µ2R) since otherwise the problem

is infeasible. From the discussion at the beginning of section 3.1, we know that the
optimal solution to problem (3.8) is a constant speed motion along the shortest curve
joining a1 to b1 while avoiding the obstacle B(c, µ2R). Let ∂B be the boundary of
the disk B(c, µ2R). The geometric construction of the shortest curve within a given
fundamental type is shown in Figure 3.2. The curve is composed of three pieces:
first from a1 to p1 ∈ ∂B along a straight line tangent to ∂B, then from p1 to q1
along ∂B, and finally from q1 to b1 along another straight line tangent to ∂B. Here
choosing a fundamental type is equivalent to choosing a side of the cylinder in the
braid representation. The globally optimal solution α∗

1 is the one of the two locally
optimal solutions with shorter arc length (or any one of them if they have the same
length). α∗

2 is then obtained from α∗
1 by (3.7). This is for the µ-aligned case. Denote

by γ∗i (a,b), i = 1, 2, the obtained optimal maneuvers. For the general case when a
and b are not necessarily µ-aligned, we have by Proposition 3.2 the following theorem.

Theorem 3.6 (optimal conflict-free 2-maneuver). If n = 2, then the optimal
solution α∗ ∈ P(R,a,b) to problem (3.4) is given by{

α∗
1(t) = γ∗1 (a,b+ w)(t)− t−t0

tf−t0w,

α∗
2(t) = γ∗2 (a,b+ w)(t)− t−t0

tf−t0w
∀t ∈ T,(3.9)

where w = µ1a1 − µ1b1 + µ2a2 − µ2b2.
Consider the case when the priority of agent 1 is much higher than that of agent

2, which can be modeled by µ2 � 0. In the µ-aligned case, this implies a1 � b1 � c
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Fig. 3.3. Optimal 2-maneuvers (R = 30). Left: µ1 = µ2 = 0.5. Right: µ1 = 0.8, µ2 = 0.2.
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Fig. 3.4. Twist operation Rθ on a 2-maneuver.

and that the radius of the disk B(c, µ2R) is about 0. Therefore, γ
∗
1 is nearly a zero

motion. For general a and b, it follows from Theorem 3.6 that the optimal maneuver
for agent 1 is almost a constant speed motion along the line segment from a1 to b1.
Hence, as expected, agent 2 is the one assuming most of the responsibility of avoiding
conflicts.

Shown in Figure 3.3 are the plots of optimal conflict-free maneuvers for a typical 2-
agent encounter with two different sets of priorities. The circles represent the positions
of the two agents at evenly distributed time instants. The plots show that, in the case
when a and b are not µ-aligned, the speeds of the agents in the optimal maneuvers
are not constant. As the priority of agent 1 increases, however, its optimal maneuver
gets closer to the constant speed motion along the straight line connecting a1 to b1.

3.4. Twist optimality. Another MSE-preserving operator can be introduced
as follows. Suppose that θ : T → R is a continuous and piecewise C2 map satisfying
θ(t0) = 0, θ(tf ) = 2kπ for some k ∈ Z.

Definition 3.7 (twist operator Rθ). The twist operator Rθ : P(R,a,b) →
P(R,a,b) is a map such that for any α ∈ P(R,a,b), β = Rθ(α) is defined by

βi(t) = Tθ(t)αi(t), t ∈ T, i = 1, . . . , n,

where Tθ(t) is the matrix corresponding to a rotation of θ(t) counterclockwise:

Tθ(t) =

(
cos[θ(t)] − sin[θ(t)]
sin[θ(t)] cos[θ(t)]

)
.

The constraints on θ(t0) and θ(tf ) ensure thatRθ(α) and α have the same starting
and ending positions. It is easy to see that Rθ is MSE-preserving and hence has
its image in P(R,a,b). Figure 3.4 shows the effect of Rθ (k = 0) on the braid
representation of a 2-maneuver, which motivates the name “twist operator” for it.

By considering the perturbed maneuvers generated by Rθ, we have the following
proposition.
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Proposition 3.8. Suppose that α∗ ∈ P(R,a,b) is an optimal solution to prob-
lem (3.4). Fix s ∈ R

2. Then

1

2

n∑
i=1

µi(α
∗
i (t)− s)TT−π

2
α̇∗
i (t) = C ∀t ∈ T,(3.10)

where C is a constant belonging to [−πz , πz ], with z � 2
∫ tf
t0

[∑n
i=1 µi‖α∗

i (t)−s‖2
]−1

dt.
Proof. See Appendix A.
If k �= 0, then the operator Rθ changes the homotopy type of conflict-free ma-

neuvers in P(R,a,b), thus enabling us to compare the performance of conflict-free
maneuvers of different types. In this sense, the result in Proposition 3.8 is global. We
illustrate this statement by the following example.

Example 1. Assume that n = 2 and µ1 = µ2 =
1
2 . Let t0 = 0 and tf = τ

for some τ ∈ (0, 2π). Set a1 =
R
2 (1, 0)

T , b1 =
R
2 (cos τ, sin τ)

T , a2 = −a1, and
b2 = −b1. Consider the conflict-free maneuvers α and β in P(R,a,b) defined by
α1(t) =

R
2 (cos t, sin t)

T , α2(t) = −α1(t), and β1(t) =
R
2 (cos(

τ−2π
τ t), sin( τ−2π

τ t))T ,
β2(t) = −β1(t) for all t ∈ [0, τ ]. The two agents under maneuver α (β) rotate around
the origin at constant angular velocity counterclockwise (clockwise) during [0, τ ]. Note
that β can be obtained from α by applying the twist operator Rθ with θ(t) = −2πt/τ
satisfying θ(τ) = −2π and that α and β belong to different types. Since a and b are
µ-aligned, the results in section 3.3 imply that α and β are the optimal solutions to
problem (3.4) restricted to the two fundamental types. The global optimal solution is
the one of them with smaller arc length, which can be easily seen to be α if τ ∈ (0, π)
and β if τ ∈ (π, 2π). This conclusion can also be reached directly by an application
of Proposition 3.8. In fact, if we choose s = 0 and compute C and z defined in
Proposition 3.8 with α in the place of α∗, we get C = R2/8 and z = 8τ/R2, and the
inequality |C| ≤ π/z becomes τ ≤ π, which implies that α is not globally optimal for
τ ∈ (π, 2π). If we compute C and z with β in the place of α∗, we get C = R2(τ−2π)/8τ
and z = 8τ/R2, and the inequality |C| ≤ π/z becomes τ ≥ π. Hence β is not globally
optimal for τ ∈ (0, π).

Note that by choosing different s ∈ R
2, Proposition 3.8 provides a family of

inequalities of the form −πz ≤ C ≤ π
z that an optimal solution α∗ to problem (3.4)

must satisfy, where C and z are functions of s and α∗. In the case when a and b are
µ-aligned, by Proposition 3.4, we have

∑n
i=1 µis

TT−π
2
α̇∗
i (t) ≡ 0. Hence the inequality

becomes∣∣∣∣∣12
n∑
i=1

µiα
∗
i (t)

TT−π
2
α̇∗
i (t)

∣∣∣∣∣ ≤ π

2



∫ tf

t0

[
n∑
i=1

µi‖α∗
i (t)− s‖2

]−1

dt




−1

.

The most restrictive bound is obtained by setting s equal to the common µ-centroid
of a and b, which minimizes the right-hand side of the above equation. Moreover,
one can derive further optimality conditions by applying Proposition 3.8 to Tw(α∗)
for any w ∈ R

2, since by Proposition 3.2, Tw(α∗) is optimal in P(R,a,b+ w).

3.5. Analysis by partial operators. Further optimality conditions can be
derived by considering those transformations that change the maneuvers of only a
subset of the n agents (partial operators).

Let α be an arbitrary conflict-free maneuver in P(R,a,b). At each time t ∈ T , we
can construct an undirected graph Gα(t) as follows: Gα(t) has n vertices, numbered
from 1 to n, corresponding to the n agents, and an edge connects vertices i and j if
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Fig. 3.5. Slide operation L12h on braids.

and only if ‖αi(t) − αj(t)‖ = R. If there does exist an edge between vertex i and
vertex j in Gα(t), we say that agent i and agent j contact at time t. Gα(t) is then
called the contact graph of α at time t.

We start from a very special case. Assume that α is a conflict-free maneuver
in P(R,a,b) such that during the whole encounter the distance of agent 1 from
any of the other agents is strictly greater than R except possibly from agent 2, i.e.,
‖α1(t)−αi(t)‖ > R for all t ∈ T , i = 3, . . . , n. We shall introduce operators that leave
αi unchanged for i = 2, 3, . . . , n and perturb α1 slightly, so that the perturbed α1 has
the same minimum distance from α2 in the time interval T . If such a perturbation is
small enough, then the perturbed α1 does not cause a conflict between agent 1 and
any of the agents with index i ≥ 3, given that their original minimum distance in the
time interval T was strictly greater than R.

Let h : T → T be a reparameterization of T , i.e., a bijection such that both h
and h−1 are continuous and piecewise C2, and h(t0) = t0 and h(tf ) = tf .

Definition 3.9 (partial slide operator L12
h ). The partial slide operator L12

h :
P(R,a,b) → P(a,b) is a map such that for any α ∈ P(R,a,b), β = L12

h (α) is
defined by {

β1(t) = α1[h(t)]− α2[h(t)] + α2(t), t ∈ T,
βi(t) = αi(t), t ∈ T, i = 2, . . . , n.

(3.11)

Note that inft∈T ‖β1(t)−β2(t)‖ = inft∈T ‖α1(t)−α2(t)‖, and that for h sufficiently
close to the identity map, the minimum distance in the time interval T between β1

and βi is greater than R for i ≥ 3 by our assumption on α. These two conditions
together imply that β ∈ P(R,a,b).

Figure 3.5 shows how β is constructed geometrically. First, the operator Dᾱ2−α2 is
performed on (α1, α2) to “straighten” the string corresponding to α2, where ᾱ2 denotes
the constant velocity motion along the straight line between a2 and b2. Next, the
operator Ta2−b2 is applied to the resulting 2-maneuver to get a 2-maneuver γ = (γ1, γ2)
with γ1 = α1 − α2 + a2 and γ2 ≡ a2. Then, γ is reparameterized by h to obtain
η = (η1, η2) with η1 = (α1 ◦ h) − (α2 ◦ h) + a2 and η2 ≡ a2. Finally, the reverse
procedures of the second and first steps are applied subsequently to obtain (β1, β2)

from η. Roughly speaking, β̂ is obtained by “sliding” α̂1 along α̂2; hence the name
“slide operator” for L12

h . Note that the superscript and the subscript in L12
h indicate,

respectively, the two strings the operator works on and the reparameterization used.
By using the partial slide operator to generate the perturbation in the variational

analysis, we get the following proposition. (See [12] for the detailed proof.)
Proposition 3.10. Suppose that α∗ ∈ P(R,a,b) is an optimal solution to prob-

lem (3.4) and that there exists a subinterval (t′0, t
′
f ) ⊂ T such that ‖α∗

1(t)− α∗
i (t)‖ > R,

i = 3, . . . , n, for all t ∈ (t′0, t′f ). Then α∗ satisfies

α̈∗
1(t)

T (α̇∗
1(t)− α̇∗

2(t)) ≡ 0 ∀t ∈ (t′0, t′f ).(3.12)
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Instead of sliding α1 along α2, we can rotate it. Let θ : T → R be a continuous
and piecewise C2 map with θ(t0) = θ(tf ) = 0.

Definition 3.11 (partial rotation operator R12
θ ). The partial rotation operator

R12
θ : P(R,a,b)→ P(a,b) is a map such that for any α ∈ P(R,a,b), β = R12

θ (α) is
defined by {

β1(t) = Tθ(t)[α1(t)− α2(t)] + α2(t), t ∈ T,
βi(t) = αi(t), t ∈ T, i = 2, . . . , n.

In the braid representation, β̂ is obtained by rotating the string α̂1 around the
string α̂2. If θ is close enough to the zero map, β = R12

θ (α) ∈ P(R,a,b). Similarly
to the proof of Proposition 3.10, by using the partial rotation operator, we get the
following proposition [12].

Proposition 3.12. Under the hypotheses of Proposition 3.10, α∗ satisfies

α̈∗
1(t)

TTπ
2
(α∗

1(t)− α∗
2(t)) ≡ 0 ∀t ∈ (t′0, t′f ).(3.13)

It can be verified that the optimal solution for the 2-agent case obtained in Theo-
rem 3.6 indeed satisfies both conditions (3.12) and (3.13). Moreover, if one of the two
agents has a predetermined maneuver throughout T , equations (3.12) and (3.13) will
govern the motion of the other agent. Note also that if, in addition, ‖α∗

1−α∗
2‖ = R on

(t′0, t
′
f ), then these two equations are equivalent, since in this case ‖α∗

1 − α∗
2‖2 ≡ R2

implies that (α̇∗
1− α̇∗

2)
T (α∗

1−α∗
2) ≡ 0, i.e., α̇∗

1− α̇∗
2 and Tπ2 (α

∗
1−α∗

2) have the same di-
rection. The intuitive understanding is that, in the braid representation, the slide and
rotation operations of a string on the surface of a cylinder lead to the same orthogonal
perturbation.

The above idea can be carried out even further. Suppose that the contact graph of
an optimal maneuver α∗ ∈ P(R,a,b) remains constant on some subinterval (t′0, t′f ) ⊂
T . We can perturb α∗ by sliding (rotating) slightly the maneuvers of a subset of the
n agents with respect to that of agent i in the time subinterval (t′0, t

′
f ). To ensure

that the perturbed joint maneuver belongs to P(R,a,b), any agent in this subset
should have a minimum distance strictly greater than R from any of the agents not
belonging to the subset, except possibly from agent i, in the time interval (t′0, t

′
f ).

Since α∗ is optimal, its µ-energy cannot be decreased by such a perturbation. By
using the same arguments leading to Proposition 3.10 and Proposition 3.12, we then
have the following proposition [12].

Proposition 3.13. Suppose that α∗ ∈ P(R,a,b) is an optimal solution to prob-
lem (3.4) and that its contact graph remains constant on some subinterval (t′0, t

′
f ) ⊂ T .

Pick any agent, say, agent i, and let I ⊂ {1, 2, . . . , n} \ {i} be a subset of the remain-
ing agents that corresponds to a maximal connected component of the graph obtained
by removing node i and all the edges connected with it from the contact graph during
(t′0, t

′
f ). Then for all t ∈ (t′0, t′f ),∑

j∈I
µjα̈

∗
j (t)

T (α̇∗
j (t)− α̇∗

i (t)) ≡ 0,
∑
j∈I

µjα̈
∗
j (t)

TTπ
2
(α∗
j (t)− α∗

i (t)) ≡ 0.
(3.14)

Note that (3.12) and (3.13) are special cases of (3.14) when i = 2 and I = {1}.
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Proposition 3.13 is the most comprehensive optimality condition we have obtained
so far. Next, in section 3.6 we will show by a simple example how it can be used
(together with the global optimality conditions) to determine the optimal maneuver
with a particular contact graph. This example will also serve as a counterexample to
the conjecture that for each multi-agent encounter, there is a unique optimal conflict-
free maneuver within each homotopy type, which is true for n = 2 by Theorem 3.6.

Remark 4. All the optimality conditions we have obtained so far admit mechanical
interpretations, as will be shown in section 3.8. However, it should be pointed out
that, in general, they cannot completely characterize the optimal maneuver with an
arbitrary contact graph. A complete set of local optimality conditions can be derived
by considering all possible local perturbations of maneuvers that preserve the contact
graph, or in the light of Remark 1, by writing down the geodesics equation in a
suitable Riemannian manifold.

3.6. An interesting example. Consider three agents with equal priorities µ1 =
µ2 = µ3 =

1
3 and R = 1. Suppose that α∗ is an optimal conflict-free maneuver for

some starting position a = (a1, a2, a3) and destination position b = (b1, b2, b3) that
are µ-aligned with a common µ-centroid at the origin, and suppose that on some
subinterval of T (which we may assume without loss of generality to be T itself), its
contact graph Gα∗(t) is constant with edges between vertices 1 and 3 and between
vertices 2 and 3 but no edges between vertices 1 and 2. Then, by Corollary 3.5 and
Proposition 3.13, α∗ = (α∗

1, α
∗
2, α

∗
3) must satisfy for t ∈ T




∑3
i=1 α

∗
i (t) = 0,

α̈∗
1(t)

TTπ
2
(α∗

1(t)− α∗
3(t)) = 0,

α̈∗
2(t)

TTπ
2
(α∗

2(t)− α∗
3(t)) = 0,

‖α∗
1(t)− α∗

3(t)‖ = ‖α∗
2(t)− α∗

3(t)‖ = 1.

(3.15)

We now show that (3.15) is equivalent to the geodesics equation of a suitable
Riemannian manifold (a differential manifold together with a smoothly varying pos-
itive definite quadratic form on its tangent bundle [8]). Hence, for any set of initial
conditions α∗

i (t0), α̇
∗
i (t0), i = 1, 2, 3, it has a unique solution for t belonging to a

neighborhood of t0. First, notice that α
∗ as a curve in R

6 lies in the submanifold
Q of R

6 determined by the first and the last equations of (3.15), namely the set

of all those points (x1, y1, x2, y2, x3, y3) in R
6 such that

∑3
i=1 xi =

∑3
i=1 yi = 0,

(x1 − x3)
2 + (y1 − y3)

2 = 1, and (x2 − x3)
2 + (y2 − y3)

2 = 1. Q is a compact
two-dimensional submanifold of R

6 and admits a global coordinate (θ1, θ2) defined by

θ1 = arctan
y1 − y3

x1 − x3
, θ2 = arctan

y2 − y3

x2 − x3
.

(θ1, θ2) takes values in the rectangle [0, 2π] × [0, 2π] with opposite edges identified,
i.e., the 2-torus T

2. In order to satisfy our assumption that the distance between
agent 1 and agent 2 is greater than R during T , α∗ must lie in an open subset Q0

of Q consisting of all those points (x1, y1, x2, y2, x3, y3) in Q such that (x1 − x2)
2 +

(y1 − y2)
2 > 1. In the (θ1, θ2) coordinate, Q0 corresponds to an open subset T

2
0

of T
2 obtained by removing from T

2 the shaded region shown in Figure 3.6. Hence
topologically Q0 is homeomorphic to S

1×(0, 1), an untwisted ribbon whose boundary
consists of two disjoint circles.
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Fig. 3.6. T
2
0 as a subset of T

2 in the (θ1, θ2) coordinate.

Each (θ1, θ2) ∈ T
2 determines a unique point f(θ1, θ2) in Q by

f(θ1, θ2) =
1

3
(2 cos θ1 − cos θ2, 2 sin θ1 − sin θ2,− cos θ1 + 2 cos θ2,
− sin θ1 + 2 sin θ2,− cos θ1 − cos θ2,− sin θ1 − sin θ2)T ,

(3.16)

which is an embedding of T
2 (respectively, T2

0) into R
6 whose image is Q (respectively,

Q0).
By using f as the coordinate map, it can be verified that in the (θ1, θ2) coordinate,

(3.15) is reduced to the following second order ODE:{
2θ̈1 − cos(θ1 − θ2)θ̈2 = sin(θ1 − θ2)(θ̇2)

2,

2θ̈2 − cos(θ1 − θ2)θ̈1 = − sin(θ1 − θ2)(θ̇1)
2.

(3.17)

Equation (3.17) is the geodesics equation of T
2 with a suitably chosen metric g.

In fact, let R
6 be equipped with the standard Riemannian metric. Q as a submanifold

inherits from R
6 a metric by restriction. Let g be the corresponding metric on T

2

obtained by pulling back the metric on Q via f , so that f becomes an isometry. Then,
it can be proved (see Appendix B) that (3.17) is indeed the equation for geodesics
of T

2 under the metric g. As a result, each solution α∗ of (3.15) is a geodesic of Q,
which is not surprising by Remark 1. Since T

2 (hence Q) is compact, a solution to
(3.15) is defined for all duration of time, provided that it stays inside Q0. Equation
(3.17) can be solved by two integrals; see [13] for details.

Deeper optimality conditions of conflict-free maneuvers can be obtained in this
interpretation. For example, it is computed in Appendix B that at each point
(θ1, θ2) ∈ T

2 the sectional curvature of the tangent plane spanned by the basis ∂
∂θ1

and ∂
∂θ2

at that point is

K(θ1, θ2) =
−9 cos(θ1 − θ2)

[4− cos2(θ1 − θ2)]2
.(3.18)

Now consider the curve θ in T
2 defined by θ(t) = (θ1(t), θ2(t)) = (t, π + t) for

t ∈ [0, τ ], where τ is positive. θ is a trivial solution to (3.17), hence a geodesic of T
2

that is contained completely in T
2
0. θ determines a 3-maneuver α

∗ = f ◦ θ, i.e.,

α∗
1(t) = (cos t, sin t)

T , α∗
2(t) = (− cos t,− sin t)T , α∗

3(t) = (0, 0)
T , t ∈ [0, τ ].(3.19)

In the motions specified by α∗, agent 3 stays at the origin, while agent 1 and agent 2
are at unit distance from agent 3 but on the opposite side of it so that three of them
are always collinear, and both agent 1 and agent 2 rotate at the same constant angular
velocity around agent 3. α∗ thus defined is a solution to (3.15). An application of
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Proposition 3.8 implies that α∗ is no longer optimal if τ > π, for otherwise a better
maneuver can be obtained by rotating agent 1 and agent 2 the opposite way around
agent 3. The following proposition improves this result.

Proposition 3.14. Maneuver α∗ defined by (3.19) is not optimal if τ >
√

2
2 π.

Proof. Since f is an isometry, we need only to prove that the geodesic θ is no
longer distance-minimizing between its end points θ(0) = (0, π) and θ(τ) = (τ, π + τ)

once τ > τ0 =
√

2
2 π. To this end, it suffices to prove that θ(τ0) is a conjugate point

of θ(0) along θ; in other words, there exists a nontrivial Jacobi field X along θ that
vanishes at both θ(0) and θ(τ0) [20].

Define two vector fields along θ by W1 =
∂
∂θ1

+ ∂
∂θ2

and W2 =
∂
∂θ1
− ∂
∂θ2
. Then,

it is easy to verify that W1 and W2 are orthogonal and that W1 coincides with the
velocity field θ̇ of the geodesic θ. Moreover, using the Christoffel symbols calculated
in Appendix B, we conclude that ∇θ̇W2 ≡ 0; hence, W2 is parallel along θ.

A Jacobi field X along θ and orthogonal to θ̇ is necessarily of the form X(t) =
h(t)W2(t) for some function h defined on [0, τ ] and satisfies the Jacobi equation
∇θ̇∇θ̇X + R(θ̇, X)θ̇ = 0, where R is the curvature tensor of T

2. Since ∇θ̇∇θ̇X =

ḧW2 and R(θ̇, X)θ̇ are both orthogonal to θ̇, the Jacobi equation is equivalent to
〈ḧW2,W2〉+ 〈R(θ̇, hW2)θ̇,W2〉 = 0. By (3.18), the sectional curvature K of T

2 along

θ is constant 1. Using the relation 〈R(θ̇, hW2)θ̇,W2〉 = hK[〈θ̇, θ̇〉〈W2,W2〉−〈θ̇,W2〉2],
we have ḧ + 2h = 0. A solution of h vanishing at 0 is h(t) = sin(

√
2t), so X(t) =

sin(
√
2t)W2(t) is a Jacobi field along θ vanishing at t = 0 and t =

√
2

2 π = τ0. There-
fore, θ(τ0) is a conjugate point of θ(0) along θ.

A more intuitive way of obtaining the conclusion of Proposition 3.14 is through
variational analysis of α∗ using perturbations of the following form. Recall that
θ(t) = (θ1(t), θ2(t)) = (t, π + t), t ∈ T = [0, τ ], is the curve in T

2
0 that α

∗ corresponds
to. Let ξ1 : T × (−ε, ε) → R be a proper variation of the map θ1 : T → R; i.e., ξ1 is
a smooth map such that ξ1(t, 0) = θ1(t), ξ1(0, s) = θ1(0), ξ1(τ, s) = θ1(τ) for t ∈ T
and s ∈ (−ε, ε), where ε is a small positive number. Let ξ2 : T × (−ε, ε) → R be
a proper variation of the map θ2 : T → R. Consider joint maneuvers βs defined in
the (θ1, θ2) coordinate by (ξ1(·, s), ξ2(·, s)) for s ∈ (−ε, ε), which all start from α∗(0)
and end in α∗(τ). In the braid representation, β̂s is obtained from α̂∗ by rotating the
strings α̂∗

1 and α̂
∗
2 by certain angles with respect to the string α̂

∗
3 and then realigning

the three strings to the origin. βs is conflict-free if the variations ξ1 and ξ2 are small
enough. Then, a necessary condition for α∗ to be optimal is that the µ-energy of βs
be minimized at s = 0 for all possible ξ1 and ξ2. After a lengthy calculation, this will
lead to the conclusion of Proposition 3.14.

If we consider only conflict-free maneuvers with this particular contact graph, then

it is proved in [17] that, after τ passes the critical value
√

2
2 π, the optimal conflict-free

maneuver from α∗(0) to α∗(τ) bifurcates from α∗ into two conflict-free maneuvers
with identical energy. Shown in the first row of Figure 3.7 are the plots of α∗ for
some τ >

√
2

2 π. The middle column is its plot in the (θ1, θ2) coordinate, and the
right column is its braid representation. In the second and third rows, we plot by
numerical simulations the two bifurcated optimal conflict-free maneuvers with this
contact graph, which in the (θ1, θ2) coordinate are the mirror image of each other
with respect to the line θ1 − θ2 =

π
2 . For more details on the above claims and the

general problem of conjugate points in manifolds with boundary, see [17].
One can also consider n ≥ 3 agents with equal priorities, which are originally in

a straight line with distance between successive agents being R and which rotate at a
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Fig. 3.7. Bifurcation of minimizing geodesics in T
2. Left column: 3-maneuvers. Middle

column: (θ1, θ2) phase plots. Right column: braids.

constant angular velocity around their centroid. This defines a geodesic in a certain
submanifold of R

2n as we have discussed before. The maximal angle they can rotate
before the first conjugate point of this geodesic is encountered in the submanifold is
denoted by τ∗n. It can be expected that τ

∗
n decreases with n. We conjecture that

τ∗n = π/
√
n(n−1)

2 − 1. The case n = 3 is proved in Proposition 3.14. The cases

n = 4, 5, 6, 7 are verified symbolically using MAPLE.
It is worthwhile at this point to summarize the optimality conditions we have

derived so far. All of them, with the exception of Proposition 3.8 and Proposition 3.14,
are local in the sense that they can be obtained by using spike-like perturbations in the
variational analysis, which only change maneuvers in a neighborhood of a fixed time
epoch. Proposition 3.14 is semiglobal in that its conclusion can be reached only by
perturbations that change maneuvers throughout a subinterval of the encounter with
positive length. Proposition 3.8 is the only global one, in the sense that it enables us
to compare the performance of maneuvers belonging to different homotopy types.

3.7. Regularity of optimal conflict-free maneuvers. The regularity of op-
timal conflict-free maneuvers is a tricky issue. For example, it is unknown whether
for each optimal α∗ there exists a finite subdivision of T , t0 < t1 < · · · < tm = tf ,
such that the contact graph Gα∗(t) remains constant during each subinterval (tk, tk+1)
and contiguous subintervals correspond to different contact graphs. It is proved in [2]
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that, in a Euclidean space under the presence of open obstacles with locally analytic
boundary, a geodesic can have, in any segment of finite arc length, only a finite num-
ber of switch points where it switches from an interior segment to a segment on the
boundary of an obstacle or vice versa. Unfortunately, this result does not apply in
our case, since the obstacle W as defined in Remark 1 has nonsmooth boundary.

On the other hand, it can be proved that an optimal α∗ is always C1; i.e., there
are no sharp turns in the optimal conflict-free maneuvers. In fact, this follows from
a general result proved in [13], which states that if a manifold M with (nonsmooth)
boundary is a subset of Rk obtained by removing from R

k a finite union of open convex
subsets, each of which has a smooth boundary, then any geodesic of M is of class C1.
Note that the convex subsets are not required to be disjoint for this conclusion. In

our case, by Remark 1, the obstacle is the union of n(n−1)
2 convex cylinders in R

2n.

3.8. Two mechanical analogies. We now give two mechanical analogies of the
above results. It should be pointed out that they serve only as analogies to gain more
insights into the results obtained, and are not rigorous proofs themselves.

First, consider the following experiment. Instead of n agents, we have n particles
of mass µ1, . . . , µn on a horizontal plane with no external forces acting on them. At
time t0, they are at the initial positions a1, . . . , an with certain initial velocities. Each
particle i moves with constant velocity until the distance between it and some other
particle j becomes R. Then a rigid rod of zero mass is introduced between particle i
and particle j to prevent their distance from further decreasing, and the two particles
move together with the rod at velocities determined by the law of conservation of
momentum and angular momentum. We refer to the above process where a rigid rod
is introduced between two particles as a (two-particle) join. There are two types of
joins: tangential and nontangential. A join is tangential if the time derivative of the
distance between the two particles at the time of join is zero, otherwise the join is
nontangential. It is evident that some kinetic energy is lost for a nontangential join
since there is a collision between the two particles along the direction of the rod. As
time goes on, more particles can join to form larger groups. In addition to joins, a
group of particles connected by rods can split at any time, in the sense that some
or all of the rods disappear instantly at that time. So when a split occurs, neither
the positions nor the velocities of the particles change, but the group separates into
several independent subgroups.

It is claimed that by appropriately choosing the initial velocities, time, and order
of the joins and splits, one can get from such an experiment the optimal maneuver
α∗. In fact, during any time interval I in which there are neither joins nor splits,
the system of particles naturally corresponds to a contact graph with edges between
vertices representing rods between particles. Moreover, if I is sufficiently small, the
motions of the particles correspond to the optimal conflict-free maneuver associated
with such a contact graph. To see this, recall that by the principle of least action
[3], the motion of the interconnected particles system is an extremal of the action
integral

∫
I
(E − U)dt. Here E = 1

2

∑n
i=1 µiv

2
i represents the kinetic energy, and U

is the potential, which is zero by our assumption on the absence of external forces.
So, for a sufficiently small time interval I, the motions of the interconnected particles
minimize 1

2

∑n
i=1 µi

∫
I
v2
i dt; hence they specify precisely the optimal maneuver over I

by definition. Equation (3.15) determines, for example, the motions of three particles
connected by two rigid rods with zero masses. For discussions on the general problem
of kinematically coupled structures composed of rigid and flexible bodies, see [22] and
other references in the same book.
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Fig. 3.8. Examples of elastic (enlarged) braids in equilibrium positions. Left: unstable. Center
and right: stable.

In this mechanical interpretation, the conclusion of Proposition 3.2 is simply the
invariance of the motions of a mechanical system with respect to changes of inertial
coordinates. Since the total momentum and the total angular momentum of the
system are conserved in each time interval with constant configuration (contact graph)
and do not change during joins or splits, they are constant during the whole time
interval T , which are the conclusions of Corollary 3.5 and Proposition 3.8, respectively.
Proposition 3.8 further imposes an upper bound on the total angular momentum,
implying that the whole system cannot spin “too fast.” In addition, the assertion in
section 3.7 that α∗ is C1 implies that all the joins should be tangential; hence there is
no kinetic energy lost during joints and splits and the total kinetic energy 1

2

∑n
i=1 µiv

2
i

is also conserved, as it is shown in [12] by using a reparameterization operator.
In mechanics, there is a systematic way of using symmetry on the configuration

space to reduce the degree of freedom [3, 26]. In our case, the symmetry is SE2, the
group of rigid motions in R

2, acting on R
2. Hence the analysis leading to Corollary 3.5

and Proposition 3.8 (except the bound in Proposition 3.8) is simply the application of
the symmetry reduction method uniformly to all the configuration spaces of a system
with time-varying configurations. Compared with more advanced techniques such as
those based on the Hamiltonian, symplectic, and Poisson viewpoints, our approach,
which is Lagrangian in nature, deals with the nonsmoothness of the boundary con-
straints directly, thus avoiding the trouble of solving for each smooth component of
the boundary constraints individually before piecing them together properly to get the
final solution. In [16], the corresponding method is generalized to an arbitrary Rie-
mannian manifold with a group of isometries. For application of Lagrangian reduction
to holonomic and nonholonomic mechanical systems, see [21].

A major drawback of the above mechanical model is that it is local; hence little
insight can be obtained about the global optimality conditions. In this sense, the
second model we are going to present is more “faithful” and once again demonstrates
the advantage of adopting the braid point of view. As we have shown in section 2,
each conflict-free maneuver α of the n agents corresponds to an n-braid α̂, whose
intersection with any horizontal plane t = τ (τ ∈ T ) consists of n points satisfying
the R-separation property. Therefore, if we enlarge the radius of strings in α̂ to R/2,
or more precisely if we think of each of the n strings in α̂ as consisting of an infinite
number of horizontal disks of radius R/2 and height 0 mounting vertically, with each
disk confined to move in a fixed horizontal plane t = t1 for some t1 ∈ T , then the
condition that α is conflict-free is equivalent to that the n enlarged strings in α̂ do
not overlap. Examples of such enlarged braids are shown in Figure 3.8 for the three
conflict-free maneuvers in Figure 3.7.

Assume that, for each i = 1, . . . , n, the enlarged string α̂i in α̂ is elastic with
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elasticity coefficient µi and has a smooth surface so that any two strings can slide
along each other without frictions. Under these assumptions, the elastic energy of
this n-string system is proportional to the µ-energy of the corresponding conflict-
free maneuver. If we fix the strings in α̂ at both the bottom (t = t0) and the top
(t = tf ) horizontal planes and leave free the remaining parts, then for certain choices
of α this elastic n-string system will be in an equilibrium (stationary) position. The
optimal conflict-free maneuvers have minimal energy, hence necessarily correspond to
equilibrium positions.

Suppose that α̂ is in an equilibrium position. Pick any disk in α̂ that belongs
to the string α̂i and lies on the horizontal plane t = t1 for some i = 1, . . . , n and
t0 < t1 < tf . Denote this disk by Di(t1). Then Di(t1) is subject to two types
of forces: forces enacted by disks in the same string that are immediately above
and below Di(t1), i.e., Di(t

+
1 ) and Di(t

−
1 ); and forces enacted by disks in the same

horizontal plane t = t1 but belonging to different strings, i.e., Dj(t1) with j �= i.
Since Di(t1) is confined to move on the plane t = t1, we are concerned with only the
projection of the forces onto this plane. The contribution of the forces of the first
type is easily seen to be proportional to µiα̈i(t1). As for the forces of the second type,
say, the force enacted by disk Dj(t1) (j �= i) that contacts Di(t1), by our assumption
of no frictions this force is directed from the center of Dj(t1) to the center of Di(t1),
i.e., from (αj(t1), t1) to (αi(t1), t1). Now the conclusion of Proposition 3.13 can be
explained as follows. Let I be a subset of {1, . . . , n} \ {i} that corresponds to a
maximal connected component of the graph obtained by removing node i and all
the edges connected with it from the contact graph of α at time t1. Since α̂ is in
an equilibrium position, the subsystem DI(t1) consisting of disks Dj(t1) for j ∈ I
is stationary. So the total moment (torque) of external forces acting on DI(t1) is
zero, which is exactly the conclusion of Proposition 3.13. Note that here we choose
(αi(t1), t1) as the origin and use the fact that torque of forces enacted by Di(t1) on
disks in DI(t1) is zero by our above analysis.

Other optimality conditions can also be explained in this model. For example,
the conclusion of Corollary 3.5 is, after differentiation with respect to t twice, simply
that on any horizontal plane t = t1, t0 < t1 < tf , the combined external forces acting
on the subsystem consisting of disks Di(t1), i = 1, . . . , n, is zero. For the example in
section 3.6, the semiglobal conclusion of Proposition 3.14 can be intuitively understood
as that, after a rotation of more than π√

2
, the cumulative force of the two neighboring

strings on the central one exceeds the critical value so that the equilibrium position
of α̂∗ becomes unstable. Any slight perturbation will then render the system to settle
in one of the two bifurcated positions with minimal elastic energy (see Figure 3.8),
provided that there exists very small but nonzero air frictions to avoid persistent
oscillation.

4. Optimal multilegged conflict-free maneuvers. Due to the difficulty in
computing analytically the optimal conflict-free maneuver when the number n of
agents is greater than two, we now restrict our attention to those maneuvers specified
by a set of waypoints, which might well be the only feasible form of joint maneuvers
that a central controller can specify to the participating agents in practice.

To be precise, consider n agents with starting position a = (a1, . . . , an) and
destination position b = (b1, . . . , bn). Assume that a set of epochs {tj}mj=0, t0 < t1 <
· · · < tm−1 < tm = tf , where m is a positive integer, has been fixed. For each agent
i, choose a set of waypoints {ci,j}mj=0 in R

2 such that ci,0 = ai and ci,m = bi. Then,
an m-legged maneuver of agent i is a maneuver consisting of m stages, where at each
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stage j ∈ {0, 1, . . . ,m − 1} agent i starts from ci,j at time tj and reaches ci,j+1 at
time tj+1 with constant velocity. Denote by P

m
i the set of all m-legged maneuvers

of agent i and by Pm(a,b) =
∏n
i=1P

m
i the set of all m-legged joint maneuvers. In

the braid representation, an m-legged joint maneuver corresponds to n strings, each
one consisting of m line segments pieced together. The set of m-legged conflict-free
maneuvers consists of all elements of Pm(a,b) with MSE at least R and is denoted
by Pm(R,a,b).

In this section, we shall try to solve the following version of problem (3.4):

minimize Jµ(α) subject to α ∈ Pm(R,a,b).(4.1)

By using similar arguments, one can show that some of the optimality conditions
in section 3, such as Corollary 3.5, still apply for solutions to problem (4.1). In general,
a solution to problem (4.1) is only suboptimal for problem (3.4).

4.1. Optimal 2-legged conflict-free maneuver for two agents. We start
from the simplest case when n = 2 and m = 2. Consider two agents with starting
position a = (a1, a2) and destination position b = (b1, b2). Let α = (α1, α2) be a
2-legged conflict-free maneuver in P2(R,a,b) with three waypoints ci,j , j = 0, 1, 2,
for each agent i = 1, 2. Since ci,0 = ai and ci,2 = bi are fixed for each agent i, the
middle waypoints ci,1 will be denoted by ci to simplify the notation. Let tc ∈ (t0, tf )
be the epoch corresponding to the middle waypoints. Then, the motions of the two
agents are described by

αi(t) =

{
ai + (ci − ai)

t−t0
tc−t0 , t0 ≤ t ≤ tc,

bi + (ci − bi)
t−tf
tc−tf , tc ≤ t ≤ tf ,

i = 1, 2.

After some calculations, the µ-energy of a maneuver α ∈ P2(a,b) as the function of
c1 and c2 can be expressed as follows:

Jµ(α) =
tf − t0

(tf − tc)(tc − t0)
[µ1‖c1 − cu1‖2 + µ2‖c2 − cu2‖2] + C,(4.2)

where C is a constant and cui , i = 1, 2, are defined by

cui =
(tf − tc)ai + (tc − t0)bi

tf − t0
, i = 1, 2.(4.3)

Note that cu1 and cu2 are the optimal waypoints when minimizing Jµ(α) without the
MSE constraint. In the braid representation, cu1 and c

u
2 correspond to the intersections

of the plane t = tc with the lines joining (ai, t0) to (bi, tf ) for i = 1 and 2, respectively.
The MSE constraint can be simplified as well. The minimal distance dl between

the two agents during the time interval [t0, tc] is given by

dl =



‖c1 − c2‖ if λ < −‖c1 − c2 − a1 + a2‖2,√‖a1 − a2‖2 − λ2/‖c1 − c2 − a1 + a2‖2 if − ‖c1 − c2 − a1 + a2‖2 ≤ λ ≤ 0,
‖a1 − a2‖ if λ > 0,

where λ � (a1 − a2)
T (c1 − c2 − a1 + a2). Note that dl is a function of the relative

positions a1 − a2 and c1 − c2 only and is independent of the epoch tc. We then use
dl(a1 − a2, c1 − c2) to denote it explicitly. Similarly, the minimum distance between
the two agents during the time interval [tc, tf ] is dl(c1 − c2, b1 − b2).
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Fig. 4.1. The four configurations of the feasible set A for c1 − c2.

For α to be a conflict-free maneuver, both dl(a1− a2, c1− c2) and dl(c1− c2, b1−
b2) have to be at least R, yielding two constraints on c1 − c2. Depending on the
relative position of a1− a2 and b1− b2, the feasible set A for c1− c2 has four possible
configurations, which are numbered from 1 to 4 and represented by shaded regions
in Figure 4.1. Notice that A consists of two connected components in configurations
1 and 3, which correspond to the two fundamental types of conflict-free maneuvers.
In configurations 2 and 4, however, only one fundamental type can be achieved by
2-legged maneuvers.

Remark 5. The feasible set A for c1 − c2 can be characterized as the subset of
R

2 consisting of all those points that are “visible” to both a1 − a2 and b1 − b2 in the
presence of the open disk B(0, R) as an obstacle. In fact, by applying an appropriate
tilt operator Tw that preserves the MSE and c1 − c2, one can assume that c2 = a2,
i.e., agent 2 stays at a2 during [t0, tc]. Thus the MSE constraint during [t0, tc] is
equivalent to the constraint that the line segment from a1 to c1 does not intersect
B(a2, R), or alternatively, the line segment from a1 − a2 to c1 − c2 does not intersect
B(0, R). Similar arguments apply to the second stage of α.

As a result of the above simplifications, problem (4.1) is reduced to

minimize µ1‖c1 − cu1‖2 + µ2‖c2 − cu2‖2 subject to c1 − c2 ∈ A.(4.4)

Theorem 4.1. Define q � cu1 − cu2 =
tf−tc
tf−t0 (a1 − a2) +

tc−t0
tf−t0 (b1 − b2). Let p be a

point in A at minimum distance from q. An optimal solution to problem (4.4) is then
given by

c∗1 = µ1c
u
1 + µ2c

u
2 + µ2p, c∗2 = µ1c

u
1 + µ2c

u
2 − µ1p.

Moreover, if problem (4.4) is restricted to one of the two fundamental types of conflict-
free maneuvers that is achievable by 2-legged maneuvers, then c∗1 and c

∗
2 are unique.

Proof. Set ∆c = c1 − c2. Then we have

min{µ1‖c1 − cu1‖2 + µ2‖c2 − cu2‖2 : c1, c2 such that ∆c ∈ A}
= min

∆c∈A
min
c2
{µ1‖c2 +∆c− cu1‖2 + µ2‖c2 − cu2‖2}

= min
∆c∈A

min
c2
{‖c2 − µ1(c

u
1 −∆c)− µ2c

u
2‖2 + µ1µ2‖cu1 − cu2 −∆c‖2}

= min
∆c∈A

µ1µ2‖q −∆c‖2

= µ1µ2‖q − p‖2,



660 JIANGHAI HU, MARIA PRANDINI, AND SHANKAR SASTRY

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

Fig. 4.2. 2-legged optimal conflict-free maneuvers for 2-agent encounters (µ1 = µ2 = 0.5, R = 30).

where the last two equalities follow by choosing c2 = µ1(c
u
1 −∆c)+µ2c

u
2 and ∆c = p.

Together they imply the desired expressions of c∗1 and c∗2. The uniqueness of c
∗
1 and

c∗2 given a particular fundamental type is a consequence of the fact that p is unique,
since either the connected component of A corresponding to that type is convex, or q
is contained in it since it lies on the line segment connecting a1 − a2 to b1 − b2.

Note that in configurations 2, 3, and 4, p = q since q lies on the line segment
connecting a1 − a2 and b1 − b2 that is contained entirely in A. Hence c∗1 and c∗2 are
equal to cu1 and cu2 , respectively. In configuration 1, the set A is the union of two
disjoint convex sets, so there might be up to two points in A nearest to q, with two
being the case when there is an exact collision for the unconstrained optimal joint
maneuver. In this case, we can choose either of the two points as p.

Figure 4.2 shows the optimal 2-legged conflict-free maneuvers for some typical
2-agent encounters when the agents have equal priorities. In each plot, the starting
points are marked with stars and the ending points with diamonds. The circles are
the waypoints specified by Theorem 4.1.

4.2. Optimal 2-legged conflict-free maneuver for multiple agents. Con-
sider the case m = 2 and n ≥ 3. Roughly speaking, the nature of problem (4.1)
is mainly combinatorial in that the major task is to choose the type of conflict-free
maneuvers in which one can find the optimal solution. In this section, we deal only
with the problem of finding the optimal conflict-free maneuver within a given type.
We postpone to section 4.4 the discussion on how to choose the maneuver type.

Fix tc ∈ (t0, tf ) and denote by Aij the feasible set for ci− cj when only the agent
pair (i, j) is present. Aij is computed as set A in the last subsection with ai, bi, aj , bj
in the place of a1, b1, a2, b2. Suppose that we have chosen a type of conflict-free
maneuver. Then, the problem is to find the waypoints c1, . . . , cn that

minimize

n∑
i=1

µi‖ci − cui ‖2 subject to ci − cj ∈ A±
ij , 1 ≤ i < j ≤ n,(4.5)

where cui is defined as in (4.3) for i = 1, . . . , n, and A±
ij denotes the connected com-

ponent of the set Aij matching the desired type. Note that only a finite subset of
types of conflict-free maneuvers can be represented in this way, and we assume that
the given type belongs to this subset.

Notice that in all but the first configuration shown in Figure 4.1 representing
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Fig. 4.3. Globally optimal 2-legged conflict-free 3-maneuvers (µ1 = µ2 = 0.5, R = 20).

Aij for i = 1 and j = 2, one of the connected components of Aij is nonconvex,
posing a great challenge for the efficient solution of problem (4.5). Therefore, in
configurations 2, 3, and 4, we linearize the nonconvex component of Aij by using
a half-space inner approximation, as it is shown in Figure 4.1 by the black lines
tangential to the boundary of B(0, R). The choice of the black line may not be
unique, and one should ensure that the inner approximated feasible region of ci − cj
contains the unconstrained optimal value cui − cuj .

Remark 6. Problem (4.5) is a linearly constrained convex optimization problem
in the special case when any pair of agents is in the first configuration, i.e., when the
unconstrained optimal joint maneuver will cause a conflict between any pair of agents.
Therefore, our linear approximation scheme is tight for the most critical encounters.

After the linearization, if necessary, we have a linearly constrained quadratic
optimization problem that can be solved efficiently. In the case when the number
of agents is relatively small, we can afford the luxury of running the optimization
algorithm for each type achievable by 2-legged maneuvers so as to find the globally
optimal 2-legged conflict-free maneuver. Simulation results using MATLAB are shown
in Figure 4.3 for two 3-agent encounters. In both cases, each pair of agents is in the
first configuration, so linearizations are not necessary and the obtained maneuvers are
actually the globally optimal 2-legged conflict-free maneuvers.

4.3. Optimal m-legged conflict-free maneuver for multiple agents. The
algorithm described in section 4.2 can be used in an iterative way in the general case
when the number m of legs is greater than two. Fix a set of epochs t0 < t1 < · · · <
tm−1 < tm = tf . A necessary condition for a set of waypoints ci,j , i = 1, . . . , n,
j = 0, . . . ,m, with ci,0 = ai, ci,m = bi, to be an optimal solution to problem (4.1)
is that

ci,j = c∗i ((c1,j−1, . . . , cn,j−1), (c1,j+1, . . . , cn,j+1), tj−1, tj , tj+1)(4.6)

for 1 ≤ j ≤ m − 1. Here c∗i ((c1,j−1, . . . , cn,j−1), (c1,j+1, . . . , cn,j+1), tj−1, tj , tj+1)
denotes the waypoint of agent i for the optimal 2-legged maneuver when the starting
and destination positions of the agents are (c1,j−1, . . . , cn,j−1) and (c1,j+1, . . . , cn,j+1),
and the starting, middle, and ending epochs are tj−1, tj , tj+1, respectively. This
condition inspires the following algorithm.

Algorithm 1.
1. Pick any feasible set of waypoints c

(0)
i,j , 1 ≤ i ≤ n, 0 ≤ j ≤ m, such that

c
(0)
i,0 = ai, c

(0)
i,m = bi for 1 ≤ i ≤ n and such that the MSE constraint is
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Fig. 4.4. Simulation results of Algorithm 1 for two and three agents encounters (R = 30).

satisfied over T .
2. For j = 1, . . . ,m− 1 compute for i = 1, . . . , n

c
(k+1)
i,j = c∗i ((c

(k)
1,j−1, . . . , c

(k)
n,j−1), (c

(k)
1,j+1, . . . , c

(k)
n,j+1), tj−1, tj , tj+1).

3. Repeat procedure 2 with k := k + 1 until the decrease in µ-energy is below
some threshold ε.

It is easily seen that the µ-energy of the conflict-free maneuvers obtained by
Algorithm 1 is nonincreasing as a function of the iteration number k and is strictly
decreasing whenever condition (4.6) is not satisfied. Therefore, the iteration procedure
converges asymptotically to a conflict-free maneuver satisfying condition (4.6). A
convergence analysis of Algorithm 1 is yet to be achieved. Besides the issue of local
minima suggested by the example in section 3.6, the situation is further complicated
by the fact that the convex optimization procedure introduced in section 4.2 yields
only an approximation of c∗i . Another open issue is the suboptimality of optimal
m-legged maneuvers in Pm(R,a,b) with respect to optimal solutions in P(R,a,b).
Although in theory the performance gap decreases to zero as m→∞, in practice, it
is not easy to quantify the performance degradation for a finite m.

In Figure 4.4, some simulation results for Algorithm 1 when the agents have
identical priorities and R = 30 are shown. The epochs are chosen to evenly divide
[t0, tf ], and the corresponding waypoints are marked with small circles. In the plots,
whenever two agents are at distance R, their positions are joined by a line segment.
Note that the result shown in the left figure is a good approximation to the optimal
maneuvers plotted in Figure 3.3.

4.4. Randomized optimization. In [12, 34], a decentralized algorithm for
multi-agent conflict resolution is proposed in the context of ATC. By modeling the
agent motion as a Brownian motion with drift, the probability of conflict between two
agents is estimated and then used to generate repulsive forces between the agents,
inspired by the potential and vortex field methodology for path planning [27, 36].
Compared with traditional potential field methods that use only the positions of the
agents, this algorithm considers also their headings and speeds, and hence generates
maneuvers with less abrupt turns.

Although the stochastic algorithm can be run in real time regardless of the number
n of agents involved, one of its drawbacks is that absolute safety cannot be guaranteed
with probability one. On the other hand, the convex optimization algorithm we
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Fig. 4.5. 16-maneuvers generated by stochastic (left) and convex optimization algorithms (right).

propose in this paper can ensure absolute safety, but it cannot handle the explosively
increasing number of types when n is large. We then suggest a solution that combines
the positive features of these two algorithms; hence it both guarantees safety and
is computationally feasible. The proposed algorithm uses the stochastic algorithm
as the random “type chooser.” More specifically, for a given multi-agent encounter,
first the stochastic algorithm is run to generate a joint maneuver corresponding to a
particular type, and then the convex optimization algorithm is utilized to obtain an
approximation of the optimal multilegged maneuver within the type selected by the
stochastic algorithm.

Simulation results for a 16-agent symmetric encounter are shown in Figure 4.5,
in which 16 agents with identical priorities pass approximatively through a common
point at angles evenly distributed in [0, 2π] and R = 30. The one on the left is the
joint maneuver generated by the stochastic algorithm, whereas the one on the right is
the optimal 2-legged conflict-free maneuver within this type generated by the convex
optimization algorithm.

Remark 7. When the number of agents is small, say, n = 2, 3, experiments show
that the stochastic algorithm tends to choose with higher probability those types with
lower µ-energy. However, when n is large, such as in the previous example, it is hard to
evaluate the performance of the randomized algorithm, since currently no theoretical
result exists that can exhaust the explosively increasing number of resolution types
and find the optimal one (or ones). Much more work is needed in this respect.

5. Conclusions and future directions. In this paper, the problem of opti-
mal coordinated motion planning for multiple agents moving on a plane is studied.
After a classification of the homotopy types of conflict-free maneuvers, a weighted
energy is proposed as the cost function to select the optimal one. Various local and
global optimality conditions are derived. For 2-agent encounters, analytical solutions
are obtained both for the optimal continuous and piecewise-C2 maneuvers and the
optimal 2-legged maneuvers. For the general multi-agent case, a randomized con-
vex optimization algorithm is proposed to find the optimal multilegged maneuvers
numerically.

To completely characterize the optimal conflict-free maneuvers, many issues re-
main to be solved. The results in this paper could serve as a good starting point.
Possible directions of future research include the analysis of the proposed numerical
algorithm in terms of its performance and its robustness with respect to uncertainty
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on the agents’ positions and velocities and the study of more realistic (and more com-
plicated) models for the agent dynamics than the kinematic one adopted in this paper.
Some contribution in this direction can be found in [15], which focuses exclusively on
air traffic management systems.

Appendix A. Proof of Proposition 3.8. Consider first the case when s = 0.
For each α ∈ P(R,a,b), let β = R0

θ(α). Then

β̇i(t) = Tθ(t)α̇i(t) +
d

dt
Tθ(t)αi(t) = Tθ(t)α̇i(t) + θ̇(t)Tπ

2 +θ(t)αi(t), i = 1, . . . , n.

Since Tθ(t) and Tπ2 +θ(t) are orthonormal matrices and T
T
π
2 +θ(t) = T−π

2 −θ(t), we have

‖β̇i(t)‖2 = ‖α̇i(t)‖2 + ‖αi(t)‖2|θ̇(t)|2 + 2θ̇(t)αTi (t)T−π
2
α̇i(t), i = 1, . . . , n.

Integrating and summing over i, we can write the cost difference ∆Jµ(θ) as

∆Jµ(θ) = Jµ(β)− Jµ(α) =

∫ tf

t0

[f(t)|θ̇(t)|2 + 2g(t)θ̇(t)]dt,(A.1)

where f and g are functions defined by

f(t) � 1

2

n∑
i=1

µi‖αi(t)‖2, g(t) � 1

2

n∑
i=1

µiα
T
i (t)T−π

2
α̇i(t) ∀t ∈ T.(A.2)

Note that we use the notation ∆Jµ(θ) to indicate that it is a function of θ. We next
compute the optimal twist θ∗ such that ∆Jµ(θ) is minimized. θ is subject to the

constraint that θ(t0) = 0, θ(tf ) = 2kπ for some fixed k ∈ Z. For θ̇, this translates into∫ tf
t0

θ̇(t)dt = 2kπ. We can then write the Lagrangian function for this problem as

L(θ, λ) � ∆Jµ(θ) + λ

[∫ tf

t0

θ̇(t)dt− 2kπ
]

=

∫ tf

t0


f(t)

[
θ̇(t) +

g(t) + λ
2

f(t)

]2

− [g(t) +
λ
2 ]

2

f(t)


 dt− 2λkπ.

Thus θ̇∗(t) = −[g(t) + λ∗/2]/f(t) where, since
∫ tf
t0

θ̇(t)dt = 2kπ, λ∗ is given by

λ∗ = −2
[∫ tf

t0

g(t)

f(t)
dt+ 2kπ

]/∫ tf

t0

1

f(t)
dt.

Then, we have the following expression for θ̇∗(t):

θ̇∗(t) = − g(t)
f(t)

+

[∫ tf

t0

g(t)

f(t)
dt+ 2kπ

]/[
f(t)

∫ tf

t0

1

f(t)
dt

]
.

Substituting this into (A.1), we get the minimal ∆Jµ(θ):

∆Jµ(θ
∗) =

[∫ tf

t0

g(t)

f(t)
dt+ 2kπ

]2/∫ tf

t0

1

f(t)
dt−

∫ tf

t0

g2(t)

f(t)
dt.
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If α = α∗ is an optimal maneuver, then ∆Jµ(θ∗) ≥ 0. Hence,[∫ tf

t0

g(t)

f(t)
dt+ 2kπ

]2

≥
∫ tf

t0

1

f(t)
dt ·

∫ tf

t0

g2(t)

f(t)
dt.(A.3)

In the case when k = 0, the equality holds in (A.3) since the lower bound
∆Jµ(θ

∗) ≥ 0 can be strictly achieved by choosing θ∗(t) ≡ 0. Therefore,
[∫ tf

t0

g(t)

f(t)
dt

]2

=

∫ tf

t0

1

f(t)
dt ·

∫ tf

t0

g2(t)

f(t)
dt.

Applying the Cauchy–Schwarz inequality to functions 1/
√
f(t) and g(t)/

√
f(t), we

have that the above equality holds if and only if g(t)/
√
f(t) = C/

√
f(t) for some

constant C, i.e., if and only if g(t) ≡ C. In this case, (A.3) degenerates into

(Cz + 2kπ)2 ≥ C2z2 ∀k ∈ Z,

where z =
∫ tf
t0
1/f(t)dt, or equivalently kπCz+k2π2 ≥ 0 for all k ∈ Z. This is possible

if and only if −π ≤ Cz ≤ π, thus completing the proof for the case s = 0.
The general case when s �= 0 can be reduced to the above case by first noticing that

the optimality of α∗ in P(R,a,b) implies the optimality of α∗−s = (α∗
1−s, . . . , α∗

n−s)
in P(R,a − s,b − s) and then applying the results proved for the case s = 0 to the
optimal maneuver α∗ − s.

Appendix B. Geometry of T
2 under metric g. In section 3.6, we define a

Riemannian metric g on the 2-torus T
2. Here we will derive some useful quantities

characterizing its geometry.
At each point (θ1, θ2) ∈ T

2, a basis ∂
∂θ1

and ∂
∂θ2

of the tangent space of T
2 is

mapped by the differential of the coordinate map f defined in (3.16) to{
df( ∂∂θ1 ) =

1
3 (−2 sin θ1, 2 cos θ1, sin θ1,− cos θ1, sin θ1,− cos θ1)T ,

df( ∂∂θ2 ) =
1
3 (sin θ2,− cos θ2,−2 sin θ2, 2 cos θ2, sin θ2,− cos θ2)T ,

(B.1)

which is a basis of the tangent space of Q at f(θ1, θ2). Here we have identified the
tangent space of R

6 at f(θ1, θ2) with R
6 itself, and the tangent space of Q at f(θ1, θ2)

becomes a subspace of R
6. The standard metric of R

6 induces by f isometrically the
metric g on T

2 of the form

g =

[
g11 g12
g21 g22

]
=
1

3

[
2 − cos(θ1 − θ2)

− cos(θ1 − θ2) 2

]
,(B.2)

where gij � 〈 ∂∂θi , ∂
∂θj
〉 for i = 1, 2, j = 1, 2. The inverse of g can be written as

g−1 =

[
g11 g12

g21 g22

]
=

3

4− cos2(θ1 − θ2)

[
2 cos(θ1 − θ2)

cos(θ1 − θ2) 2

]
.

The covariant derivative ∇ of T
2 with respect to the Levi–Civita connection is

defined by [8]

∇ ∂
∂θi

∂

∂θj
=

2∑
m=1

Γmij
∂

∂θm
∀1 ≤ i, j ≤ 2,
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where Γmij , 1 ≤ i, j,m ≤ 2, are the Christoffel symbols that can be computed by

Γmij =
1

2

2∑
k=1

{
∂gjk
∂ξi

+
∂gki
∂ξj
− ∂gij

∂ξk

}
gkm, 1 ≤ i, j,m ≤ 2.

It is easy to verify that

Γ1
11 = −Γ2

22 =
sin(θ1 − θ2) cos(θ1 − θ2)

4− cos2(θ1 − θ2)
, Γ2

11 = −Γ1
22 =

2 sin(θ1 − θ2)

4− cos2(θ1 − θ2)
,

and Γm12 = Γm21 = 0 for m = 1, 2. The equations for geodesics in T
2 are ξ̈k +∑

i,j Γ
k
ij ξ̇iξ̇j = 0, k = 1, 2, which yield

[4− cos2(θ1 − θ2)]θ̈1 = − sin(θ1 − θ2) cos(θ1 − θ2)(θ̇1)
2 + 2 sin(θ1 − θ2)(θ̇2)

2,

[4− cos2(θ1 − θ2)]θ̈2 = −2 sin(θ1 − θ2)(θ̇1)
2 + sin(θ1 − θ2) cos(θ1 − θ2)(θ̇2)

2.

The above equations are readily seen to be equivalent to (3.17).
Next, we will compute the curvature of T

2. Let R be the curvature tensor of T
2.

Let Rijkl be its value in basis
∂
∂θ1

, ∂
∂θ2

defined by [8]

Rijkl �
〈
R

(
∂

∂θi
,
∂

∂θj

)
∂

∂θk
,
∂

∂θl

〉

=

〈(
∇ ∂

∂θj

∇ ∂
∂θi

−∇ ∂
∂θi

∇ ∂
∂θj

+∇[ ∂
∂θi
, ∂∂θj

]

)
∂

∂θk
,
∂

∂θl

〉

for all 1 ≤ i, j, k, l ≤ 2. Then Rijkl =
∑2
s=1 R

s
ijkgsl, where R

s
ijk can be computed by

Rsijk =

2∑
m=1

ΓmikΓ
s
jm −

2∑
m=1

ΓmjkΓ
s
im +

∂

∂θj
Γsik −

∂

∂θi
Γsjk.

In our case, calculation shows that

R1
121 = R2

122 =
−3 cos2(θ1 − θ2)

[4− cos2(θ1 − θ2)]2
, R2

121 = R1
122 =

−6 cos(θ1 − θ2)

[4− cos2(θ1 − θ2)]2
,

and Rs21k = −Rs12k, Rs11k = Rs22k = 0 for all 1 ≤ k, s ≤ 2. Hence,

R1212 =
− cos(θ1 − θ2)

4− cos2(θ1 − θ2)
.

Therefore, the sectional curvature of T
2 is

K =
R1212

g11g22 − g2
12

=
−9 cos(θ1 − θ2)

[4− cos2(θ1 − θ2)]2
.(B.3)

K depends only on θ1 − θ2 since the map (θ1, θ2) �→ (θ1 + ξ, θ2 + ξ) mod 2π is an
isometry of T

2 for each ξ. In the special case when θ1 − θ2 = π, we have K = 1. For
further analysis, see [17].
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OF IMPULSIVE SYSTEMS ON BANACH SPACES∗
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Abstract. This paper presents some results on the question of existence of optimal controls for
a large class of semilinear impulsive systems in infinite dimensional spaces with admissible controls
from the space of vector measures. This also includes, as a special case, the class of purely impulsive
controls. Two physical examples are presented for illustration.

Key words. impulsive systems, Banach spaces, vector measures, optimal control, existence
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1. Introduction. In this paper we present some results on existence of optimal
controls for systems governed by nonlinear impulsive evolution equations on Banach
spaces. The general description of such systems was proposed in [1, 2, 3] as given
below:

dx = Axdt+ f(t, x)dt+ g(t, x)ν(dt) + C(t, x)u(dt), t ∈ I,(1)

x(0) = x0.(2)

In general the operator A is the infinitesimal generator of a C0-semigroup in a Banach
space E, f and g are nonlinear operators mapping I×E to E, ν is a countably additive
bounded signed measure on I, C is an operator valued function mapping I × E into
L(F,E), and u is an F -valued vector measure representing the control.

This model includes all the standard models used by many authors in the field
[9, 10, 11, 12, 13, 14] (including the references therein). It also includes the models
considered in [1, 2, 4, 5, 6]. Inclusion of delay in our model by considering f as a
functional mapping I×C([−τ, 0], E) to E and specifying initial data ζ ∈ C([−τ, 0], E)
does not complicate the problem in any substantial way.

Returning to the control problem, we assume that the objective functional is given
by

J(u) =

∫
I

�(t, x(t))dt+Ψ(x(T )) + ϕ(u),(3)

where �,Ψ, ϕ are suitable functions to be defined later. In a recent paper of the
author, some results on the question of existence of optimal controls were proved
in [1] under the assumption that C is independent of x. In a more recent paper,
necessary conditions of optimality also were developed for this class of systems. In
[1], the control appears linearly, that is, the control operator C is independent of the
state. Once this operator is dependent on the state x, the problem becomes more
difficult. Our concern here is to study the question of existence of optimal controls
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http://www.siam.org/journals/sicon/42-2/39129.html
†School of Information Technology and Engineering and Department of Mathematics, University

of Ottawa, Ottawa, ON, Canada K15 6N5 (ahmed@site.uottawa.ca).

669



670 N. U. AHMED

for this nonlinear case. This was stated as an open problem in our paper [6], where
necessary conditions of optimality were developed.

The rest of the paper is organized as follows. In section 2, some basic nota-
tions and terminologies are presented. In section 3, we present a result on existence
and uniqueness of solutions for the system (1)–(2). In section 4, we develop our
main results on the question of existence of optimal controls. The first result given
in Theorem 4.2 assumes a decomposability property which is somewhat restrictive.
Conditions guaranteeing this property are stated in the remark following the intro-
duction of admissible controls. This assumption is disposed of in Theorem 4.3 and
Corollary 4.4 by imposing some conditions on the control operator C. In section 5,
we present some comments and questions on open problems. The article concludes
with several physical examples.

2. Some notations and terminologies. Let X be a Banach space with dual
X∗, and let B denote the sigma algebra of Borel subsets of the interval I ≡ [0, T ]. Let
Mc(I,X) denote the space of bounded countably additive X-valued vector measures
on the sigma algebra B having bounded total variation as defined below. That is, for
each µ ∈Mc(I,X), we write

|µ|v ≡ |µ|(I) ≡ sup
π

{∑
J∈π
‖ µ(J) ‖X

}
,

where the supremum is taken over all partitions π of the interval I into a finite number
of disjoint members of B. With respect to this topology,Mc(I,X) is a Banach space.
For any J ∈ B, define the variation of µ on J by

V (µ)(J) ≡ V (µ, J) ≡ |µ|(J).

Since µ is countably additive and bounded, this defines a countably additive bounded
positive measure on B. In case X = R, the real line, we have the space of real valued
signed measures. We denote this by simply Mc(I) in place of Mc(I,R). Clearly
for ν ∈ Mc(I), V (ν) is also a countably additive bounded positive measure. For
uniformity of notation we use λ to denote the Lebesgue measure. Strong convergence
of a sequence {ξn} ∈ X to an element ξ ∈ X is denoted by ξn

s−→ ξ, and its weak

convergence (weak star convergence) by ξn
w(w∗)−→ ξ. For any pair of Banach spaces

X,Y , L(X,Y ) will denote the space of bounded linear operators from X to Y .
For any Banach space X, we use B(I,X) to denote the linear space of all bounded

X-valued functions on the interval I, and C(I,X) the space of continuous functions
with values in X. The space B(I,X), furnished with the sup norm topology,

‖ z ‖0≡ sup{‖ z(t) ‖X , t ∈ I}, z ∈ B(I,X),

is a Banach space, and C(I,X) is a closed subspace of B(I,X); hence it is also a
Banach space. It is clear that, with respect to the above topology, B(I,X) is a
normed vector space. To see that it is complete, let {xn} be a Cauchy sequence.
Then, for every ε > 0, there exists an integer m(ε) ∈ N such that ‖ xn−xm ‖0< ε for
all m,n ≥ m(ε). For each t ∈ I, let x(t) = s− limxn(t). Since E is a Banach space,
the limit indicated does exist. Then, for each t ∈ I, there is an integer r ≥ m(ε) with
‖ x(t)− xr(t) ‖< ε, and thus, for n ≥ m(ε),

‖ x(t)− xn(t) ‖≤‖ x(t)− xr(t) ‖ + ‖ xr(t)− xn(t) ‖< 2ε for all t ∈ I.
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Since ε > 0 is arbitrary, this proves that every Cauchy sequence in B(I,X) has a
limit with respect to the norm topology and hence is a Banach space.

This is a very general Banach space. For application we need measurability. Let
B∞(I,X) denote the space of bounded strongly measurable X-valued functions on I.
Furnished with the same sup norm topology, it is a closed subspace of B(I,X) and
hence a Banach space. This is the Banach space used throughout this paper.

The space of bounded piecewise continuous functions (with the sup norm topol-
ogy), denoted by PWC(I,X), is certainly a linear subspace of B∞(I,X), but it is not
clear if it is a closed subspace. In any case we can choose the space B∞(I,X) for the
space of solutions of all our impulsive systems. However, in many cases the solutions
may posses stronger regularity properties such as piecewise continuity. This certainly
happens in case all the measures including the control measures are all purely atomic.
Further regularity is expected if ν is absolutely continuous with respect to Lebesgue
measure λ, and given that both F and F ∗ satisfy the Radon–Nikodým property, the
control measures are λ continuous. In this case the solutions are in C(I,X).

3. Existence and regularity of solutions. For study of the question of ex-
istence of optimal controls, it is certainly necessary to guarantee the existence (and
possibly uniqueness) of solutions of the controlled evolution equation for each and
every control from the admissible class. Here in this section, we present a simple
existence and uniqueness theorem for the purpose. First let us recall that by a mild
solution of the system (1)–(2) we mean a function x ∈ B∞(I, E) that satisfies the
integral equation

x(t) = S(t)x0 +

∫ t

0

S(t− s)f(s, x(s))ds+
∫ t

0

S(t− s)g(s, x(s))ν(ds)

+

∫ t

0

S(t− s)C(s, x(s))u(ds), t ∈ I.(4)

We can prove the following result along the same lines as in [1, 3].
Theorem 3.1. Consider the system (1)–(2) and suppose that E,F are Banach

spaces, A is the infinitesimal generator of a C0-semigroup S(t), t ≥ 0, in E, ν ∈
Mc(I), and u ∈ Mc(I, F ). Suppose that both f and g map I × E into E and are
measurable in t on I and continuous in x on E and that there exist two nonnegative
functions K ∈ L+

1 (I, λ) and L ∈ L+
1 (I, V (ν)) such that, for all x, y ∈ E,

‖ f(t, x)− f(t, y) ‖E≤ K(t) ‖ x− y ‖E , ‖ f(t, x) ‖≤ K(t)(1+ ‖ x ‖),(5)

‖ g(t, x)− g(t, y) ‖E≤ L(t) ‖ x− y ‖E , ‖ g(t, x) ‖≤ L(t)(1+ ‖ x ‖),(6)

where the first set of inequalities hold λ a.e. and those of the second set hold V (ν)
a.e. The operator valued function C mapping I × E to L(F,E) is measurable in t
on I and continuous in x on E, all with respect to the uniform operator topology of
L(F,E); and there exists an R ∈ L+

1 (I, V (u)) (possibly dependent on u) so that

‖ C(t, x)− C(t, y) ‖L(F,E)≤ R(t) ‖ x− y ‖E , ‖ C(t, x) ‖L(F,E)≤ R(t)(1+ ‖ x ‖).(7)

Then, for each x0 ∈ E and u ∈ Mc(I, F ), the system (1) has a unique mild solution
in B∞(I, E).

Proof. The proof is similar to that of [1, Theorem 1]. We present a very brief
outline. Since S is a C0 semigroup on E, there exists a finite number M ≥ 1 such
that

sup{‖ S(t) ‖L(E), t ∈ I} =M.



672 N. U. AHMED

Define the operator G as follows:

(Gx)(t) ≡ S(t)x0 +

∫ t

0

S(t− s)f(s, x(s))ds+
∫ t

0

S(t− s)g(s, x(s))ν(ds)

+

∫ t

0

S(t− s)C(s, x(s))u(ds).(8)

Using the growth and continuity assumptions of the operators f, g, C with respect to
the state x ∈ E, it is easy to verify that G maps B∞(I, E) into itself. Define the
scalar measure α on B by

α(σ) ≡
∫
σ

K(s)ds+

∫
σ

L(s)V (ν, ds) +

∫
σ

R(s)V (u, ds), σ ∈ B.(9)

Note that this is a countably additive positive measure. For any x, y ∈ B∞(I, E)
define

ρt(x, y) ≡ sup
0≤s≤t

‖ x(s)− y(s) ‖(10)

and set ρ(x, y) ≡ ρT (x, y). Clearly ρ(x, y) defines a metric on B∞(I, E), and with
respect to this metric B∞(I, E) is a complete metric space. For any pair of elements
x, y ∈ B∞(I, E), it follows from the expressions (8), (9), and (10) that

ρt(Gx,Gy) ≤M
∫ t

0

ρs(x, y)α(ds), t ∈ I.(11)

Define

W (t) ≡
∫ t

0

α(ds), t ∈ I.(12)

By repeated substitution, it follows from (11) and (12) that

ρt(G
nx,Gny) ≤ (MnWn(t)/Γ(n+ 1)

)
ρt(x, y), t ∈ I.

This implies that

ρ(Gnx,Gny) ≤ (MnWn(T )/Γ(n+ 1)
)
ρ(x, y).

Hence, for sufficiently large n, Gn is a contraction, and by the Banach fixed point
theorem it has a unique fixed point x∗ ∈ B∞(I, E) which is also the unique fixed
point of the operator G itself. Hence x∗ is the unique mild solution of the evolution
equation (1)–(2). This completes the outline of our proof.

Remark. The conclusions of Theorem 3.1 also remain valid under local Lipschitz
conditions, given that the growth assumption remains in force.

Remark. This result has been substantially generalized in [3], where continuous
dependence of solutions on initial data and control measures also is studied. However,
the result presented above is sufficient for our purpose.

In [6], a set of necessary conditions of optimality was developed for similar sys-
tems. In that the operator C was assumed to be independent of the state. By imposing
appropriate regularity property for C with respect to the state x ∈ E, it is possible to
develop similar necessary conditions of optimality once we have the existence result.
Thus our primary objective here is to prove existence of optimal controls. This we do
in the next section. This problem was left open in [6].
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4. Existence of optimal controls. For convenience of the reader we state a
result from Diestel and Uhl [7] that gives the necessary and sufficient conditions for
weak compactness of subsets of the space Mc(I, F ). This is a celebrated result due
to Bartle, Dunford, and Schwartz. An elegant proof of this result is given in Diestel
and Uhl [7]. We present here a special version of their result.

Theorem 4.1 (Bartle–Dunford–Schwartz [7]). Let B be a sigma-field of subsets
of the set I. Suppose that F is a Banach space such that both F and its dual F ∗

satisfy the Radon–Nikodým property. A subset U of Mc(I, F ) is weakly compact if
and only if

(i) U is bounded,

(ii) there exists a nonnegative countably additive finite scalar valued measure µ
on B such that limµ(σ)→0 |u|(σ) = 0 uniformly with respect to u ∈ U ,

(iii) for each σ ∈ B, the set {u(σ), u ∈ U} is a relatively weakly compact subset of
F .

For details on Banach spaces satisfying the Radon–Nikodým property see Diestel
and Uhl [7]. We simply mention here that all Hilbert spaces, reflexive Banach spaces,
Gelfand spaces, and many more satisfy the Radon–Nikodým property. The spaces
L1, L∞, C do not satisfy the Radon–Nikodým property. For a comprehensive list of
Banach spaces that satisfy the Radon–Nikodým property see [7, p. 218].

Let L1(µ, F ) denote the space of µ-measurable F -valued functions on I which
are Lebesgue–Bochner integrable with respect to the measure µ, and suppose this is
furnished with the standard norm topology making it into a Banach space. Define
the map Γ from L1(µ, F ) toMc(I, F ) by

Γ(g)(σ) ≡
∫
σ

g(t)µ(dt), σ ∈ B.

Clearly Γ is a linear operator continuous with respect to the norm topologies and
hence also continuous with respect to the weak topologies. Thus Γ maps weakly
compact subsets of L1(µ, F ) into weakly compact subsets ofMc(I, F ).

Admissible controls. Now we are prepared to prove our main results. First, let
us recall that a set K ⊂ L1(µ, F ) is said to be decomposable if, for every measurable
set σ ⊂ I and every pair f1, f2 ∈ K, the function

f ≡ χσf1 + χI\σf2 ∈ K,

where χσ denotes the indicator function of the set σ. In general, this definition is also
used for the larger space L0(µ, F ) ⊃ L1(µ, F ). For admissible controls we choose a
set Uad ⊂Mc(I, F ) satisfying the following properties:

(P1) Uad is weakly compact satisfying Theorem 4.1.

(P2) Γ−1(Uad) is a decomposable subset of L1(µ, F ).

These assumptions are relaxed later in Theorem 4.3 and Corollary 4.4 by imposing
stronger assumptions on the operator C.

Remark. Even though the class of admissible controls chosen is somewhat re-
strictive, it covers a fairly large class. For example, take any nonnegative countably
additive finite measure µ and choose any decomposable weakly compact set Kad of
L1(µ, F ) and define Uad = Γ(Kad). Clearly this set satisfies the properties (P1) and
(P2).

For our purpose we introduce the following basic assumptions.
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Assumption A1. The operator L with values

Lt(u) ≡
∫ t

0

S(t− s)C(s, x(s))u(ds), t ∈ I,(13)

maps every weakly convergent sequence {un} ⊂ Mc(I, F ) into a strongly convergent
sequence in E for each t ∈ I and for any fixed but arbitrary x ∈ B(I, E).

Assumption A2. The function � is measurable in t on I and lower semicontinuous
in x on E, and Ψ is lower semicontinuous on E. There exist h ∈ L1(I), c2 ∈ R so that

�(t, x) ≥ h(t) a.e. for all x ∈ E,(14)

Ψ(x) ≥ c2 for all x ∈ E,(15)

and the functional ϕ is weakly lower semicontinuous onMc(I, F ).
Theorem 4.2. Consider the system given by (1)–(2) with the cost functional (3)

and admissible controls Uad satisfying properties (P1) and (P2) where both F and its
dual F ∗ satisfy the Radon–Nikodým property. Suppose Assumptions A1 and A2 and
further that the assumptions of Theorem 3.1 hold with R(t) = R a constant positive
number possibly dependent on the set Uad. Then there exists an optimal control, that
is, a control uo ∈ Uad that minimizes the functional J(u) given by (3).

Proof. If J(u) ≡ +∞ for all u ∈ Uad, there is nothing to prove. Again, by virtue
of Assumption A2, we have

inf{J(u), u ∈ Uad} = m > −∞.(16)

Let {un} ⊂ Uad be a minimizing sequence so that

lim
n→∞J(un) = m.

Since Uad is weakly compact, by the Eberlein–Smulian theorem [8, Theorem V.6.1], it
is also weakly sequentially compact. Hence there exists a subsequence of the sequence
{un}, relabeled as {un}, and an element uo ∈ Uad so that un

w−→ uo. We show that
uo is an optimal control. Let {xn, xo} ∈ B∞(I, E) denote the mild solutions of the
evolution equation (1)–(2) corresponding to the controls {un, uo}, respectively. In
other words, these functions satisfy the following integral equations:

xn(t) = S(t)x0 +

∫ t

0

S(t− s)f(s, xn(s))ds+
∫ t

0

S(t− s)g(s, xn(s))ν(ds)

+

∫ t

0

S(t− s)C(s, xn(s))un(ds), n ∈ N,(17)

xo(t) = S(t)x0 +

∫ t

0

S(t− s)f(s, xo(s))ds+
∫ t

0

S(t− s)g(s, xo(s))ν(ds)

+

∫ t

0

S(t− s)C(s, xo(s))uo(ds).(18)

First we show that there exists a ball Br ⊂ E of finite radius r > 0, centered at the
origin, so that xn(t), xo(t) ∈ Br for all t ∈ I. Considering the first equation, and
recalling the bound M of the semigroup S on I, we have

‖ xn(t) ‖ ≤M ‖ x0 ‖ +M
∫ t

0

K(s)(1+ ‖ xn(s) ‖)ds

+M

∫ t

0

L(s)(1+ ‖ xn(s) ‖)V (ν, ds) +M
∫ t

0

R(1+ ‖ xn(s) ‖)V (un, ds).(19)
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Introducing the sequence of measures {γn} as

γn(σ) ≡
∫
σ

K(s)ds+

∫
σ

L(s)V (ν, ds) +

∫
σ

RV (un, ds),

≡
∫
σ

K(s)ds+

∫
σ

L(s)V (ν, ds) +RV (un, σ),(20)

it follows from the preceding inequality that

(1+ ‖ xn(t) ‖) ≤ (1 +M ‖ x0 ‖) +M
∫ t

0

(1+ ‖ xn(s) ‖)γn(ds).(21)

Since ν and {un} are countably additive measures of bounded total variation, it follows
from our assumptions on K and L that {γn} is a sequence of countably additive
positive measures of bounded total variation. By virtue of an inequality recently
proved by the author [2, Lemma 5, p. 268], it follows from (21) that

(1+ ‖ xn(t) ‖) ≤ (1 +M ‖ x0 ‖)exp
{
M

∫ t

0

γn(ds)

}
, t ∈ I.(22)

Similarly, using (18), we obtain

(1+ ‖ xo(t) ‖) ≤ (1 +M ‖ x0 ‖)exp
{
M

∫ t

0

γo(ds)

}
, t ∈ I,(23)

where the measure γo is given by

γo(σ) ≡
∫
σ

K(s)ds+

∫
σ

L(s)V (ν, ds) +RV (uo, σ), σ ∈ B.(24)

Since Uad is bounded (Theorem 4.1 (i)), it follows from (22), (23), and (24) that there
exists a finite positive number r such that xo(t), xn(t) ∈ Br(E) ≡ {e ∈ E :‖ e ‖E≤ r}
for all t ∈ I and for all n ∈ N . Now define

en(t) ≡ ‖ xn(t)− xo(t) ‖, t ∈ I, n ∈ N,(25)

yn(t) ≡
∫ t

0

S(t− s)C(s, x0(s))(u0 − un)(ds), t ∈ I, n ∈ N,(26)

zn(t) ≡ ‖ yn(t) ‖, t ∈ I, n ∈ N.(27)

Using (17) and (18), subtracting one from the other, and utilizing the above notations,
one can easily verify that

en(t) ≤ zn(t) +M
∫ t

0

K(s)en(s)ds+

∫ t

0

L(s)en(s)V (ν, ds)

+MR

∫ t

0

en(s)V (un, ds), t ∈ I, n ∈ N.(28)

Introduce the nonnegative set function

β(σ) ≡ sup{V (u, σ) ≡ |u|(σ), u ∈ Uad}, σ ∈ B.(29)

Since Uad is weakly compact, it follows from the Bartle–Dunford–Schwartz theorem—
in particular Theorem 4.1(iii)—that the set {u(σ), u ∈ Uad} is relatively weakly com-
pact and thus a bounded subset of F for each σ ∈ B. Thus the set function β is
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well defined for each σ ∈ B. In fact it is a finitely additive measure. This follows
from (i) and (ii) of Theorem 4.1. Indeed, since the elements of Uad are µ continuous
(F -valued) vector measures and both F and F ∗ satisfy the Radon–Nikodým property,
for every u ∈ Uad there exists a g ∈ L1(µ, F ) such that

u(σ) =

∫
σ

g(t)µ(dt),

and thus the operator Γ, as defined above, is an isometric isomorphism of L1(µ, F )
onto a subspace ofMc(I, F ) with Range(Γ) ⊃ Uad. Since Uad is weakly compact, it
is clear that Γ−1(Uad) is a weakly compact subset of L1(µ, F ).

Hence, for any disjoint members σ1, σ2 ∈ B, it follows from the decomposability
assumption (P2) that

β(σ1 ∪ σ2) = sup{V (u, σ1 ∪ σ2), u ∈ Uad}
= sup

{∫
σ1∪σ2

‖ g(t) ‖ µ(dt), g ∈ Γ−1(Uad)
}

= sup

{∫
σ1

‖ g(t) ‖ µ(dt), g ∈ Γ−1(Uad)
}

+ sup

{∫
σ2

‖ g(t) ‖ µ(dt), g ∈ Γ−1(Uad)
}

= β(σ1) + β(σ2).(30)

Clearly this identity holds for any finite family of disjoint members from the sigma-
field B. Thus β is a finitely additive positive measure. Since I is a compact interval,
it follows from the extension theorem for finitely additive set functions [8, Theorem
III.5.13, III.5.14] that β has a countably additive extension which we denote by β
again. Using this fact, it follows from (28) that

en(t) ≤ zn(t) +M
∫ t

0

K(s)en(s)ds+

∫ t

0

L(s)en(s)V (ν, ds)

+MR

∫ t

0

en(s)β(ds), t ∈ I, n ∈ N.(31)

Defining

βo(σ) ≡
∫
σ

K(s)ds+

∫
σ

L(s)V (ν, ds) +Rβ(σ)(32)

and recalling that M ≥ 1, (31) reduces to

en(t) ≤ zn(t) +M
∫ t

0

en(s)βo(ds), t ∈ I.(33)

Again using Lemma 5 of [2], it follows from this that

en(t) ≤ zn(t) +
∫ t

0

Mexp

{∫ t

s

Mβo(dr)

}
zn(s)βo(ds).(34)

Since xo ∈ B(I, E) is bounded with xo(t) ∈ Br, and un w−→ uo ∈ Uad, it follows from
Assumption A1 and (26) that yn(t)

s−→ 0 in E pointwise in t for each t ∈ I. Hence
zn(t) −→ 0 pointwise in t on I. Further, it follows from the boundedness of Uad that

sup
n∈N

sup{‖ yn(t) ‖, t ∈ I} = sup
n∈N

sup{zn(t) : t ∈ I} <∞.



OPTIMAL CONTROLS FOR A CLASS OF IMPULSIVE SYSTEMS 677

Thus, by virtue of the dominated convergence theorem, it follows from (34), upon
letting n→∞, that

lim
n→∞ en(t) = 0

for each t ∈ I. In other words, xn(t)
s−→ xo(t) in E for each t ∈ I. By using this

result, Fatou’s lemma, and Assumption A2, we conclude that

lim inf
n→∞ J(un) ≥ J(uo).

Thus J is weakly lower semicontinuous on Uad. Since uo ∈ Uad and {un} is a mini-
mizing sequence, we have

m ≤ J(uo) ≤ lim inf
n→∞ J(un) ≤ lim

n→∞J(un) = m.

This shows that J attains its minimum at uo ∈ Uad and hence proves the existence.
This completes the proof.

By imposing a stronger assumption on the operator C we can eliminate the re-
quirement of decomposability of the set Γ−1(Uad). These results are stated in the
following theorem and its corollary.

Theorem 4.3. Consider the system given by (1)–(2) with the cost functional (3)
and admissible controls Uad a weakly compact subset ofMc(I, F ) satisfying the Bartle–
Dunford–Schwartz theorem, Theorem 4.1. Suppose that all the other assumptions of
Theorem 4.2 hold except that R(·) is uniformly bounded and Assumption A1 is replaced
by the following.

Assumption B1. The operator Lt, given by

Lt(u) ≡
∫ t

0

S(t− s)C(s, ξ)u(ds), t ∈ I,

maps every weakly convergent sequence {un} ⊂ Mc(I, F ) into a strongly convergent
sequence in E for each t ∈ I, uniformly with respect to ξ ∈ Br(E). Then there exists
an optimal control, that is, a control uo ∈ Uad that minimizes the functional J(u)
given by (3).

Proof. The proof is essentially identical. We give a brief outline. Subtracting (18)
from (17) and writing∫ t

0

S(t− s)C(s, xn(s))un(ds)−
∫ t

0

S(t− s)C(s, xo(s))u0(ds)

=

∫ t

0

S(t− s)C(s, xn(s))(un(ds)− uo(ds))

+

∫ t

0

S(t− s){C(s, xn(s))− C(s, xo(s))}uo(ds),

the inequality (34) takes the form

en(t) ≤ z̃n(t) +M
∫ t

0

exp

{
M

∫ t

s

β̃o(dr)

}
z̃n(s)β̃o(ds), t ∈ I,(35)

where

z̃n(t) ≡‖ ỹn(t) ‖E , ỹn(t) ≡
∫ t

0

S(t− s)C(s, xn(s))(un(ds)− uo(ds)),
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and the measure β̃o is given by

β̃o(∆) ≡
∫

∆

K(s)ds+

∫
∆

L(s)V (ν, ds) +

∫
∆

R(s)V (uo, ds), ∆ ∈ B.

Since R is uniformly bounded and V (ν) and V (uo) are countably additive bounded
positive measures, it is clear that β̃o is also a countably additive bounded positive
measure. Recalling that xn(t) ∈ Br for all integers n and all t ∈ I, it follows from the
current assumption on the operator Lt, t ∈ I, that z̃n(t) → 0 for each t ∈ I. Again
using dominated convergence theorem, it follows from inequality (35) that en(t) −→ 0
for each t ∈ I. The rest of the proof is identical to that of Theorem 4.2.

In case the operator C is independent of the state, system (1) reduces to

dx = Axdt+ f(t, x)dt+ g(t, x)ν(dt) + C(t)u(dt), t ∈ I,(36)

x(0) = x0.(37)

In this case also we do not require the decomposability condition, and we have
the following result.

Corollary 4.4. Consider the system given by (36)–(37) with the cost functional
(3) and admissible controls Uad a weakly compact subset of Mc(I, F ) satisfying the
Bartle–Dunford–Schwartz theorem, Theorem 4.1. Suppose all the other assumptions
of Theorem 4.3 hold except those related to the operator C. Suppose the operator
Lt, t ∈ I, given by

Lt(u) ≡
∫ t

0

S(t− s)C(s)u(ds), t ∈ I,

maps every weakly convergent sequence {un} ⊂ Mc(I, F ) into a strongly convergent
sequence in E for each t ∈ I. Then there exists an optimal control, that is, a control
uo ∈ Uad that minimizes the functional J(u) given by (3).

By imposing a stronger continuity condition on both � and Ψ, as functions of x
on E, it is possible to relax the requirements (14) and (15). This is presented below
as a corollary after we have introduced Assumption A3, replacing A2.

Assumption A3. For each x ∈ E, the function � is measurable in t on I and,
for almost all t ∈ I, is continuous and bounded in x on bounded sets of E, and
the function Ψ is also continuous and bounded on bounded sets of E satisfying the
following conditions: For each finite r > 0, there exists an hr ∈ L1(I) and Cr ∈ R
such that

�(t, x) ≥ hr(t) for all x ∈ Br ⊂ E,
Ψ(x) ≥ Cr for all x ∈ Br ⊂ E,

and the functional ϕ is weakly lower semicontinuous onMc(I, F ).
Corollary 4.5. Suppose that all the assumptions of Theorem 4.2, except A2,

hold and that A2 is replaced by Assumption A3 as stated above. Then there exists an
optimal control.

Remarks on Assumptions A1 and A2.
(R1) The lower semicontinuity of � and Ψ on E, as stated in Theorem 4.2, is

always satisfied if they are convex and once Gâteaux differentiable.
(R2) One choice of the cost functional ϕ is

ϕ(u) ≡ Φ(|u|v)
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with Φ : [0,∞] −→ [0,∞], a nondecreasing extended real valued function. With this
hypothesis, it is easy to verify [1] that the functional ϕ is weakly lower semicontinuous
onMc(I, F ). This is a good measure of impulsive energy spent in the control process.
Another possibility is

ϕ(u) ≡ Φ(u(φ1), u(φ2), . . . , u(φm)),

where Φ ∈ C(Rm) is a real valued lower semicontinuous function on Rm bounded
away from −∞; and φi ∈ Cb(I, F ∗), the space of bounded continuous functions on I
with values in F ∗, or φi ∈ Bm(I, F ∗), the space of bounded Borel measurable maps
from I to F ∗. The action of u on φi is given by

u(φi) ≡
∫
I

〈φi(t), u(dt)〉.

This is a useful functional if one wishes to minimize or maximize control efforts over
selected periods of time.

(R3) Assumption A1 is critical. It is satisfied if C0(s) ≡ C(s, xo(s)) is a compact
operator from F to E for µ-almost all s ∈ I. This can be verified as follows. Assume
for simplicity that the compactness property holds for all s ∈ I and not just for µ-a.e.
Let un

w−→ uo. Define vn ≡ un − uo. Clearly then vn
w−→ 0. It suffices to show that

〈LT vn, e∗〉 −→ 0(38)

uniformly with respect to e∗ ∈ B1(E
∗), the unit ball of E∗. This can be proved

by establishing a contradiction. Suppose this is false. Then there exists a sequence
{e∗n} ∈ B1(E

∗) and a δ > 0 such that

|〈LT vn, e∗n〉| =
∣∣∣∣
∫
I

〈C∗
0 (t)S

∗(T − t)e∗n, vn(dt)〉
∣∣∣∣

≡
∣∣∣∣
∫
I

〈Γ(t)e∗n, vn(dt)〉
∣∣∣∣ ≥ δ.(39)

Since C0 and hence C∗
0 are compact operator valued functions and the semigroup

S(t), t ∈ I, is a family of bounded linear operators, Γ is a compact operator valued
function on I. Thus Γe∗n has a Cauchy subsequence (relabeled as such) in the space
L∞(I, F ∗) which is the dual of L1(I, F ) since F

∗ has the Radon–Nikodým property.
Hence, for any ε > 0, there exists an integer n(ε) such that, for all n,m > n(ε),

‖ Γe∗n − Γe∗m ‖L∞(I,F∗)< ε.(40)

Since vn converges weakly, it is bounded in the norm, and let this bound be
supn |vn|v ≤ M̃ . Using this it follows from (39) and (40) that, for n,m > n(ε), we
have

0 < δ ≤
∣∣∣∣
∫
I

〈Γ(t)e∗n, vn(dt)〉
∣∣∣∣ ≤ M̃ε+

∣∣∣∣
∫
I

〈Γ(t)e∗m, vn(dt)〉
∣∣∣∣.(41)

For fixed m, letting n → ∞, we arrive at the inequality 0 < δ ≤ M̃ε. Since ε > 0 is
completely arbitrary, this leads to the contradiction that δ > 0, thereby proving the
statement. A similar proof applies in the general case, provided that we subtract a
µ-null set from the set I, on which Γ lies outside the space of compact operators, and
use the fact that by BDS the sequence {un} is µ continuous.
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Apparently, another possibility is that the semigroup S(t), t > 0, is compact. But
this condition does not seem to lead to compactness of the integral operator Lt as
defined in A1. The problem arises from the fact that the measure µ appearing in the
Bartle–Dunford–Schwartz theorem (Theorem 4.1) need not be absolutely continuous
with respect to the Lebesgue measure. If it were, the compactness of the operator
Lt would follow from that of the semigroup S(t), t > 0. But this absolute continuity
assumption would rule out inclusion of Dirac measures in the class of admissible
controls.

A third possibility obtains if the semigroup S(t), t > 0, is nuclear (and thus
compact). Suppose the dual pair of Banach spaces {E,E∗} admits a biorthogonal
basis {en, e∗n}. If the semigroup S(t), t > 0, is nuclear, it has the representation

S(t) =

∞∑
k=1

λk(t)ek
⊗

e∗k,(42)

where ek
⊗
e∗k ∈ L(E) and for each ξ ∈ E, (ek

⊗
e∗k)(ξ) = (e∗k, ξ)ek. The sequence

{λk} is a family of continuous scalar valued functions satisfying the functional equation

λk(t+ s) = λk(t)λk(s), λk(0) = 1 for all t, s ≥ 0, k ≥ 1.(43)

The reader can easily verify that these conditions guarantee that S(t), t ≥ 0, is a
C0-semigroup on E. Now returning to the operator Lt (see Assumption A1), we have

Lt(un − uo) =
∫ t

0

S(t− s)C(s, x(s))(un − uo)(ds)(44)

=
∑
k≥1

{∫ t

0

λk(t− s)〈C∗(s, x(s))e∗k, un(ds)− uo(ds)〉F∗,F

}
ek(45)

=
∑
k≥1

αk,n(t)ek =

m∑
k=1

αk,n(t)ek +
∑

k≥m+1

αk,n(t)ek(46)

for any sequence {un, uo} ∈ Uad. Since the semigroup is nuclear, it is clear that∑
k≥1 |λk(t)| <∞ for t > 0. In view of the functional equation (43), we must have

λk(t) = e
�kt, =k ∈ (R/C).

Nuclearity of the semigroup demands that the exponents {=k} have only finitely many
terms with positive real parts and that =k → −∞. From this it follows that∑

k≥1

sup
t∈(0,T ]

|λk(t)| =
∑
k≥1

sup
t∈(0,T ]

λk(t) <∞.(47)

Further, for each x ∈ B(I, E), the operator valued function C(t, x(t)) is also
bounded in the sense that

sup{‖ C(t, x(t)) ‖L(F,E), t ∈ I} <∞.
Since Uad is bounded, the sequence {un, uo} is also bounded. Suppose un

w−→ uo in
Mc(I, F ). Then in view of (47), for each ε > 0 one can choose m ∈ N sufficiently
large but finite so that the second term in the expression (46) has E-norm less than
ε. Then letting n→∞, the first term of (46) converges to zero strongly in E. Since
ε > 0, is arbitrary, this shows that nuclearity of the semigroup is a sufficient condition
for weak to strong continuity of the operator Lt fromMc(I, F ) to E.
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5. Some open questions.

(Q1) Our main results, Theorems 4.2 and 4.3 and Corollary 4.4, are based on
the assumption that the operator Lt, t ∈ I, maps a weakly convergent sequence of
Mc(I, F ) into a strongly convergent sequence in E. We have presented some remarks
with regards to sufficient conditions that guarantee this hypothesis. To the knowledge
of the author, this seems to be an open problem in the theory of vector measures. The
general problem can be stated as follows. Under what conditions a weakly compact
operator L ∈ L(Mc(I, F ), E) is actually compact in the sense that it maps every
weakly convergent sequence from the Banach spaceMc(I, F ) into a strongly conver-
gent sequence in the Banach space E. For closely related problems see [7, Chapters
IV, VI]. For similar problems with respect to operators T ∈ L(L1(S,Σ, µ), E) see
Dunford and Schwartz [8, Theorem VI.8.12].

(Q2) Our first result on existence of optimal control given by Theorem 4.2 depends
on the decomposability property (P2) of the set Γ−1(Uad). Thus the full generality
of the Bartle–Dunford–Schwartz theorem is not utilized, although we have stated a
sufficient condition under which this property holds. The decomposability assumption
is disposed of in Theorem 4.3 and Corollary 4.4 by imposing some stronger conditions
on the operator C. It would be desirable to relax these assumptions further.

(Q3) Frequent switching of controls is costly. It would be interesting to include
the cost of switching. This requires a functional that maps the control space into the
set of nonnegative integers signifying the number of jumps in the control used. In
general this seems to be a difficult problem. As mentioned by one of the reviewers,
controls cannot be changed too frequently since otherwise it should be possible to
stabilize any system. This is certainly true. In optimization problems, however, given
the maximum admissible number of switchings, one may find an optimal control with
fewer switchings, depending on the relative weights given to cost of switchings and
the running cost.

6. Examples. For illustration we present two examples.

Example 1. The dynamics of transverse vibration of a mast attached to a rigid
body satellite on one end and carrying an antenna at the free end is described by the
following system of equations [15, Li, p. 138]:

Wtt(t, ξ) +D
4
ξW + f1(t, ξ,W,Wt) = g1(t, ξ,W ), ξ ∈ Ω ≡ (0, 1),

W (t, 0) = DξW (t, 1) = 0,

Wtt(t, 1) = D
3
ξW (t, 1) + C1u1,(48)

(DξW )tt = −D2
ξW (t, 1) + C2u2,

where Dkξ denotes the spatial derivative and ()t and ()tt denote the first and second
partials with respect to the time variable. The function W denotes the transverse
displacement. This is a normalized system where system parameters such as the
mass density, the flexural rigidity, and the length of the mast have all been set equal
to one. This is purely for convenience of presentation. Here f1 takes into account
all nonconservative forces, including damping. The functions {g1, C1u1, C2u2} are
external forces: the first one distributed along the body of the mast, and the second
and the third representing the shear and torsional forces applied at the end of the mast.
We shall model them as impulsive forces as explained later. The operators C1 and C2

may depend nonlinearly on the state at the boundary and determine the effectiveness
of control forces on the motion of the system. Define y(t) ≡ (y1(t), y2(t), y3(t))

′ ≡
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(W (t, ·),W (t, 1), DξW (t, 1))
′
and A as the differential operator

Ay = (−D4
ξW,D

3
ξW (t, 1),−D2

ξW (t, 1))
′

subject to the clamped boundary conditions at the fixed end attached to the spacecraft
body, as given by the second set of expressions above. Using this operator, we can
write this system as a second order evolution equation,

(d2y/dt2) = Ay + f̃1(t, y, ẏ) + g̃1(t, y) + C̃(t, y)u,(49)

in the Hilbert space H ≡ L2(Ω) × R × R, where f̃1 ≡ (f1, 0, 0)
′
, g̃1 ≡ (g1, 0, 0)

′
, and

C̃u ≡ (0, C1u1, C2u2). Note that the domain of the operator A is given by

D(A) = {φ ∈ H4(Ω)×R×R : φ(0) = Dξφ(0) = 0, φ(1) = φ2, Dξφ(1) = φ3}

and that −A is a positive unbounded self-adjoint operator in the Hilbert space H.
Using the standard approach, we may convert this into a first order system. Defining
x1 = y and x2 = ẏ and x ≡ (x1, x2)

′
, we can rewrite this as a first order evolution

equation:

(dx/dt) = Ax+ f(t, x) + g(t, x) + C(t, x)u,(50)

with the operators {A, f, g, C} given by

A =

(
0 I
A 0

)
, f =

(
0
f̃

)
, g =

(
0
g̃

)
, Cu =

(
0
C̃u

)
.(51)

In view of the physical nature of the problem we may choose the energy space as the
state space

E ≡ D(
√−A)×H

with the natural scalar product given by

(x, z)E = (x1, z1)D(
√−A) + (x2, z2)H .

The domain of the operator A is given by

D(A) = D(A)×D(
√−A).

It is easy to show thatA is skew adjoint and hence that iA is self-adjoint, and it follows
from Stone’s theorem that A generates a unitary group of operators S(t), t ∈ R, in
E. Returning to the problem, it is well known that satellites in space are subject to
disturbances caused by forces such as solar pressure, geomagnetic forces, and impulsive
forces imparted by bombardment of micrometeorites. To control vibration, thrusters
or jets are used for producing shear force and torsional moments (a twister). These
thrusters are fired on and off for very short intervals of time, like impulses imparting
a burst of energy to the mast. Thus a more appropriate formulation of the system,
replacing (50), is given by

dx = Axdt+ f(t, x)dt+ g(t, x)ν(dt) + C(t, x)u(dt),(52)
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where ν may represent the impulsive forces caused by micrometeorites and u is the
impulsive control generated by thruster firings. Here F = R2, and C(t, x) ∈ L(F,E).
The objective functional may be taken as

J(u) = (1/2)

∫
I

‖ x(t) ‖2E dt+Φ(|u|v),

where Φ is any monotone nondecreasing function on the positive half of the real line
with Φ(0) = 0. Minimizing this cost functional is equivalent to minimizing vibration.
Clearly this is a special case and our theory applies.

Example 2. Phased array pulsed radars are used to search and track targets
simultaneously. This is possible because the phased array radars use an array of
transmit-receive antennas which are distributed around the operating site. Thus it
can switch back and forth from one antenna to the other and scan the whole horizon
in a matter of seconds, and all these actions are done by electronic switching, not
mechanically (as in the old system). Hence one radar station can search, detect,
and track multiple targets at the same time. The antennas transmit electromagnetic
energy in the form of sharp pulses which are generated at the site, and also receive
the signals reflected back from the targets. These electrical signals are governed by
Maxwell’s equations. Using the vector and scalar potentials denoted by (a, φ) and the
Lorentz gauge, the Maxwell’s equation is given by a system of wave equations:

∂2a/∂t2 − (1/µε)�a = (1/ε)i, t ≥ 0, ξ ∈ Ω ≡ R3,(53)

∂2φ/∂t2 − (1/µε)�φ = (1/µε2)ρ, t ≥ 0, ξ ∈ Ω,(54)

where i and ρ are the sources, the first denoting the current density (vector) and the
second the charge density. These are the sources that can be controlled by radar
operators in terms of short bursts of pulses, thereby producing sharp and short
bursts of electromagnetic energy directed to the target. Define H ≡ L2(Ω, R

3) ×
L2(Ω, R), denote y ≡ (a, φ)

′
, and define the formal differential operator B by By ≡

−(1/µε)(�a,�φ)′ . Then introduce the operator A as follows:

D(A) ≡ {y ∈ H : By ∈ H} = H2(Ω, R3)×H2(Ω, R)(55)

and set Az = Bz for z ∈ D(A).

Again, one can verify that −A is an unbounded positive self-adjoint operator in H.
Define the state space as E ≡ D(

√−A) ×H and the state as x = (y, ẏ)
′
. Then

following exactly the procedure in the first example, one defines the operator A as
in (51). The control operator C is a constant (8× 4) matrix with the first four rows
being all zero, while the last (4 × 4) matrix is a diagonal matrix with the first three
entries being equal to (1/µε) and the last one being (1/µε2). This leads to the abstract
differential equation

dx = Axdt+ C(t)u(dt), t ≥ 0,(56)

on the Hilbert space E. Again A is the infinitesimal generator of a unitary group of
operators S(t), t ∈ R, on E.

For the control space F , one may choose F ≡ L2(Ω0, R
3) × L2(Ω0, R), where

Ω0 is any open bounded (connected) subset of Ω representing the domain of the
electromagnetic source and the wave guides. Let T (t) denote the surface area of the
target as seen by the radar at any moment of time t ∈ I and σ denote the surface
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measure. We may assume that t −→ T (t) is continuous in the Hausdorff metric. Then
the electromagnetic energy hitting the target at time t is given by the functional

�(x(t)) ≡
∫
T (t)

{|E(t, ξ)|2 + |B(t, ξ)|2}dσ(ξ)

≡
∫
T (t)

{|ȧ+∇φ|2 + |∇ × a|2}dσ(ξ),

where in the last expression we have used the fact that E = −ȧ−∇φ and B = ∇× a
[17]. Using the energy norm, one can easily verify that

�(x(t)) ≤‖ x(t) ‖2E .
The objective is to maximize the energy delivered to the target so that the reflected
energy received by the receiving antenna is maximized. Hence the cost functional for
this problem can be taken as

J(u) ≡
∫
I

−�(x(t))dt+Φ(|u|v).

Our problem is to find a control that minimizes this functional. Since � is continuous,
the existence follows from Corollary 4.4.

Similar models involving Maxwell’s equation arise in the field of optical commu-
nication [16, 17], where the optical beams are modulated by message signals to be
transmitted by optical fibers. Since optical spectrum is extraordinarily wide, extra-
high-speed data transmission is now possible. These data bits entering the fiber net-
work could be considered as a train of impulses. The response of the optical devices
and the network to such ultra-high-speed data traffic is an interesting area where the
theory of impulsive systems may find interesting applications.

Similar examples can be found in population dynamics involving reaction, con-
vection, and diffusion, where unexpected events may occur and last for a very short
time. Considering biochemical time scales, such events may be considered impulsive
and may require impulsive controls.
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1. Introduction. We are concerned with the variational inequality in the com-
bined control problem and stopping for diffusions. We are given two bounded con-
tinuous functions f , g, and a > 0. The variational inequality we deal with can be
written as

−Lv + f − a

4
|Dv|2 ≥ 0,

v ≤ g in RN,(1) (
−Lv + f − a

4
|Dv|2

)
(v − g)− = 0,

where L = L0 + α, L0 denotes the second order differential operator

L0 = −1

2
tr(σσ∗D2)− b ·D

for two Lipschitz continuous functions b(x) and σ(x) on RN, taking values in RN and
RN ⊗RN, α is a positive constant, | · | is the Euclidean norm, σ∗ is the transpose of
σ, x− = max(−x, 0), and D = (∂/∂x1, . . . , ∂/∂xN ).

If −L0 is uniformly elliptic and a = 0, the variational inequality (1) has been
studied by Bensoussan [2], Bensoussan and Lions [3], Friedman [6], and Kinderlehrer
and Stampacchia [9]. We also refer to Menaldi [10, 11] for the variational inequality
associated with the stopping time problem for degenerate diffusions and Karatzas and
Wang [8] for the combined control problem applied to mathematical finance.

The purpose of this paper is to show the existence of a unique viscosity solution
of the variational inequality (1) without uniform ellipticity and then characterize the
solution v. From the point of view of Bensoussan and Lions [3] and a simple relation

min
c

(a−1|c|2 + c ·Dv) = −a

4
|Dv|2,

this variational inequality is relevant to the combined stochastic control problem to
minimize the cost:

J(θ, c) = E

[∫ θ

0

e−αt

{
f(xt) + a−1|ct|2

}
dt + e−αθg(xθ)

]
(2)
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over S ×A subject to the stochastic differential equation

dxt = [b(xt) + ct]dt + σ(xt)dWt, x0 = x ∈ RN,(3)

where Wt is an N -dimensional standard Brownian motion defined on a complete prob-
ability space (Ω,F , P ) endowed with the natural filtration Ft generated by σ(W (s),
s ≤ t), S is the class of all stopping times θ, and A denotes the class of all N -
dimensional Ft-progressively measurable processes c = (ct) with E[

∫∞
0

e−αs|cs|2ds] <
∞. For simplicity, we take a = 1 throughout the paper.

The content of this paper is as follows. In section 2 we study the penalized
problem. We show that the penalty equation admits a unique viscosity solution uε.
In section 3 we give the definition of the viscosity solutions to the variational inequality
(1). It is shown that uε converges to a unique viscosity solution of (1). In section 4
we study the quasi-variational inequality associated with impulsive control.

2. Penalized problem.

2.1. Existence. We consider the equation of the form

u(x) = inf
c
E

[∫ ∞

0

e−(α+ 1
ε )t

{(
f +

1

ε
u ∧ g

)
(xt) + |ct|2

}
dt

]
, ε > 0.(4)

Let C = C(RN) denote the Banach space of all bounded uniformly continuous func-
tions h on RN with norm ‖h‖ = supx |h(x)|, and C+ = {h ∈ C : h ≥ 0}.

We assume that

b, σ : Lipschitz continuous, bounded,(5)

α > ν := sup

{
tr

[
(σ(x)− σ(y))(σ(x)− σ(y))∗

|x− y|2
]

+
2(x− y) · (b(x)− b(y))

|x− y|2 : x, y ∈ RN, x �= y

}
,(6)

and

f, g ∈ C+.(7)

Theorem 2.1. Under (5), (6), and (7), equation (4) admits a unique solution
u ∈ C+.

Proof. We first note that C+ is a closed subset of C. Define

Tw(x) = inf
c
E

[∫ ∞

0

e−(α+ 1
ε )t

{(
f +

1

ε
w ∧ g

)
(xt) + |ct|2

}
dt

]
for w ∈ C.(8)

We shall show

T : C+ → C+.(9)

It is easy to see that

0 ≤ Tw(x) ≤ E

[∫ ∞

0

e−(α+ 1
ε )t

{(
f +

1

ε
g

)
(x̄t)

}
dt

]

≤ ε

αε + 1

(
‖f‖+ 1

ε
‖g‖
)
, w ∈ C+,
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for the response x̄t to ct = 0. Moreover, it follows from (8) that

|Tw(x)− Tw(y)|
≤ sup

c
E

[∫ ∞

0

e−(α+ 1
ε )t

{
|f(xt)− f(yt)|+ 1

ε
(|w(xt)− w(yt)|+ |g(xt)− g(yt)|)

}
dt

]

≤ If +
1

ε
(Iw + Ig),

where yt is the solution of (3) with y0 = y, and

Ih = sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t|h(xt)− h(yt)|dt

]
for h ∈ C.

By (6) we can choose η > 0 such that −α + ν + η < 0, and Ito’s formula applied to
the function |x|2e(−α+η)t gives

E[|xt − yt|2e(−α+η)t] ≤ |x− y|2.(10)

Also, we note that there exists a constant Cζ,h > 0, for any ζ > 0, such that

|h(x)− h(y)| ≤ ζ + Cζ,h|x− y|, x, y ∈ RN.(11)

Then

Ih ≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t(ζ + Cζ,h|xt − yt|)dt

]
≤ ζ/α + 2Cζ,h|x− y|/(α + η).(12)

Thus, letting δ → 0 and ζ → 0, we get

lim
δ→0

sup
|x−y|<δ

Ih = 0,(13)

and hence

lim
δ→0

sup
|x−y|<δ

|Tw(x)− Tw(y)| = 0,

which implies (9).
Now, we have by (8)

|Tw1(x)− Tw2(x)| ≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t

(
1

ε
|w1 ∧ g(xt)− w2 ∧ g(xt)|

)
dt

]

≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t

(
1

ε
|w1(xt)− w2(xt)|

)
dt

]

≤ 1

αε + 1
‖w1 − w2‖.

Therefore T is a contraction mapping, which completes the proof.
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2.2. Viscosity solutions. We are here concerned with the penalty equation:

−Lu + f − 1

ε
(u− g)+ − 1

4
|Du|2 = 0 in RN.(14)

Definition 2.2. w ∈ C is called a viscosity solution of (14) if the following
assertions are satisfied:

For any ϕ ∈ C2 and any local maximum point z of w − ϕ,

−αw(z)− L0ϕ(z) + f(z)− 1

ε
(w − g)+(z)− 1

4
|Dϕ(z)|2 ≥ 0.(15)

For any ϕ ∈ C2 and any local minimum point z of w − ϕ,

−αw(z)− L0ϕ(z) + f(z)− 1

ε
(w − g)+(z)− 1

4
|Dϕ(z)|2 ≤ 0.(16)

As is well known in Fleming and Soner [5] and Crandall, Ishii, and Lions [4],
Definition 2.2 turns out to be equivalent to the following.

Definition 2.3. w ∈ C is called a viscosity solution of (14) if the following
assertions are satisfied:

−αw +
1

2
tr(σσ∗X) + b · p + f − 1

ε
(w − g)+ − 1

4
|p|2 ≥ 0(17)

∀(p,X) ∈ J2,+w(x), ∀x ∈ RN,

−αw +
1

2
tr(σσ∗X) + b · p + f − 1

ε
(w − g)+ − 1

4
|p|2 ≤ 0(18)

∀(p,X) ∈ J2,−w(x), ∀x ∈ RN,

where J2,+ and J2,− are the second order superjets and subjets defined by

J2,+w(x) =

{
(p,X) ∈ RN × SN :

lim sup
y→x

w(y)− w(x)− p · (y − x)− 1
2X(y − x) · (y − x)

|y − x|2 ≤ 0

}
,

J2,−w(x) =

{
(p,X) ∈ RN × SN :

lim inf
y→x

w(y)− w(x)− p · (y − x)− 1
2X(y − x) · (y − x)

|y − x|2 ≥ 0

}
,

and SN is the space of symmetric N ×N matrices.
In order to show that u is a viscosity solution of (14), we define uk ∈ C by

uk(x) = inf

{
E

[∫ ∞

0

e−(α+ 1
ε )t

{
F (xt) + |ct|2

}
dt

]
: c ∈ Ak

}
(19)

for every k > 0, where Ak = {c ∈ A : |ct| ≤ k ∀t} and

F = f +
1

ε
u ∧ g ∈ C+.(20)

Lemma 2.4. Under (5), (6), and (7), uk is a viscosity solution of

−
(
α +

1

ε

)
uk − L0uk + F + min

|c|≤k
(|c|2 + c ·Duk) = 0.(21)
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Proof. We recall a standard result of the theory of viscosity solutions in Fleming
and Soner [5, Thm. 3.1, p. 220] and Soner [13, pp. 149–151]. To prove (15) and (16),
it is sufficient to show that the dynamic programming principle holds, i.e.,

uk(x) = inf

{
E

[∫ θ

0

e−(α+ 1
ε )t{F (xt) + |ct|2}dt + e−(α+ 1

ε )θuk(xθ)

]
: c ∈ Ak

}
(22)

for any θ ∈ S, which may depend on c ∈ Ak. Indeed, we denote by ur(x) the
right-hand side of (22) and we may suppose that θ is bounded. By (19) we have

uk(x) = inf

(
E

[∫ θ

0

e−(α+ 1
ε )t

{
F (xt) + |ct|2

}
dt

+

∫ ∞

θ

e−(α+ 1
ε )t

{
F (xt) + |ct|2

}
dt

])

= inf

(
E

[∫ θ

0

e−(α+ 1
ε )t

{
F (xt) + |ct|2

}
dt

+ e−(α+ 1
ε )θ

∫ ∞

0

e−(α+ 1
ε )t

{
F (x̃t) + |c̃t|2

}
dt

])
≥ ur(x),

where

dx̃t = [b(x̃t) + c̃t]dt + σ(x̃t)dW̃t, x̃0 = xθ,

c̃t = ct+θ.

To prove the reverse inequality, let ζ > 0 be arbitrary and we set

Uc(x) = E

[∫ ∞

0

e−(α+ 1
ε )t

{
F (xt) + |ct|2

}
dt

]
, c ∈ Ak.(23)

By analogy with (12) and (13), we observe that there exists δ > 0 (independent of c)
such that

|x− y| < δ ⇒ |uk(x)− uk(y)| ≤ sup
c
|Uc(x)− Uc(y)| ≤ ζ.(24)

We consider a sequence {Si} of disjoint subsets of RN such that

diam(Si) < δ and
⋃
i

Si = RN.

For any i, we take xi ∈ Si and c(i) ∈ Ak such that

Uc(i)(xi) ≤ inf
c
Uc(xi) + ζ.(25)

Define cθ ∈ Ak by

cθt = ct1{t<θ} + c
(i)
t−θ1{t≥θ}
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for xθ ∈ Si. Hence, by (24) and (25)

Uc(i)(xθ) = Uc(i)(xθ)− Uc(i)(xi) + Uc(i)(xi)

≤ ζ + Uc(i)(xi)

≤ 2ζ + inf
c
Uc(xi)

= 2ζ + uk(xi)

≤ 3ζ + uk(xθ).

Now, we can find c ∈ Ak such that

ur(x) + ζ ≥ E

[∫ θ

0

e−(α+ 1
ε )t{F (xt) + |ct|2}dt + e−(α+ 1

ε )θuk(xθ)

]
.

Thus

ur(x) + ζ ≥
∑
i

E

[∫ θ

0

e−(α+ 1
ε )t{F (xt) + |ct|2}dt + e−(α+ 1

ε )θ(Uc(i)(xθ)− 3ζ) : xθ ∈ Si

]

≥ E

[∫ θ

0

e−(α+ 1
ε )t{F (xθt ) + |cθt |2}dt +

∫ ∞

θ

e−(α+ 1
ε )t{F (xθt ) + |cθt |2}dt

]
−3ζ

= Ucθ (x)− 3ζ

≥ uk(x)− 3ζ,

where

dxθt = [b(xθt ) + cθt ]dt + σ(xθt )dWt, xθ0 = x.

Consequently we deduce ur(x) ≥ uk(x), completing the proof of (22).
Lemma 2.5. Under (5), (6), and (7), we have

uk → u locally uniformly in RN.

Proof. By (4) and (19), it is clear that uk ≥ u. By Dini’s theorem, it suffices to
show that

uk(x) ↓ u(x) as k →∞ for each x.(26)

Let ckt = ct1{|ct|≤k} for any c ∈ A and xkt be the solution of

dxkt = [b(xkt ) + ckt ]dt + σ(xkt )dWt, xk0 = x.

Applying Ito’s formula and localizing the stochastic integral, we observe by (5) and
(6) that for any θ ∈ S,

E[e−αθ|xθ|2] ≤ E

[∫ θ

0

e−αt

{
−α|x|2 + 2x · (b(x) + ct) + tr(σσ∗(x))

}∣∣∣∣
x=xt

dt

]

≤ E

[∫ θ

0

e−αt

{
−α

2
|xt|2 +

4

α
(sup

x
|b(x)|2 + |ct|2) + sup

x
|σ(x)|2

}
dt

]
<∞



692 HIROAKI MORIMOTO

and

E[e−αθ|xkθ − xθ|2] ≤ E

[∫ θ

0

e−αt{(−α + ν)|xkt − xt|2 + 2(xkt − xt) · (ckt − ct)}dt
]

≤ E

[∫ θ

0

e−αt{−η|xkt − xt|2 + 2(xkt − xt) · (ckt − ct)}dt
]

≤ E

[∫ θ

0

e−αt

{
−η

2
|xkt − xt|2 +

2

η
|ckt − ct|2

}
dt

]
.

By (4) there exists c ∈ A, for any ζ > 0, such that u(x) + ζ > Uc(x). Then, by (11),
(23), and (20)

|Uc(x)− Uck(x)| ≤ E

[∫ ∞

0

e−(α+ 1
ε )t{ζ + Cζ,F |xt − xkt |+ |ct|2 − |ckt |2}dt

]

≤ ζ/α + Cζ,F

(
E

[∫ ∞

0

e−αt|xt − xkt |2dt
])1/2(∫ ∞

0

e−αtdt

)1/2

+E

[∫ ∞

0

e−αt(|ct|2 − |ckt |2)dt
]

≤ (1/α + 2)ζ

for sufficiently large k. Thus

u(x) + ζ ≥ Uck(x)− [Uck(x)− Uc(x)|
≥ uk(x)− (1/α + 2)ζ.

Letting k →∞ and ζ → 0, we obtain (26).
Remark. Taking into account the proof of Lemma 2.5, we notice that for any

θ ∈ S,

E[e−αθ|uk(xkθ)− u(xθ)|] ≤ E[e−αθ|uk(xkθ)− u(xkθ)|] + E[e−αθu(xkθ)− u(xθ)|]
≤ sup

|x|≤R

|uk(x)− u(x)|+ 2‖u1‖E[e−αθ|xkθ |2]/R2

+ E[ζ + Cζ,ue
−αθ|xkθ − xθ|] → 0,

as k →∞ and R, ζ−1 →∞. Then, passing to the limit in (22), we can show that the
dynamic programming principle holds for u.

Theorem 2.6. We make the assumptions of Theorem 2.1. Then the solution u
of (4) is a viscosity solution of (14).

Proof. Combining Lemma 2.4 with 2.5, we get the assertion by the stability result
[5, Lem. 6.2, p. 73] as follows.

Let ϕ ∈ C2 and z be the maximizer of u− ϕ such that

u(z)− ϕ(z) > u(x)− ϕ(x)

in the closed ball B̄(z, δ) with radius δ of z �= x. By Lemma 2.5, uk − ϕ attains a
local maximum at some zk ∈ B̄(z, δ). Take a subsequence zk′ of zk such that

zk′ → z′ ∈ B̄(z, δ).
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By Lemma 2.5

(uk′ − ϕ)(zk′) → (u− ϕ)(z′).

Since

(uk′ − ϕ)(zk′) > (uk′ − ϕ)(x), x ∈ B̄(z, δ),

we have

(u− ϕ)(z′) ≥ (u− ϕ)(x), x ∈ B̄(z, δ).

Thus we deduce

z = z′

and the convergence of the whole sequence.
Now, it follows from Lemma 2.4 that

−
(
α +

1

ε

)
uk(zk)− L0ϕ(zk) + F (zk) + min

|c|≤k
(|c|2 + c ·Dϕ(zk)) ≥ 0.

Note that

min
|c|≤k

(|c|2 + c · ξ)→ min
c

(|c|2 + c · ξ) locally uniformly in RN as k →∞.

Letting k →∞, we get

−
(
α +

1

ε

)
u(z)− L0ϕ(z) + F (z) + min

c
(|c|2 + c ·Dϕ(z)) ≥ 0.

By a simple relation

u ∧ g = u− (u− g)+,

we see that u satisfies (15). By a similar argument, we conclude that u fulfills (16).

2.3. Another representation of u. In this subsection, we shall show that the
unique solution u of (4) admits another representation

u(x) = inf
c
E

[∫ θ

0

e−αt

{
f(xt)− 1

ε
(u− g)+(xt) + |ct|2

}
dt + e−αθu(xθ)

]
(27)

for any θ ∈ S. We set H(x) = f(x)− 1
ε (u− g)+(x) and consider

−Lξ + H(x)− 1

4
|Dξ|2 = 0, x ∈ RN.(28)

Define

ξ(x) = inf
c
E

[∫ ∞

0

e−αt

{
H(xt) + |ct|2

}
dt

]
,(29)

which belongs to C. By the same arguments as in subsection 2.2, we can see that ξ
satisfies the dynamic programming principle

ξ(x) = inf
c
E

[∫ θ

0

e−αt{H(xt) + |ct|2}dt + e−αθξ(xθ)

]
, θ ∈ S,

and then ξ is a viscosity solution of (28).
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Theorem 2.7. Under the assumptions of Theorem 2.1, we have (27).
Proof. By Theorem 2.6, the relation (27) follows from the uniqueness of viscosity

solutions of (28). Dividing the proof into several steps, we claim

ξ1 ≤ ξ2(30)

for two viscosity solutions ξi ∈ C, i = 1, 2, of (28).
Step 1. Suppose there exists x̄ ∈ RN such that

ξ1(x̄)− ξ2(x̄) > 0,

which implies

ξ1(x̄)− ξ2(x̄) ≥ δ(31)

for some δ > 0.
Define

Ψk(x, y) = ξ1(x)− ξ2(y)− k

2
|x− y|2 − 1

k
(ψ(x) + ψ(y)),(32)

where ψ(x) = 1
2 log(1 + |x|2) and k > 0. Since

Ψk(x, y) → −∞ as |x|, |y| → ∞,

we find (xk, yk) ∈ RN ×RN such that

Ψk(xk, yk) = supΨk(x, y)

≥ Ψk(x̄, x̄)

= ξ1(x̄)− ξ2(x̄)− 2

k
ψ(x̄)

≥ δ − 2

k
ψ(x̄)

≥ δ

2
for k ≥ ∃k0 > 0.

Thus

δ

2
≤ ξ1(xk)− ξ2(yk)− k

2
|xk − yk|2 − 1

k
(ψ(xk) + ψ(yk))

≤ ξ1(xk)− ξ2(yk).(33)

Step 2. By the definition of (xk, yk), we have

2Ψk(xk, yk) ≥ Ψk(xk, xk) + Ψk(yk, yk),

or equivalently

2

[
ξ1(xk)− ξ2(yk)− k

2
|xk − yk|2 − 1

k
(ψ(xk) + ψ(yk))

]

≥ ξ1(xk)− ξ2(xk)− 2

k
ψ(xk)

+ ξ1(yk)− ξ2(yk)− 2

k
ψ(yk).
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Hence

k|xk − yk|2 ≤ ξ1(xk)− ξ2(yk) + ξ2(xk)− ξ1(yk) ≤ C (C > 0).

Thus

|xk − yk| ≤ (C/k)1/2.(34)

By the uniform continuity of ξi, we deduce

k|xk − yk|2 ≤ sup
|x−y|≤(C/k)1/2

|ξ1(x)− ξ1(y)|+ |ξ2(x)− ξ2(y)|

→ 0 as k →∞.(35)

Step 3. We here invoke the following lemma (see Crandall, Ishii, and Lions
[4, Thm. 3.2], Fleming and Soner [5, Lem. 6.1, p. 238], and Ishii [7, Lem. 1, p. 149]
for the proof).

Lemma 2.8 (Ishii [7]). Let U,−V be upper semicontinuous in an open domain,
and set

W (x, y) = U(x)− V (y)− k

2
|x− y|2.

Let (x̂, ŷ) be the local maximizer of W . Then there exist X,Y ∈ SN such that

(k(x̂− ŷ), X) ∈ J̄2,+U(x̂),(36)

(k(x̂− ŷ), Y ) ∈ J̄2,−V (ŷ),(37)

−3k

(
I 0
0 I

)
≤
(

X 0
0 −Y

)
≤ 3k

(
I −I
−I I

)
, I = identity,(38)

where

J̄2,±U(x) = {(p,X) : ∃xn → x,∃(pn, Xn) ∈ J2,±U(xn),

(U(xn), pn, Xn)→ (U(x), p,X)}.

Now we take

U(x) = ξ1(x)− 1

k
ψ(x),

V (y) = ξ2(y) +
1

k
ψ(y)

and note that

J2,+ξ1(x) =

{
(p
¯
,X
¯
) +

(
1

k
Dψ(x),

1

k
D2ψ(x)

)
: (p

¯
,X
¯
) ∈ J2,+U(x)

}
,

J2,−ξ2(y) =

{
(p
¯
,X
¯
)−

(
1

k
Dψ(y),

1

k
D2ψ(y)

)
: (p

¯
,X
¯
) ∈ J2,−V (y)

}
.

Then it follows from (36), (37), and the definition of J̄2,+ξ1(xk), J̄
2,−ξ2(yk) that

(p1, X̄) := (k(xk − yk), X) +

(
1

k
Dψ(xk),

1

k
D2ψ(xk)

)
∈ J̄2,+ξ1(xk),(39)

(p2, Ȳ ) := (k(xk − yk), Y )−
(

1

k
Dψ(yk),

1

k
D2ψ(yk)

)
∈ J̄2,−ξ2(yk).(40)
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Step 4. We have by (28) and (40) that

−αξ2(yk) +
1

2
tr(σσ∗(yk)Ȳ ) + b(yk) · p2 + H(yk)− 1

4
|p2|2 ≤ 0.(41)

Also, by (28) and (39)

αξ1(xk) ≤ 1

2
tr(σσ∗(x)X̄) + b(xk) · p1 + H(xk)− 1

4
|p1|2.(42)

Thus, adding (42) to (41), we obtain

α(ξ1(xk)− ξ2(yk)) ≤ tr(σσ∗(xk)X − σσ∗(yk)Y )/2(43)

+ tr(σσ∗(xk)D2ψ(xk) + σσ∗(yk)D2ψ(yk))/2k

+ [b(xk) · p1 − b(yk) · p2]

+ [H(xk)−H(yk)]

− [|p1|2 − |p2|2]/4.
≡ I1/2 + I2/2 + I3 + I4 − I5/4.

Step 5. We claim that

Ij → 0 as k →∞ (j = 1, 2, . . . , 5),

which leads to a contradiction with (33).
According to Fleming and Soner [5, Lem. 6.2, p. 240], we know that (38) implies

tr(σσ∗(x)X − σσ∗(y)Y ) ≤ 3k|σ(x)− σ(y)|2.
Hence, we have by the Lipschitz continuity of σ(x) and (35)

I1 ≤ 3kC|xk − yk|2 → 0 as k →∞.

By a simple manipulation, we get

|Dψ(x)| = |x|
1 + |x|2 , |D2ψ(x)| ≤ C

1 + |x|2 , C > 0.

Then

I2 ≤ 1

k

[
|σσ∗(xk)D2ψ(xk)|+ |σσ∗(yk)D2ψ(yk)|

]

≤ C

k

[
(|σ(0)|+ |xk|)2

1 + |xk|2 +
(|σ(0)|+ |yk|)2

1 + |yk|2
]
→ 0 as k →∞.

By the Lipschitz continuity of b(x), we see that

|I3| ≤ kC|xk − yk|2 + (|b(xk)||Dψ(xk)|+ |b(yk)||Dψ(yk)|)/k
≤ kC|xk − yk|2 + C sup

x

(
(|b(0)|+ |x|)|x|

1 + |x|2
)
/k

→ 0 as k →∞.

By (34), we have

|I4| ≤ sup
|x−y|≤(C/k)1/2

|H(x)−H(y)| → 0.
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Finally, by (35)

|I5| ≤ 2

k
|k(xk − yk) · (Dψ(xk) + Dψ(yk))|

+

∣∣∣∣∣| 1kDψ(xk)|2 − | 1kDψ(yk)|2
∣∣∣∣∣

≤ 2

k
|k(xk − yk)|+ C

k2
→ 0 as k → ∞.

Therefore the theorem is established.

3. Viscosity solutions of variational inequalities.

3.1. Convergence as ε → 0. We study the convergence of uε = u as ε = εn =
2−n → 0. Define

Gβh(x) = E

[∫ ∞

0

e−βth(x̄t)dt

]
, β > 0,(44)

and

D = {Gβ(βh) : h ∈ C, β > α},(45)

where x̄t is the unique solution of

dx̄t = b(x̄t)dt + σ(x̄t)dWt, x̄0 = x.(46)

Lemma 3.1. Under (5) and (6), D is dense in C.
Proof. We claim that

D ⊂ C.(47)

Let h ∈ C be arbitrary. It is clear that ‖Gβ(βh)‖ ≤ ‖h‖. Further, (10) gives

E[|x̄t − ȳt|2e(−β+η)t] ≤ |x− y|2

for the solution ȳt of (46) with ȳ0 = y. By the same calculations as (12) and (13), we
can get

|Gβ(βh)(x)−Gβ(βh)(y)| ≤ ζ + 2Cζ,h|x− y|β/(β + η) ∀ζ > 0,

and hence

lim
δ→0

sup
|x−y|<δ

|Gβ(βh)(x)−Gβ(βh)(y)| = 0,

which implies (47). Moreover, by (11), (46), and (5)

E[h(x̄t)− h(x)|] ≤ ζ + Cζ,hE[|x̄t − x|]
≤ ζ + C̄(t +

√
t),

where C̄ = Cζ,h[supx |b(x)|+ supx |σ(x)|]. Therefore, letting β →∞ and then ζ → 0,
we deduce

‖Gβ(βh)− h‖ ≤ ζ + C̄

∫ ∞

0

βe−βt(t +
√
t)dt

= ζ + C̄

∫ ∞

0

e−s(s/β +
√

s/β)ds → 0,

which completes the proof.
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Lemma 3.2. Let ũε be the solution of (4) corresponding to g̃ ∈ C+. Then we
have, under (5), (6), and (7),

‖uε − ũε‖ ≤ ‖g − g̃‖.(48)

Proof. We shall show the assertion by the same line as Bensoussan [2, Lem. 5.5,
p. 320]. Let w, w̃ ∈ C verify

‖w − w̃‖ ≤ ‖g − g̃‖.
Then, it is easy to check that

‖w ∧ g − w̃ ∧ g̃‖ ≤ ‖g − g̃‖,
and then, by (8),

|Tw(x)− T̃ w̃(x)| ≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t 1

ε
|w ∧ g − w̃ ∧ g̃|(xt)dt

]
≤ ‖g − g̃‖,

where T̃ denotes T with g̃ replacing g. But

|T0− T̃0| ≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t 1

ε
|g− − g̃−|(xt)dt

]
≤ ‖g − g̃‖.

Taking w = T0, w̃ = T̃0, we have

‖T 20− T̃ 20‖ ≤ ‖g − g̃‖,
and then

‖Tn0− T̃n0‖ ≤ ‖g − g̃‖, n = 1, 2, . . . .

Letting n→∞, we deduce (48) by Theorem 2.1.
Lemma 3.3. Under (5), (6), and (7), we have

uε(x) = inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθ{g + (uε − g)+}(xθ)
]
.(49)

Proof. By Theorem 2.7

uε(x) = inf
c
E

[∫ θ

0

e−αt

{
f(xt)− 1

ε
(u− g)+(xt) + |ct|2

}
dt + e−αθuε(xθ)

]

≤ inf
c
E

[∫ θ

0

e−αt

{
f(xt) + |ct|2

}
dt + e−αθuε ∨ g(xθ)

]
∀θ ∈ S.

On the other hand, we take θ = τ = inf{t : uε(xt) ≥ g(xt)}. Since

e−ατg(xτ ) = e−ατuε ∨ g(xτ ) = e−ατ [g + (uε − g)+](xτ ),

we have

uε(x) = inf
c
E

[∫ τ

0

e−αt

{
f(xt)− 1

ε
(u− g)+(xt) + |ct|2

}
dt + e−ατuε(xτ )

]

= inf
c
E

[∫ τ

0

e−αt

{
f(xt) + |ct|2

}
dt + e−ατg(xτ )

]
,

which completes the proof.
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Theorem 3.4. Under (5), (6), and (7), we have

uεn → v ∈ C,(50)

where εn = 2−n.
Proof. Let g = Gβ(βĥ) ∈ D for some ĥ ∈ C. In view of Theorems 2.6 and 2.7, we

observe that g is a unique viscosity solution of

−βg − L0g + βĥ = 0 in RN,

or equivalently

−
(
α +

1

ε

)
g − L0g + βh +

1

ε
g = 0 in RN,

where βh = βĥ + (α− β)g. Hence we have g = Gα+ 1
ε
(βh + 1

εg). Therefore

uε − g ≤ uε − inf
c
E

[∫ ∞

0

e−(α+ 1
ε )t

{
βh(xt) +

1

ε
g(xt) + |ct|2

}
dt

]

≤ sup
c

E

[∫ ∞

0

e−(α+ 1
ε )t

{
f − βh +

1

ε
(uε ∧ g − g)

}
(xt)dt

]
≤ ε‖f − βh‖.(51)

Applying (49) to uεn+1(x) and uεn(x), we have by (51)

|uεn+1
(x)− uεn(x)| ≤ sup

c
sup
θ

E[e−αθ|(uεn+1
− g)+ − (uεn − g)+|(xθ)]

≤ (εn+1 + εn)‖f − βh‖.
Thus

∞∑
n=1

‖uεn+1 − uεn‖ ≤
∞∑
n=1

(εn+1 + εn)‖f − βh‖ <∞.

This implies that {uεn} is a Cauchy sequence in C, and we get (50).
In the case g ∈ C+, there exists a sequence {gm} ⊂ D such that gm → g by

Lemma 3.1. Let umε be the solution of (4) corresponding to gm. By the above
argument, we see that

umεn → vm ∈ C as n→∞.(52)

By (48),

‖umεn − um
′

εn ‖ ≤ ‖gm − gm′‖.
Letting n→∞, we have

‖vm − vm
′‖ ≤ ‖gm − gm′‖.

Hence {vm} is a Cauchy sequence, and

vm → v ∈ C.(53)

Thus

‖uεn − v‖ ≤ ‖uεn − umεn‖+ ‖umεn − vm‖+ ‖vm − v‖
≤ ‖g − gm‖+ ‖umεn − vm‖+ ‖vm − v‖.

Letting n→∞ and then m→∞, we obtain (50).
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3.2. Existence. In this subsection we consider the variational inequality:

−Lv + f − 1

4
|Dv|2 ≥ 0,

v ≤ g in RN,(54) (
−Lv + f − 1

4
|Dv|2

)
(v − g)− = 0.

We present the definition of the viscosity solutions of the variational inequality in the
following.

Definition 3.5. w ∈ C is called a viscosity solution of (54) if the following
assertions are satisfied:

For any ϕ ∈ C2 and any local maximum point z of w − ϕ,

−αw(z)− L0ϕ(z) + f(z)− 1

4
|Dϕ(z)|2 ≥ 0,

w(x) ≤ g(x), x ∈ RN.(55)

For any ϕ ∈ C2 and any local minimum point z of w − ϕ,(
−αw(z)− L0ϕ(z) + f(z)− 1

4
|Dϕ(z)|2

)
(w − g)−(z) ≤ 0.

Theorem 3.6. We make the assumptions of Theorem 3.4. Then the limit v of
(50) is a viscosity solution of (54).

Proof. Let ϕ ∈ C2 and z be the maximizer of v − ϕ such that

v(z)− ϕ(z) > v(x)− ϕ(x), x ∈ B̄(z, δ), z �= x.

By the uniform convergence in Theorem 3.4, uεn − ϕ attains a local maximum at
xn ∈ B̄(z, δ). By the same argument as Theorem 2.6, we deduce

xn → z.

Now, we have by Theorem 2.6 and (15)

−αuεn(xn)− L0ϕ(xn) + f(xn)− 1

εn
(uεn − g)+(xn)− 1

4
|Dϕ(xn)|2 ≥ 0,

from which

−αuεn(xn)− L0ϕ(xn) + f(xn)− 1

4
|Dϕ(xn)|2 ≥ 0.

Letting n→∞, we get

−αv(z)− L0ϕ(z) + f(z)− 1

4
|Dϕ(z)|2 ≥ 0.(56)

Next, by (51)

(umεn − gm)+ ≤ εn‖f − hm‖,
where gm = Gβhm for some hm ∈ C. Letting n→∞, we have by (52)

vm ≤ gm,
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and then by (53)

v ≤ g.(57)

Finally, let z̄ be the minimizer of v−ϕ, and x̄n be the local minimizer of uεn −ϕ with
x̄n → z̄. Then, by Theorem 2.6 and (16)

−αuεn(x̄n)− L0ϕ(x̄n) + f(x̄n)− 1

εn
(uεn − g)+(x̄n)− 1

4
|Dϕ(x̄n)|2 ≤ 0.

Multiply both sides by (uεn − g)− to obtain

(
−αuεn(x̄n)− L0ϕ(x̄n) + f(x̄n)− 1

4
|Dϕ(x̄n)|2

)
(uεn − g)−(x̄n) ≤ 0.

Letting n→∞, we deduce(
−αv(z̄)− L0ϕ(z̄) + f(z̄)− 1

4
|Dϕ(z̄)|2

)
(v − g)−(z̄) ≤ 0.(58)

The assertions (56), (57), and (58) verify that v is a viscosity solution of (54) in the
sense of (55).

3.3. Uniqueness.
Theorem 3.7. The assumptions are those of Theorem 3.4. Let vi ∈ C, i = 1, 2,

be two viscosity solutions of (54). Then we have

v1 = v2.

Proof. We shall show that(
−αv2(y) +

1

2
tr(σσ∗(y)X̃) + b(y) · p + f(y)− 1

4
|p|2
)
(v2 − v1)

−(y) ≤ 0(59)

∀(p, X̃) ∈ J̄2,−v2(y), ∀y ∈ RN,

or equivalently(
−αv2(z̃)− L0ϕ(z̃) + f(z̃)− 1

4
|Dϕ(z̃)|2

)
(v2 − v1)

−(z̃) ≤ 0,(60)

where ϕ ∈ C2 and z̃ is the minimizer of v2 − ϕ. If v2 ≥ v1 , then (v2 − v1)
− = 0. If

v2 < v1, then v2 < v1 ≤ g, and thus (v2 − g)− > 0. By (58) we recall

(
−αv2(z̃)− L0ϕ(z̃) + f(z̃)− 1

4
|Dϕ(z̃)|2

)
(v2 − g)−(z̃) ≤ 0.

Then we deduce

−αv2(z̃)− L0ϕ(z̃) + f(z̃)− 1

4
|Dϕ(z̃)|2 ≤ 0,

which implies (60).
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Now, we prove the theorem by the same line as Theorem 2.7. Suppose there exists
x̄ ∈ RN such that

v1(x̄)− v2(x̄) > 0,

which implies

v1(x̄)− v2(x̄) ≥ δ(61)

for some δ > 0. We define

Φk(x, y) = v1(x)− v2(y)− k

2
|x− y|2 − 1

k
(ψ(x) + ψ(y))

as in (32). Then the maximizer (xk, yk) of Φk(x, y) satisfies

δ

2
≤ v1(xk)− v2(yk)(62)

for sufficiently large k. As in Steps 2 and 3 of Theorem 2.7 we have

k|xk − yk|2 → 0 as k →∞

and

(p̂1, X̂) := (k(xk − yk), X) +

(
1

k
Dψ(xk),

1

k
D2ψ(xk)

)
∈ J̄2,+v1(xk),

(p̂2, Ŷ ) := (k(xk − yk), Y )−
(

1

k
Dψ(yk),

1

k
D2ψ(yk)

)
∈ J̄2,−v2(yk).

By (62) we get

v1(yk)− v2(yk) ≥ v1(xk)− v2(yk)− |v1(xk)− v1(yk)|

≥ δ

2
− |v1(yk)− v1(xk)|

≥ δ

4
for sufficiently large k,

which implies

(v2(yk)− v1(yk))
− > 0.

From (59) it follows that

−αv2(yk) +
1

2
tr(σσ∗(yk)Ŷ ) + b(yk) · p̂2 + f(yk)− 1

4
|p̂2|2 ≤ 0.(63)

Also, by (56)

αv1(xk) ≤ 1

2
tr(σσ∗(xk)X̂) + b(xk) · p̂1 + f(xk)− 1

4
|p̂1|2.(64)
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Hence we see that (63) and (64) are the similar relations to (41) and (42). Thus, we
deduce by the same calculations as in Steps 4 and 5 of Theorem 2.7

α(v1(xk)− v2(yk)) → 0 as k →∞,

which is contrary with (62). The proof is complete.

3.4. A stochastic interpretation of v. We here give a stochastic interpreta-
tion of the viscosity solution v of (54).

Theorem 3.8. The assumptions are those of Theorem 3.4. Then we have

v(x) = inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθg(xθ)

]
.(65)

Proof. We extend the technique of Morimoto [12] for the proof. Let v̂ denote the
right-hand side of (65). By (27) we have

uεn(x) = inf
c
E

[∫ θ

0

e−αt

{
f(xt)− 1

εn
(uεn − g)+(xt) + |ct|2

}
dt + e−αθuεn(xθ)

]

≤ inf
c
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθuεn(xθ)

]
∀θ ∈ S.

Letting n→∞, we have by (50)

v(x) ≤ inf
c
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθv(xθ)

]

≤ inf
c
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθg(xθ)

]
,

which yields v ≤ v̂. For the reverse inequality, we take any c ∈ A and set

Rm = inf

{
t : v(xt) +

1

m
≥ g(xt)

}
.

Since

v(xt) +
1

m
< g(xt) on {t < Rm},

we get

E

[∫ Rm

0

e−αt(uεn − g)+(xt)dt

]
≤ E

[∫ Rm

0

e−αt

(
uεn −

(
v +

1

m

))+

(xt)dt

]

≤ E

[∫ Rm

0

e−αt

(
‖uεn − v‖ − 1

m

)+

(xt)dt

]

= 0

for sufficiently large n. Hence, by (27)

uεn(x) = inf
c
E

[∫ Rm

0

e−αt{f(xt)− 1

εn
(uεn − g)+(xt) + |ct|2}dt + e−αRmuεn(xRm)

]

= inf
c
E

[∫ Rm

0

e−αt{f(xt) + |ct|2}dt + e−αRmuεn(xRm)

]
.
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Letting n→∞, we have by (50) and the definition of Rm

v(x) = inf
c
E

[∫ Rm

0

e−αt{f(xt) + |ct|2}dt + e−αRmv(xRm)

]

= inf
c
E

[∫ Rm

0

e−αt{f(xt) + |ct|2}dt + e−αRm

{
g(xRm)− 1

m

}]

≥ inf
c
E

[∫ Rm

0

e−αt{f(xt) + |ct|2}dt + e−αRmg(xRm)

]
− 1

m

≥ v̂(x)− 1

m
.

Letting m→∞, we deduce v(x) ≥ v̂(x), which completes the proof.

4. Impulsive control.

4.1. Setting of the problem. We consider an application of the variational
inequality to the impulsive control problem. Impulsive control is described by a set
(Θ, γ):

Θ = {θn}, θn ∈ S ↑ ∞,

γ = {γn}, γn ∈ RN
+ : Fθn −measurable.

The controlled equation becomes

dχt = [b(χt) + ct]dt + σ(χt)dWt +

∞∑
n=1

δ(t− θn)γn, χ0 = x,

where δ(·) is the Dirac measure. More precisely we define a sequence of processes:

dχnt = [b(χnt ) + ct]dt + σ(χnt )dWt, χn(θn) = χn−1(θn) + γn, n ≥ 1,

dχ0
t = [b(χ0

t ) + ct]dt + σ(χ0
t )dWt, χ0(0) = x.

Then we write

χt = χnt , θn ≤ t < θn+1.

The aim is to minimize the cost

J(c, θ, γ) = E

[∫ ∞

0

e−αt{f(χt) + |ct|2}dt +
∞∑
n=1

e−αθnρ(γn)

]
,

where f and ρ are assumed to satisfy

f ∈ C+,
ρ(x) = k + ρ0(x) for x ∈ RN

+ ,(66)

k > 0, ρ0 ∈ C+(RN
+ ), ρ0 > (0) = 0.

Now, the quasi-variational inequality associated with the impulsive control problem
is given by

−Lv + f − 1

4
|Dv|2 ≥ 0,

v ≤Mv in RN,(67) (
−Lv + f − 1

4
|Dv|2

)
(v −Mv)− = 0,

where Mv(x) := infγ∈RN
+
[v(x + γ) + ρ(γ)].
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4.2. Quasi-variational inequalities. In this subsection we show the existence
of a unique viscosity solution of the quasi-variational inequality (67).

Define

Qw(x) = inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθMw(xθ)

]
, w ∈ C+,(68)

where xt is as in (3).
Lemma 4.1. For all w, w̃ ∈ C+ we have, under (5), (6), and (66),

0 ≤ Qw ≤ ‖f‖/α,(69)

Qw ∈ C+,(70)

w ≤ w̃ ⇒ Qw ≤ Qw̃,(71)

Q(µw + (1− µ)w̃) ≥ µQw + (1− µ)Qw̃, µ ∈ [0, 1].(72)

Proof. As is shown in Bardi and Capuzzo-Dolcetta [1], we can easily see that

0 ≤Mw ≤ ‖w‖+ k,

Mw ∈ C+,
‖Mw −Mw̃‖ ≤ ‖w − w̃‖,
w ≤ w̃ ⇒ Mw ≤Mw̃,

M(µw + (1− µ)w̃) ≥ µMw + (1− µ)Mw̃, µ ∈ [0, 1].

Hence (69) and (71) are obvious. (72) is an easy consequence of the concavity of M .
(70) follows from Theorems 3.6–3.8.

Lemma 4.2. If w, w̃ ∈ C+ satisfy w − w̃ ≤ λw for some λ ∈ [0, 1], then we have,
under (5), (6), and (66),

Qw −Qw̃ ≤ λ(1− µ)Qw ∀µ ∈
(
0,

k

‖v0‖ ∧ 1

)
,(73)

where

v0(x) := inf
c
E

[∫ ∞

0

e−αt

{
f(xt) + |ct|2

}
dt

]
.

Proof. By (72) we see

Q((1− λ)w + λ0) ≥ (1− λ)Qw + λQ0.

Since

(1− λ)w ≤ w̃,

we have

Qw̃ ≥ (1− λ)Qw + λQ0,

or equivalently

Qw −Qw̃ ≤ λ(Qw −Q0).
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By virtue of (11) and (12) we note that

v0 ∈ C+,
and by (68)

Qw ≤ v0.

To complete the proof, it suffices to show that

Q0 ≥ µv0 ∀µ ∈
(
0,

k

‖v0‖ ∧ 1

)
.(74)

By (66) we have M0 = k, and then

Q0 = inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθk

]
.

It is obvious that

µv0(xt) ≤ µ‖v0‖ ≤ k

‖v0‖‖v
0‖ = k.

Thus, we get by the dynamic programming principle for v0(x)

Q0 ≥ inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθµv0(xθ)

]

≥ µ inf
c

inf
θ
E

[∫ θ

0

e−αt{f(xt) + |ct|2}dt + e−αθv0(xθ)

]

= µv0(x),

which implies (74).
Theorem 4.3. We assume (5), (6), and (66). Then there exists one and only

one viscosity solution v̄ ∈ C+ of (67).
Proof. Set vn = Qnv0 ∈ C+. It is clear that

0 ≤ v1 = Qv0 ≤ v0,

and then

0 ≤ vn ≤ vn−1 ≤ v0.

Moreover,

v1 − v0 ≤ v1.

By (73) we have

Qv1 −Qv0 ≤ (1− µ)Qv1 ∀µ ∈
(
0,

k

‖v0‖ ∧ 1

)
,

from which

v2 − v1 ≤ (1− µ)v2.
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By iteration, we get

vn+1 − vn ≤ (1− µ)nvn+1 ≤ (1− µ)nv0.

Thus we deduce

vn → v̄ in C+.
We recall by Theorems 3.6–3.8 that vn is a unique viscosity solution of

−Lvn + f − 1

4
|Dvn|2 ≥ 0,

vn ≤Mvn−1 in RN,(
−Lvn + f − 1

4
|Dvn|2

)
(vn −Mvn−1)− = 0,

and we apply the stability result on viscosity solutions as in Theorem 2.6. Letting
n→∞, we see that v̄ is a viscosity solution of (67) in the sense of Definition 3.5 with
Mv̄ replacing g.

To prove uniqueness, let vi ∈ C+, i = 1, 2, be two viscosity solutions of (67). By
Theorems 3.7 and 3.8, we see

vi = Qvi, i = 1, 2.

Clearly

v1 − v2 ≤ v1.

Applying (73) with λ = 1, we have

Qv1 −Qv2 ≤ (1− µ)Qv1 ∀µ ∈
(
0,

k

‖v0‖ ∧ 1

)
.

Hence

v1 − v2 ≤ (1− µ)v1.

By iteration,

v1 − v2 ≤ (1− µ)nv1, n = 1, 2, . . . .

Letting n→∞, we get v1 ≤ v2, which completes the proof.

Concluding remarks. In this paper we have investigated the nonlinear vari-
ational inequality associated with the combined control problem with discretionary
stopping. We have shown the existence of a unique viscosity solution to the variational
inequality by the improved methods of the theory of linear variational inequalities.
Further we have applied the technique of viscosity solutions to solve quasi-variational
inequalities.

This paper presents the definition of viscosity solutions to the variational inequal-
ity, which is different from the ordinary one in [1, p. 196; 4]. As seen in Definition 3.5,
the viscosity solution w coincides with a viscosity solution V of the boundary value
problem

−LV + f(x)− 1

4
|DV |2 = 0 in O,

V = w on ∂O,
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on any open domain O ⊂ {x : w(x) < g(x)}. It seems possible to have the smoothness
of w from the classical results on the smoothness of V together with the properties
of g and the boundary ∂O. We need to study the regularity of viscosity solutions
of the variational inequality under milder conditions on b, σ, f, g for the optimization
problem (2), (3).

Acknowledgments. The author would like to thank two anonymous referees for
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Abstract. We are interested in controllability problems of equations coming from a boundary
layer model. We simplify the problem by considering only equations with constant coefficients. The
problem is described by a degenerate parabolic equation (a linearized Crocco-type equation) where
phenomena of diffusion and transport are coupled.

First we give a geometric characterization of the influence domain of a locally distributed con-
trol. Then we prove regional null controllability results on this domain. The proof is based on an
adequate observability inequality for the homogeneous adjoint problem. This inequality is obtained
by decomposition of the space-time domain and Carleman-type estimates along characteristics.

In the second part of this paper, we treat the case of a boundary control.
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1. Introduction. The velocity field of a laminar flow on a flat plate can be
described by the Prandtl equations [23]. For a two dimensional flow, these equations
are stated in an unbounded domain (0, L) × (0,∞), where (0, L) represents the part
of the plate where the flow is laminar, and (0,∞) represents the “thickness” of the
boundary layer. The matching conditions with the external flow are stated at +∞.

By using the so-called Crocco transformation, these equations are transformed
into a nonlinear degenerate parabolic equation (the Crocco equation; see [23]) which
is stated in a bounded domain Ω = (0, L) × (0, 1). The linearization of the Crocco
equation around a stationary solution is an equation of the form



ut + aux − buyy + cu = g, (x, y, t) ∈ Ω× (0, T ),

u(x, 0, t) = 0, (x, t) ∈ (0, L)× (0, T ),

uy(x, 1, t) = χ(x0,x1)(x)f(x, t), (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω,

(1.1)

where g and u1 depend on the incident velocity of the flow, and where the function f
is the control used to stabilize the velocity in the boundary layer. The coefficients a,
b, and c are regular, but degenerate, and have the following behavior [6, 5]:

0 < a1 ≤ a(y)

y
≤ a2, 0 < b1 ≤ b(x, y)

−(y − 1)2 ln(µ(1− y))
≤ b2, c(x, y) ≥ 0,

where 0 < µ < 1. Since the coefficient b is degenerate, the Dirichlet boundary
condition at y = 1 has to be correctly interpreted (see [5]).
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This linearized model has been used to study stabilization problems of bound-
ary layers in [4]. The perturbations of the velocity field in the boundary layer are
controlled by a suction velocity f through the plate, localized on a slot (x0, x1).

In this paper we are interested in the null controllability problem for an equation
of the type (1.1), but with constant coefficients. For simplicity, we first study a
problem with homogeneous Dirichlet boundary conditions and a locally distributed
control (see section 2). The cases of the other kinds of boundary conditions (Neumann
or mixed Dirichlet–Neumann conditions) together with the case of a boundary control
are treated in a second part of the paper (see sections 3 and 4).

Let ω = (x0, x1)× ωy, where 0 < x0 < x1 < L and ωy is an open subset of (0, 1),
and let χω be the characteristic function of ω.

For u0 ∈ L2(Ω), u1 ∈ L2((0, 1)× (0, T )), and f ∈ L2(ω × (0, T )), we consider the
following control problem:



ut + ux − uyy = χω(x, y)f(x, y, t), (x, y, t) ∈ Ω× (0, T ),

u(x, 0, t) = u(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω.

(1.2)

First one can prove that the problem is well-posed: for all u0 ∈ L2(Ω), u1 ∈
L2((0, 1)×(0, T )), and f ∈ L2(ω×(0, T )), problem (1.2) has a unique solution that sat-
isfies u ∈ C0([0, T ];L2(Ω))∩C0([0, L];L2((0, T )×(0, 1)))∩L2((0, T )×(0, L);H1

0 (0, 1)).
Then we study the following regional null controllability problem: for all u0 ∈

L2(Ω), u1 ∈ L2((0, 1) × (0, T )), does there exist f ∈ L2(ω × (0, T )) such that the
solution u of (1.2) satisfies u(x, y, T ) = 0 for (x, y) ∈ ΩC(T ), where ΩC(T ) denotes
a part of Ω?

Note that for nondegenerate parabolic equations stated in a bounded domain Ω,
(global) null controllability is by now well known: for all nonempty ω ⊂ Ω and for all
T > 0, there exists f ∈ L2((0, T ) × ω) such that the corresponding solution of the
heat equation satisfies u(T ) ≡ 0 in the whole domain Ω. These results are, in general,
obtained via Carleman estimates (see, for example, [16, 14, 2]). But to our knowledge
it seems that no result was known concerning a degenerate case.

Note also that, in the case studied in this paper, due to transport phenomenon,
the influence domain of the control χωf is not the whole domain Ω at time T > 0.
Thus (global) null controllability does not occur. For this reason, we introduce the
notion of regional null controllability.

As a first step, we give a geometric characterization of the influence domain of the
control χωf in order to determine the region ΩC(T ) of Ω on which it will be possible
to control u(·, T ) (see section 2.1).

Then we prove a result of regional null controllability on the domain ΩC(T ) (see
section 2.3). This result is obtained via the introduction of an adequate penalized
problem and the obtaining of a suitable observability inequality (given in section 2.2)
for the homogeneous adjoint problem. This inequality is obtained by decomposition
of the space-time domain and by using Carleman-type estimates along characteristics.

In the second part of this paper, we treat the case of a Dirichlet boundary control.
We also prove a regional null controllability result via the obtaining of a similar
boundary observability inequality. However, due to a lack of regularity of the solutions
of the boundary value problem, the penalized problem that we introduce has to be
modified.
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2. The case of a localized distributed control.

2.1. Domain of influence of the control. Let T > 0 be fixed and define

ΩC(T ) :=

{
(x0, x1 + T )× (0, 1) if T < L− x1,

(x0, L)× (0, 1) if T > L− x1.

Using spectral decomposition of the solution of (1.2), one can prove that the domain
of influence of χωf at time T is the domain ΩC(T ) represented in Figure 2.1 (in the
case T < L − x1). Indeed, due to the phenomenon of diffusion in the direction y,
the region of influence in y at time T of a control supported in y in ωy is the whole
interval (0, 1). On the other hand, due to the transport phenomenon (at speed equal
to 1) in the x-direction, the region of influence in x at time T of a control supported
in x in (x0, x1) is only (x0, x1 + T ) in the case T < L− x1 and is only (x0, L) in the
case T > L − x1. This means that a control localized in ω × (0, T ) has no influence
at time T on the solution in Ω \ Ωc(T ).
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Fig. 2.1.

More precisely, we prove the following proposition.

Proposition 2.1. Assume that Ω̃ is such that ΩC(T ) ⊂ Ω̃ ⊂ Ω and ΩC(T ) 
= Ω̃.
Then there exists u0 ∈ L2(Ω), u1 ∈ L2((0, 1) × (0, T )) such that for all f ∈ L2(ω ×
(0, T )), the solution u of (1.2) is not identically equal to zero in Ω̃.

Thus we will finally prove a regional null controllability result in a set ΩC(T, δ)
that will be arbitrarily close to ΩC(T ). For this, we first need an adequate observ-
ability estimate for the homogeneous adjoint problem.

2.2. Observability inequality. Assume that T > 0 and for all δ such that
0 < δ < (x1 − x0)/2 define

ΩC(T, δ) :=

{
(x0 + δ, x1 + T − δ)× (0, 1) if 0 < T < L− x1 + δ,

(x0 + δ, L)× (0, 1) if T > L− x1 + δ.
(2.1)

Then we prove the following observability estimate.
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Theorem 2.1. Under the previous assumptions, there exists C(T, δ, ωy) > 0 such
that the solutions v of the adjoint equation

vt + vx + vyy = 0, (x, y, t) ∈ Ω× (0, T ),(2.2)

belonging to C0([0, T ];L2((0, L)× (0, 1))) ∩ C0([0, L];L2((0, T )× (0, 1))) ∩L2((0, L)×
(0, T );H1

0 (0, 1)) satisfy∫∫
(0,L)×(0,1)

v(x, y, 0)2 dydx +

∫∫
(0,1)×(0,T )

v(0, y, t)2 dtdy(2.3)

≤ C (T, δ, ωy)

(∫∫∫
ω×(0,T )

v(x, y, t)2 dtdydx

+

∫∫
Ω\ΩC(T,δ)

v(x, y, T )2 dydx +

∫∫
(0,1)×(0,T )

v(L, y, t)2 dtdy

)
.

Remark. The proof is first based on a decomposition of the domain Ω × (0, T ).
Moreover, we notice that, along characteristics, v is solution of a nondegenerate
parabolic equation for which Carleman’s estimates are known. Then, on each subdo-
mains and along characteristics, we apply Carleman’s estimates.

2.3. Null controllability result. Finally we deduce the following result of null
controllability.

Theorem 2.2. Under the previous assumptions, for all u0 ∈ L2(Ω), u1 ∈
L2((0, 1) × (0, T )), there exists f ∈ L2(ω × (0, T )) such that the solution uf of (1.2)
satisfies

uf (x, y, T ) = 0 for (x, y) ∈ ΩC(T, δ).(2.4)

Remarks. 1. In the proof, we use the following penalized problem

inf
f∈L2(ω×(0,T ))

(1

2

∫∫∫
ω×(0,T )

f2 dtdydx +
1

2ε

∫∫
ΩC(T,δ)

uf (x, y, T )2 dydx
)
,

where uf is the solution of (1.2) associated with f .
2. In the case T > L−x1 + δ, it is easy to see that there exists f ∈ L2(ω× (0, T ))

such that the solution uf of (1.2) satisfies the stronger property

uf (x, y, t) = 0 for (x, y, t) ∈
(

ΩC(T, δ)× {T}
)
∪
(
{L} × (0, 1)× (L− x1 + δ, T )

)
.

This means that if we extend the solution to [0, L′] with L′ > T − x1 + δ, the cor-
responding domain on which the null controllability result is true at time T is the
domain (x0 + δ, x1 + T − δ)× (0, 1).

3. Lot of results are known concerning nondegenerate parabolic equations. But
to our knowledge it seems that very few results were known concerning a degenerate
case.

First, a quite similar problem was recently studied in [1]. The authors consider
a model of age-dependent population dynamics with diffusion. The structure of the
equation is quite similar to the structure of (1.2): there is a diffusion phenomenon in
one direction while there is a transport phenomenon in the other one. For this model,
the authors prove a null controllability result on the whole domain. This comes from
the fact that the control is globally distributed in the direction of transport (while
in our case, the control is locally distributed in (x0, x1)) and to the fact that the
boundary condition in [1] is an integral equation with suitable support properties.
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On the other hand, another result of regional null controllability was also recently
obtained in [7, 8] for an other degenerate parabolic equation but with a type of
degeneracy that is quite different of the one that we study in this paper. We studied
the (strongly) degenerate equation

ut − (a(x)ux)x = χ(α,β)f,

where a may vanish on [0, α′] for 0 ≤ α′ < β. For all T > 0, we proved a result of
regional null controllability at time T in the region (α + δ, 1) (for all δ > 0 such that
α + δ ≤ 1).

4. For nondegenerate parabolic equations, (global) null controllability holds.
Then, since the energy of the uncontrolled energy is nonincreasing, once the sys-
tem has been driven to zero in time T , it remains indefinitely at zero without being
controlling anymore.

In our case, the situation is not the same. First, if the boundary condition u1

is equal to zero and if T > x0, then the solution uf which satisfies (2.4) is also
equal to zero on the domain R1∪R2 (see Figure 2.2 below) without being controlling
anymore. Now in the general case, given u1 ∈ L2

loc([0,+∞);L2(0, 1)), due to the
transport phenomenon, the solution u remains equal to zero on the domain R2.

t

0
x

T

Lx0 + δ x1 − δ

R2

R1

Fig. 2.2.

Since, given τ ≥ T , it is possible to find a control fτ that drives the system to
rest at time τ on the set (x0 + δ, x1− δ+ τ)× (0, 1), it would be interesting to know if,
given T ′ > T , it is possible to find a control fT,T

′
that drives the system to rest on the

time-space domain {(x, y, τ), τ ∈ (T, T ′), (x, y, τ) ∈ (x0 + δ, x1− δ+ τ)× (0, 1)×{τ}}.
3. The case of a boundary control. Let 0 < x0 < x1 < L be fixed. For

u0 ∈ L2(Ω), u1 ∈ L2((0, 1) × (0, T )), and f ∈ L2((x0, x1) × (0, T )), we consider the
following control problem:



ut + ux − uyy = 0, (x, y, t) ∈ Ω× (0, T ),

u(x, 0, t) = 0, (x, t) ∈ (0, L)× (0, T ),

u(x, 1, t) = χ(x0,x1)(x)f(x, t), (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω.

(3.1)



714 P. MARTINEZ, J.-P. RAYMOND, AND J. VANCOSTENOBLE

First one can prove that the problem is well-posed: for all u0 ∈ L2(Ω), u1 ∈
L2((0, 1) × (0, T )), and f ∈ L2((x0, x1) × (0, T )), problem (3.1) has a unique solu-
tion that satisfies u ∈ C0([0, T ];L2(0, L;H−1(0, 1))) ∩ C0([0, L];L2(0, T ;H−1(0, 1))) ∩
L2(Ω× (0, T )).

Then we study the problem of regional null controllability. (As in the distributed
case, due to the transport phenomenon in the x-direction, the region of influence in
x of a control supported in x in (x0, x1) is only (x0, x1 + T ) in the case T < L − x1

and is only (x0, L) in the case T > L − x1.) We assume that T > 0, and we still
define ΩC(T, δ) by (2.1) for all 0 < δ < (x1 − x0)/2. Then we prove the following
observability estimate.

Theorem 3.1. Under the previous assumptions, there exists C(T, δ) > 0 such
that the solutions v of the adjoint equation (2.2) belonging to C0([0, T ];L2((0, L) ×
(0, 1))) ∩ C0([0, L];L2((0, T )× (0, 1))) ∩ L2((0, L)× (0, T );H2 ∩H1

0 (0, 1)) satisfy∫∫
(0,L)×(0,1)

v(x, y, 0)2 dydx +

∫∫
(0,1)×(0,T )

v(0, y, t)2 dtdy(3.2)

≤ C (T, δ)

(∫∫
(0,T )×(x0,x1)

vy(x, 1, t)2 dxdt

+

∫∫
Ω\ΩC(T,δ)

v(x, y, T )2 dydx +

∫∫
(0,1)×(0,T )

v(L, y, t)2 dtdy

)
.

Then we deduce the following result of null controllability.
Theorem 3.2. Under the previous assumptions, for all u0 ∈ L2(Ω), u1 ∈

L2((0, 1) × (0, T )), there exists f ∈ L2((x0, x1) × (0, T )) such that the solution u
of (3.1) satisfies

u(x, y, T ) = 0 for (x, y) ∈ ΩC(T, δ).

4. The case of Neumann or mixed boundary conditions.

4.1. Locally distributed control. It is easy to adapt the proof of Theorem 2.2
to Neumann–Dirichlet or Neumann boundary conditions: let uf be the solution of


ut + ux − uyy = χω(x, y)f(x, y, t), (x, y, t) ∈ Ω× (0, T ),

uy(x, 0, t) = u(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω,

(4.1)

or of 

ut + ux − uyy = χω(x, y)f(x, y, t), (x, y, t) ∈ Ω× (0, T ),

uy(x, 0, t) = uy(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω.

(4.2)

Then we have the following result of null controllability.
Theorem 4.1. Under the previous assumptions, for all u0 ∈ L2(Ω), u1 ∈

L2((0, 1) × (0, T )), there exists f ∈ L2(ω × (0, T )) such that the solution uf of (4.1)
(or the solution uf of (4.2)) satisfies

uf (x, y, T ) = 0 for (x, y) ∈ ΩC(T, δ).(4.3)
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The proof of Theorem 4.1 is very close to the one of Theorem 2.2, and we leave
it to the reader.

4.2. Boundary control. It is easy to adapt the proof of Theorem 3.2 to consider
Neumann–Dirichlet or Neumann boundary conditions: consider the solution uf of



ut + ux − uyy = 0, (x, y, t) ∈ Ω× (0, T ),

uy(x, 0, t) = 0, (x, t) ∈ (0, L)× (0, T ),

u(x, 1, t) = χ(x0,x1)(x)f(x, t), (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω,

(4.4)

or of 


ut + ux − uyy = 0, (x, y, t) ∈ Ω× (0, T ),

uy(x, 0, t) = 0, (x, t) ∈ (0, L)× (0, T ),

uy(x, 1, t) = χ(x0,x1)(x)f(x, t), (x, t) ∈ (0, L)× (0, T ),

u(0, y, t) = u1(y, t), (y, t) ∈ (0, 1)× (0, T ),

u(x, y, 0) = u0(x, y), (x, y) ∈ Ω.

(4.5)

Then we have the following result of null controllability.
Theorem 4.2. Under the previous assumptions, for all u0 ∈ L2(Ω), u1 ∈

L2((0, 1) × (0, T )), there exists f ∈ L2((x0, x1) × (0, T )) such that the solution uf

of (4.4) (or the solution uf of (4.5)) satisfies

uf (x, y, T ) = 0 for (x, y) ∈ ΩC(T, δ).(4.6)

The proof of Theorem 4.2 is very close to the one of Theorem 3.2. In section 6.3,
we indicate how to derive the observability inequality needed for the proof of Theorem
4.2.

5. Proofs in the distributed case.

5.1. Proof of Proposition 2.1. Consider the eigenvalues λk = k2π2 and the
eigenfunctions φk(y) =

√
2 sin(kπy) of the problem

−(φk)yy = λkφk for y ∈ (0, 1) and φk(0) = φk(1) = 0.

Let u0 ∈ L2(Ω), u1 ∈ L2((0, 1) × (0, T )), and f ∈ L2(ω × (0, T )) and consider u the
solution of (1.2). Since (φk)k forms an orthonormal basis of L2(0, 1), we can write

u1(y, t) =

∞∑
k=0

uk1(t)φk(y), u0(x, y) =

∞∑
k=0

uk0(x)φk(y)

and χω(x, y)f(x, y, t) =

∞∑
k=0

fk(x, t)φk(y), u(x, y, t) =

∞∑
k=0

uk(x, t)φk(y).

Note that for all k, fk is supported in x in (x0, x1). Then for all k ∈ N, uk(x, t) is
solution of 


ukt + ukx + λku

k = fk, (x, t) ∈ (0, L)× (0, T ),

uk(0, t) = uk1(t), t ∈ (0, T ),

uk(x, 0) = uk0(x), x ∈ (0, L).
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Consequently, we obtain

uk(x, t) =



e−λkx uk1(t− x) +

∫ t

t−x
e−λk(t−s)fk(x− (t− s), s) ds if x < t,

e−λkt uk0(x− t) +

∫ t

0

e−λk(t−s)fk(x− (t− s), s) ds if x > t.

Since supp (fk) ⊂ (x0, x1)× (0, T ), we deduce that for all (x, T ) 
∈ ΩC(T ),

uk(x, T ) =



e−λkx uk1(T − x) if x < T,

e−λkT uk0(x− T ) if x > T.

For all Ω̃ such that ΩC(T ) ⊂ Ω̃ ⊂ Ω and ΩC(T ) 
= Ω̃, this allows us to construct
u0 ∈ L2(Ω) and u1 ∈ L2((0, 1) × (0, T )) such that for all f ∈ L2(ω × (0, T )), the
solution u of (1.2) is not identically equal to zero in Ω̃.

5.2. Proof of Theorem 2.1.

Step 1. In a first step, we prove that it is sufficient to establish (2.3) for regular
solutions v of (2.2).

Let v ∈ C0([0, T ];L2((0, L)× (0, 1))) ∩ C0([0, L];L2((0, T )× (0, 1))) ∩ L2((0, L)×
(0, T );H1

0 (0, 1)) be a solution of the adjoint problem (2.2). Let vL ∈ L2((0, T )×(0, 1))
and vT ∈ L2((0, L) × (0, 1)) be the functions defined by vL(y, t) := v(L, y, t) and
vT (x, y) := v(x, y, T ). Then v is a weak solution of the equation



vt + vx + vyy = 0, (x, y, t) ∈ Ω× (0, T ),

v(x, 0, t) = v(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

v(L, y, t) = vL(y, t), (y, t) ∈ (0, 1)× (0, T ),

v(x, y, T ) = vT (x, y), (x, y) ∈ Ω.

Let (vnL)n be a sequence in C1c ((0, 1) × [0, T )) ∩ C2([0, 1] × [0, T ]) converging to vL in
L2((0, T )× (0, 1)), and let (vnT )n be a sequence in C1c ([0, L)× (0, 1))∩C2([0, L]× [0, 1])
converging to vT in L2((0, L)× (0, 1)). Denote by vn the solution of the equation



vnt + vnx + vnyy = 0, (x, y, t) ∈ Ω× (0, T ),

vn(x, 0, t) = vn(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

vn(L, y, t) = vnL(y, t), (y, t) ∈ (0, 1)× (0, T ),

vn(x, y, T ) = vnT (x, y), (x, y) ∈ Ω.

Using the explicit expression of vn, we verify that vn ∈ C1([0, L] × [0, T ];L2(0, 1)) ∩
C0([0, L] × [0, T ];H2 ∩ H1

0 (0, 1)) and that vn → v in C0([0, T ];L2((0, L) × (0, 1))) ∩
C0([0, L];L2((0, T )× (0, 1)))∩L2((0, L)× (0, T );H1

0 (0, 1)) as n→ +∞. Consequently,
it is sufficient to prove (2.3) only for solutions having the regularity of vn. Then (2.3)
follows for v by passing to the limit as n→ +∞.

Step 2. Now we assume v ∈ C1([0, L] × [0, T ];L2(0, 1)) ∩ C0([0, L] × [0, T ];H2 ∩
H1

0 (0, 1)) and we prove (2.3). We only treat the case T < L− x1 + δ and T ≥ x0 + δ
and we use a decomposition of the domain represented in Figure 5.1. (The other cases
can be treated with a slightly different decomposition of the domain.)
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x

t

T

0
Lx0 x1 − δ L− T

T − x0 − δ

ΩC(T, δ)x0 + δ T + x1 − δ

Fig. 5.1.

First we decompose the left-hand side of (2.3) as follows:∫∫
(0,L)×(0,1)

v(x, y, 0)2 dydx(5.1)

=

∫∫
(0,x0)×(0,1)

v(x, y, 0)2 dydx +

∫∫
(x0,x1−δ)×(0,1)

v(x, y, 0)2 dydx

+

∫∫
(x1−δ,L−T )×(0,1)

v(x, y, 0)2 dydx +

∫∫
(L−T,L)×(0,1)

v(x, y, 0)2 dydx

and ∫∫
(0,1)×(0,T )

v(0, y, t)2 dtdy(5.2)

=

∫∫
(0,1)×(0,T−x0−δ)

v(0, y, t)2 dtdy +

∫∫
(0,1)×(T−x0−δ,T )

v(0, y, t)2 dtdy.

Then we prove the following inequalities:∫∫
(0,x0)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ x1

x0

∫
ωy

∫ x

x−x0

v(x, y, t)2 dtdydx,(5.3)

∫∫
(x0,x1−δ)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ x1

x0

∫
ωy

∫ x−x0

0

v(x, y, t)2 dtdydx,(5.4)

∫∫
(x1−δ,L−T )×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ L

x1−δ+T

∫ 1

0

v(x, y, T )2 dydx,(5.5)

∫∫
(L−T,L)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ 1

0

∫ T

0

v(L, y, t)2 dtdy,(5.6)
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∫∫
(0,1)×(0,T−x0−δ)

v(0, y, t)2 dtdy ≤ C

∫ x1

x0

∫
ωy

∫ T

x

v(x, y, t)2 dtdydx,(5.7)

∫∫
(0,1)×(T−x0−δ,T )

v(0, y, t)2 dtdy ≤ C

∫ x0+δ

0

∫ 1

0

v(x, y, T )2 dydx.(5.8)

Theorem 2.1 follows clearly from (5.1)–(5.8). Note that the proofs of (5.5), (5.6),
and (5.8) are similar. Thus we will prove only (5.8). The proofs of (5.3), (5.4), and
(5.7) are also similar. And we will prove only (5.3) and (5.4). (We add the proof of
(5.4) to show where we use the assumption δ > 0.)

In order to prove these inequalities, we first note that if we consider the solution
v of (2.2) along the characteristics, then v is solution of a nondegenerate parabolic
equation.

Indeed, let v ∈ C1([0, L] × [0, T ];L2(0, 1)) ∩ C0([0, L] × [0, T ];H2 ∩ H1
0 (0, 1)) be

a solution of (2.2). For all ξ ∈ (−T,L), t ∈ (0, T ), y ∈ (0, 1) with ξ + t ∈ (0, L), we
introduce w(ξ, y, t) := v(ξ + t, y, t). Then we verify that

wt + wyy = vt + vx + vyy = 0, (ξ, y, t) ∈ D,
where D = {(ξ, y, t) ∈ (−T,L)× (0, 1)× (0, T ) | ξ + t ∈ (0, L)}.

In particular, for all ξ ∈ (−T,L) fixed, wξ(y, t) := w(ξ, y, t) is the solution of a
nondegenerate parabolic equation:{

wξt + wξyy = 0, (y, t) ∈ (0, 1)× (tξ0, t
ξ
1),

wξ(0, t) = wξ(1, t) = 0, t ∈ (tξ0, t
ξ
1),

(5.9)

where tξ0 = max(0,−ξ), tξ1 = min(T,L− ξ), and wξ ∈ C0([tξ0, t
ξ
1];H2 ∩H1

0 (0, 1)).
Note that, for all ξ ∈ (−T,L), the energy of wξ is increasing, i.e.,

for all tξ0 ≤ T0 ≤ T1 ≤ tξ1,

∫ 1

0

wξ(y, T0)2 dy ≤
∫ 1

0

wξ(y, T1)2 dy.(5.10)

Then the proof of (5.5), (5.6), and (5.8) will be deduced from the fact that the
energy of solutions of (5.9) is increasing. And the proof of (5.3), (5.4), and (5.7) will
follow from Carleman estimates for the solutions of (5.9), using also the fact that the
energy of solutions of (5.9) is increasing.

Proof of (5.8). From the definition of w, it follows that∫ T

T−x0−δ

∫ 1

0

v(0, y, t)2 dydt =

∫ T

T−x0−δ

∫ 1

0

w(−t, y, t)2 dydt.

Moreover, using that the energy of w−t is increasing (we apply (5.10) to ξ = −t ∈
(−T,−T + x0 + δ), T0 = t and T1 = T ), for all t ∈ (T − x0 − δ, T ), we have∫ 1

0

w(−t, y, t)2 dy ≤
∫ 1

0

w(−t, y, T )2 dy.

We deduce that∫ T

T−x0−δ

∫ 1

0

v(0, y, t)2 dydt ≤
∫ T

T−x0−δ

∫ 1

0

w(−t, y, T )2 dydt.
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Since ∫ T

T−x0−δ

∫ 1

0

w(−t, y, T )2 dydt =

∫ x0+δ

0

∫ 1

0

v(x, y, T )2 dydx,

we deduce (5.8).
Proof of (5.3). We will use the following classical lemma.
Lemma 5.1. Let T̃ > 0 and let ωy be an nonempty open set of (0, 1). Then there

exists C(T̃ , ωy) > 0 such that the solutions w ∈ C0([0, T̃ ];H2(0, 1) ∩H1
0 (0, 1)) of

wt(y, t) + wyy(y, t) = 0, (y, t) ∈ (0, 1)× (0, T̃ ),(5.11)

satisfy

∫ 1

0

w(y, 0)2 dy ≤ C(T̃ , ωy)

∫ T̃

0

∫
ωy

w(y, t)2 dydt.(5.12)

This is by now a well-known observability inequality for the nondegenerate par-
abolic equation (5.11), and it follows from Carleman’s estimates (see, for example,
[16, 14, 2]).

In order to prove (5.3), we use w defined as previously. Let ξ ∈ (0, x0) be given.
Then using that the energy of wξ is increasing (we apply (5.10) to T0 = 0 and
T1 = x0 − ξ), we have∫ 1

0

w(ξ, y, 0)2 dy ≤
∫ 1

0

w(ξ, y, x0 − ξ)2 dy.

Thus taking the integral over ξ ∈ (0, x0), we have∫ x0

0

∫ 1

0

w(ξ, y, 0)2 dydξ ≤
∫ x0

0

∫ 1

0

w(ξ, y, x0 − ξ)2 dydξ.

On the other hand, we note that (5.9) is a nondegenerate parabolic equation; we
deduce from Lemma 5.1 that for all ξ, the solutions of (5.9) satisfy

for all tξ0 ≤ T0 ≤ T1 ≤ tξ1,

∫ 1

0

wξ(y, T0)2 dy ≤ C

∫ T1

T0

∫
ωy

wξ(y, t)2 dydt,(5.13)

where C is a constant independent of ξ that depends on T1−T0 and on ωy. Applying
(5.13) for all ξ ∈ (0, x0) to T0 = x0 − ξ and T1 = x1 − ξ, we deduce that∫ 1

0

w(ξ, y, x0 − ξ)2 dy ≤ C

∫ x1−ξ

x0−ξ

∫
ωy

w(ξ, y, t)2 dydt,

where C is independent of ξ (it depends on x1 − x0 and ωy). Hence∫ x0

0

∫ 1

0

v(x, y, 0)2 dydx =

∫ x0

0

∫ 1

0

w(ξ, y, 0)2 dydξ

≤
∫ x0

0

∫ 1

0

w(ξ, y, x0 − ξ)2 dydξ

≤ C

∫ x0

0

∫ x1−ξ

x0−ξ

∫
ωy

w(ξ, y, t)2 dydtdξ.
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Making the change of variables (x, t) := (ξ + t, t) and observing that

{
0 ≤ ξ ≤ x0,

x0 − ξ ≤ t ≤ x1 − ξ
⇐⇒

{
x0 ≤ x ≤ x1,

x− x0 ≤ t ≤ x,

we deduce that∫ x0

0

∫ 1

0

v(x, y, 0)2 dydx ≤ C

∫ x1

x0

∫ x

x−x0

∫
ωy

w(x− t, y, t)2 dydtdx

= C

∫ x1

x0

∫ x

x−x0

∫
ωy

v(x, y, t)2 dydtdx.

Proof of (5.4). More precisely, we will prove

∫∫
(x0,x1−δ)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ x1

x1−δ

∫
ωy

∫ x−x0

x−(x1−δ)
v(x, y, t)2 dtdydx.

We use w defined as previously. Let ξ ∈ (x0, x1 − δ) be given. Then using that the
energy of wξ is increasing (we apply (5.10) to T0 = 0 and T1 = x1 − δ − ξ), we have

∫ 1

0

w(ξ, y, 0)2 dy ≤
∫ 1

0

w(ξ, y, x1 − δ − ξ)2 dy.

Thus taking the integral over ξ ∈ (x0, x1 − δ), we have

∫ x1−δ

x0

∫ 1

0

w(ξ, y, 0)2 dydξ ≤
∫ x1−δ

x0

∫ 1

0

w(ξ, y, x1 − δ − ξ)2 dydξ.

On the other hand, applying (5.13) for all ξ ∈ (x0, x1 − δ) to T0 = x1 − δ− ξ and
T1 = x1 − ξ, we deduce that

∫ 1

0

w(ξ, y, x1 − δ − ξ)2 dy ≤ C

∫ x1−ξ

x1−δ−ξ

∫
ωy

w(ξ, y, t)2 dydt,

where C depends on T1 − T0 = δ (and is independent of ξ). Hence

∫ x1−δ

x0

∫ 1

0

v(x, y, 0)2 dydx =

∫ x1−δ

x0

∫ 1

0

w(ξ, y, 0)2 dydξ

≤
∫ x1−δ

x0

∫ 1

0

w(ξ, y, x1 − δ − ξ)2 dydξ

≤ C

∫ x1−δ

x0

∫ x1−ξ

x1−δ−ξ

∫
ωy

w(ξ, y, t)2 dydtdξ

= C

∫ x1

x1−δ

∫ x−x0

x−(x1−δ)

∫
ωy

w(x− t, y, t)2 dydtdx

= C

∫ x1

x1−δ

∫ x−x0

x−(x1−δ)

∫
ωy

v(x, y, t)2 dydtdx.
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5.3. Proof of Theorem 2.2. For all ε > 0, consider the penalized problem

Min {Jε(f) | f ∈ L2(ω × (0, T ))},(5.14)

where

Jε(f) :=
1

2

∫∫∫
ω×(0,T )

f(x, y, t)2 dtdydx +
1

2ε

∫∫
ΩC(T,δ)

uf (x, y, T )2 dydx,

with uf the solution of (1.2) associated with f .

Step 1 (characterization of the solution). The functional Jε is continuous on
L2(Ω × (0, T )) and strictly convex, and Jε(f) → ∞ as ‖f‖L2(Ω×(0,T )) → ∞. Thus,
for all ε > 0, problem (5.14) has a unique solution fε. And we can verify that it is
characterized by

fε(x, y, t) = −vε(x, y, t)χω(x, y),(5.15)

where vε is the solution of the adjoint problem

vεt + vεx + vεyy = 0, (x, y, t) ∈ Ω× (0, T ),

vε(x, 0, t) = vε(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

vε(L, y, t) = 0, (y, t) ∈ (0, 1)× (0, T ),

vε(x, y, T ) = 1
εχΩC(T,δ)u

fε(x, y, T ), (x, y) ∈ Ω.

(5.16)

Indeed, fε is characterized by DJε(f
ε) · h = 0 for all h ∈ L2(ω × (0, T )). (As

usual, DJε(f
ε) · h = 0 denotes the differential of the functional Jε computed at the

point fε and applied to the element h.) By classical computations, we obtain

DJε(f) · h =

∫∫∫
ω×(0,T )

fh dtdydx +
1

ε

∫∫
ΩC(T,δ)

uf (T )zh(T ) dydx,

where zh is the solution of

zht + zhx − zhyy = χωh, (x, y, t) ∈ Ω× (0, T ),

zh(x, 0, t) = zh(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

zh(0, y, t) = 0, (y, t) ∈ (0, 1)× (0, T ),

zh(x, y, 0) = 0, (x, y) ∈ Ω.

(5.17)

On the other hand, we multiply (5.16) by zh and (5.17) by vε. We add these two
relations and we take the integral over Ω× (0, T ). This gives∫∫

Ω

vε(x, y, T )zh(x, y, T ) dydx−
∫∫

Ω

vε(x, y, 0)zh(x, y, 0) dydx

+

∫ T

0

∫ 1

0

vε(L, y, t)zh(L, y, t) dydt−
∫ T

0

∫ 1

0

vε(0, y, t)zh(0, y, t) dydt

=

∫∫∫
Ω×(0,T )

χω(x, y)h(x, y, t)vε(x, y, t) dtdydx.

Since zh(0, y, t) = 0, zh(x, y, 0) = 0, vε(x, y, T ) = 1
εχΩC(T,δ)u

fε(x, y, T ), and vε(L, y, t)
= 0, we deduce

1

ε

∫∫
ΩC(T,δ)

uf
ε

(T )zh(T ) dydx =

∫∫∫
ω×(0,T )

hvε dtdydx.
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Thus fε is characterized as follows: for all h ∈ L2(ω × (0, T )),∫∫∫
ω×(0,T )

fεh dtdydx +

∫∫∫
ω×(0,T )

vεh dtdydx = 0,

which gives (5.15).

Step 2 (a priori estimates). Now we need suitable a priori estimates independent
of ε to let ε → 0. We multiply (1.2) by vε and (5.16) by uf

ε

. Then we add these
identities, and we take the integral over Ω× (0, T ) to obtain∫∫

Ω

uf
ε

(x, y, T )vε(x, y, T ) dydx −
∫∫

Ω

u0(x, y)vε(x, y, 0) dydx

+

∫∫
(0,1)×(0,T )

uf
ε

(L, y, t)vε(L, y, t) dtdy −
∫∫

(0,1)×(0,T )

u1(y, t)vε(0, y, t) dtdy

=

∫∫∫
Ω×(0,T )

χωf
ε(x, y, t)vε(x, y, t) dtdydx = −

∫∫∫
ω×(0,T )

fε(x, y, t)2 dtdydx.

Since vε(L, y, t) = 0 and vε(x, y, T ) = 1
εu

fε(x, y, T )χΩC(T,δ)(x, y), with Young’s in-
equality, we obtain

1

ε

∫∫
ΩC(T,δ)

uf
ε

(x, y, T )2 dydx +

∫∫∫
ω×(0,T )

fε(x, y, t)2 dtdydx

=

∫∫
Ω

u0(x, y)vε(x, y, 0) dydx +

∫∫
(0,1)×(0,T )

u1(y, t)vε(0, y, t) dtdy

≤ 1

4γ

∫∫
Ω

u0(x, y)2dydx +
1

4γ

∫∫
(0,1)×(0,T )

u1(y, t)2 dtdy

+ γ

∫∫
Ω

vε(x, y, 0)2 dydx + γ

∫∫
(0,1)×(0,T )

vε(0, y, t)2 dtdy

for all γ > 0. From Theorem 2.1, it follows that we can choose γ > 0 small enough to
have

1

ε

∫∫
ΩC(T,δ)

uf
ε

(x, y, T )2 dydx +

∫∫∫
ω×(0,T )

fε(x, y, t)2 dtdydx

≤ C
(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T ))

)
+

1

2

∫∫∫
ω×(0,T )

vε(x, y, t)2 dtdydx

+ C

∫∫
Ω\ΩC(T,δ)

vε(x, y, T )2 dydx + C

∫∫
(0,1)×(0,T )

vε(L, y, t)2 dtdy.

Since vε(x, y, T ) = 0 on Ω\ΩC(T, δ), vε(L, y, t) = 0 on (0, 1)×(0, T ), and vε = −χωfε,
we obtain

1

ε

∫∫
ΩC(T,δ)

uf
ε

(x, y, T )2 dydx +
1

2

∫∫∫
ω×(0,T )

fε(x, y, t)2 dtdydx

≤ C
(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T ))

)
.

This gives the a priori estimates that allows us to pass to the limit in (1.2) as ε→ 0,
which gives a solution to the null controllability problem. Indeed, since the sequence
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(fε)ε is bounded in L2(ω × (0, T )), there exists a subsequence still denoted by (fε)ε
and there exists f̃ ∈ L2(ω × (0, T )) such that

fε ⇀ f̃ weakly in L2(ω × (0, T )) as ε→ 0.

We denote by ũ the solution of (1.2) associated with f̃ . From the convergence of (fε)ε
to f̃ , it follows that

(
χΩC(T,δ)u

fε(T )
)
ε

converges to χΩC(T,δ)ũ(T ) weakly in L2(Ω).

Moreover the sequence
(
ε−1/2χΩC(T,δ)u

fε(T )
)
ε

is also bounded in L2(Ω). Thus there

exists a subsequence still indexed by ε and there exists vT ∈ L2(Ω) such that

ε−1/2χΩC(T,δ)u
fε(T ) ⇀ vT weakly in L2(Ω) as ε→ 0.

Thus
(
χΩC(T,δ)u

fε(T )
)
ε

also converges to 0 weakly in L2(Ω). Therefore we have
χΩC(T,δ)ũ(T ) ≡ 0, which proves Theorem 2.2.

6. Proofs in the boundary case.

6.1. Proof of Theorem 3.1. As in the proof of Theorem 2.1, it is sufficient to
prove (3.2) only for regular solutions of (2.2). Thus we assume that v ∈ C1([0, L] ×
[0, T ];L2(0, 1)) ∩ C0([0, L]× [0, T ];H2 ∩H1

0 (0, 1)).
We only treat the case T < L − x1 + δ and T ≥ x0 + δ and we still use the

decomposition of the domain represented in Figure 5.1. First we decompose the left-
hand side of (3.2) as in the proof of Theorem 2.1 (see (5.1) and (5.2)).

Then we remark that (5.5), (5.6), and (5.8) still hold (with the same proof). Next,
instead of (5.3), (5.4), and (5.7), it is sufficient to prove, respectively, the following
inequalities:∫∫

(0,x0)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ x1

x0

∫ x

x−x0

vy(x, 1, t)2 dtdx,(6.1)

∫∫
(x0,x1−δ)×(0,1)

v(x, y, 0)2 dydx ≤ C

∫ x1

x0

∫ x−x0

0

vy(x, 1, t)2 dtdx,(6.2)

∫∫
(0,1)×(0,T−x0−δ)

v(0, y, t)2 dtdy ≤ C

∫ x1

x0

∫ T

x

vy(x, 1, t)2 dtdx.(6.3)

Since the proofs are similar, we will just completely prove (6.1).

Proof of (6.1). Let v be a regular solution of (2.2). We use w and wξ defined in
the proof of Theorem 2.1. As in the proof of (5.3), we have

∫ x0

0

∫ 1

0

w(ξ, y, 0)2 dydξ ≤
∫ x0

0

∫ 1

0

w(ξ, y, x0 − ξ)2 dydξ.

On the other hand, we recall the classical boundary observability inequality for
nondegenerate parabolic equations that follows from classical Carleman’s estimates
(see for example [16, 14, 2]):

Lemma 6.1. For all T̃ > 0, there exists C(T̃ ) > 0 such that the solutions
w ∈ C0([0, T̃ ];H2 ∩H1

0 (0, 1)) of

wt(y, t) + wyy(y, t) = 0, (y, t) ∈ (0, 1)× (0, T̃ ),
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satisfy ∫ 1

0

w(y, 0)2 dy ≤ C(T̃ )

∫ T̃

0

wy(1, t)2 dt.

From Lemma 6.1, we deduce that for all ξ the solutions of (5.9) satisfy the fol-
lowing boundary observability inequality:

for all T1 > T0 ≥ 0,

∫ 1

0

wξ(y, T0)2 dy ≤ C

∫ T1

T0

wξy(1, t)2 dt,(6.4)

where C is a constant independent of ξ that depends on T1 − T0. Applying (6.4) for
all ξ ∈ (0, x0) to T0 = x0 − ξ and T1 = x1 − ξ, we deduce that∫ 1

0

w(ξ, y, x0 − ξ)2 dy ≤ C

∫ x1−ξ

x0−ξ
wy(ξ, 1, t)2 dt.

Hence∫ x0

0

∫ 1

0

v(x, y, 0)2 dydx =

∫ x0

0

∫ 1

0

w(ξ, y, 0)2 dydξ

≤
∫ x0

0

∫ 1

0

w(ξ, y, x0 − ξ)2 dydξ ≤ C

∫ x0

0

∫ x1−ξ

x0−ξ
wy(ξ, 1, t)2 dtdξ

= C

∫ x1

x0

∫ x

x−x0

wy(x− t, 1, t)2 dtdx = C

∫ x1

x0

∫ x

x−x0

vy(x, 1, t)2 dtdx.

6.2. Proof of Theorem 3.2. First, we note that for all u0 ∈ L2(Ω), u1 ∈
L2((0, 1) × (0, T )) and f ∈ L2((x0, x1) × (0, T )); then the weak solution u of (3.1),
defined by the transposition method (see Lions [21]), belongs to C0([0, T ];L2(0, L;
H−1(0, 1)))∩C0([0, L];L2(0, T ;H−1(0, 1)))∩L2(Ω× (0, T )). Since we only know that
u(·, T ) belongs to L2(0, L;H−1(0, 1)), we will introduce a modified penalized problem
(so that the solution will be characterized via an adjoint problem with a regular
terminal condition).

We denote by (−∆y)−1 the inverse of the isomorphism −∆y : p ∈ H1
0 (0, 1) �→

−pyy ∈ H−1(0, 1). We also denote by 〈·, ·〉 the duality product 〈·, ·〉H−1(0,1)×H1
0 (0,1).

We recall that q �→ 〈q, (−∆y)−1q〉1/2 defines a norm that is equivalent to the norm q �→
‖q‖H−1(0,1) on H−1(0, 1). Indeed, using that ‖(−∆y)−1q‖H1

0 (0,1) is a norm equivalent

to the norm ‖q‖H−1(0,1) on H−1(0, 1), we deduce

C1‖q‖2H−1(0,1) ≤ ‖(−∆y)−1q‖2H1
0 (0,1) = 〈(−∆y)(−∆y)−1q, (−∆y)−1q〉

= 〈q, (−∆y)−1q〉 ≤ ‖q‖H−1(0,1)‖(−∆y)−1q‖H1
0 (0,1) ≤ C2‖q‖2H−1(0,1).

Finally, we also set O := (x0 + δ, x1 + T − δ); we recall that ΩC(T, δ) = O × (0, 1).
Thus χΩC(T,δ)(x, y) = χO(x) for all (x, y) ∈ (0, L)× (0, 1).

Then for all ε > 0, we consider the penalized problem

Min {Jε(f) | f ∈ L2((x0, x1)× (0, T ))},(6.5)

where

Jε(f) :=
1

2

∫∫
(0,T )×(x0,x1)

f(x, t)2 dxdt

+
1

2ε

∫ L

0

χO(x)
〈
uf (x, ·, T ), (−∆y)−1uf (x, ·, T )

〉
dx,
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with uf the solution of (3.1) associated with f .

Step 1 (characterization of the solution). This problem has a unique solution fε

that it is characterized by

fε(x, t) = vεy(x, 1, t)χ(x0,x1)(x),(6.6)

where vε is the solution of the adjoint problem

vεt + vεx + vεyy = 0, (x, y, t) ∈ Ω× (0, T ),

vε(x, 0, t) = vε(x, 1, t) = 0, (x, t) ∈ (0, L)× (0, T ),

vε(L, y, t) = 0, (y, t) ∈ (0, 1)× (0, T ),

vε(x, y, T ) = 1
εχO(x)(−∆y)−1uf

ε

(x, y, T ), (x, y) ∈ Ω.

(6.7)

Indeed, fε is characterized by DJε(f
ε) · h = 0 for all h ∈ L2((x0, x1) × (0, T )).

By classical computations, we obtain

DJε(f) · h =

∫ T

0

∫ x1

x0

fh dxdt

+
1

2ε

∫ L

0

χO(x)
〈
uf (x, ·, T ), (−∆y)−1zh(x, ·, T )

〉
dx

+
1

2ε

∫ L

0

χO(x)
〈
zh(x, ·, T ), (−∆y)−1uf (x, ·, T )

〉
dx

=

∫ T

0

∫ x1

x0

fh dxdt +
1

ε

∫ L

0

χO(x)
〈
zh(x, ·, T ), (−∆y)−1uf (x, ·, T )

〉
dx,

where zh is the solution of


zht + zhx − zhyy = 0, (x, y, t) ∈ Ω× (0, T ),

zh(x, 0, t) = 0, (x, t) ∈ (0, L)× (0, T ),

zh(x, 1, t) = χ(x0,x1)(x)h(x, t), (x, t) ∈ (0, L)× (0, T ),

zh(0, y, t) = 0, (y, t) ∈ (0, 1)× (0, T ),

zh(x, y, 0) = 0, (x, y) ∈ Ω.

(6.8)

On the other hand, we multiply (6.7) by zh and (6.8) by vε and we add these two
relations. Then using the initial and terminal data of zh and vε, this gives

1

ε

∫ L

0

χO(x)
〈
zh(x, ·, T ), (−∆y)−1uf

ε

(x, ·, T )
〉
dx

=

∫ L

0

〈
zh(x, ·, T ), vε(x, ·, T )

〉
dx = −

∫ T

0

∫ L

0

χ(x0,x1)(x)vy(x, 1, t)h(x, t) dxdt.

Thus fε is characterized as follows: for all h ∈ L2((x0, x1)× (0, T )),

∫ T

0

∫ x1

x0

f(x, t)h(x, t) dxdt−
∫ T

0

∫ x1

x0

vy(x, 1, t)h(x, t) dxdt = 0,

which gives (6.6).



726 P. MARTINEZ, J.-P. RAYMOND, AND J. VANCOSTENOBLE

Step 2 (a priori estimates). Now we need suitable a priori estimates to let ε→ 0.
We multiply (3.1) by vε and (6.7) by uf

ε

. Then we add these identities, and we
integrate over Ω× (0, T ) to obtain∫ L

0

〈
uf

ε

(x, ·, T ), vε(x, ·, T )
〉
dx−

∫ L

0

〈
uf

ε

(x, ·, 0), vε(x, ·, 0)
〉
dx

+

∫ T

0

〈
uf

ε

(L, ·, t), vε(L, ·, t)
〉
dt−

∫ T

0

〈
uf

ε

(0, ·, t), vε(0, ·, t)
〉
dt

= −
∫ T

0

∫ L

0

vεy(x, 1, t)uf
ε

(x, 1, t) dxdt = −
∫ T

0

∫ L

0

χ(x0,x1)(x)fε(x, t)2 dxdt.

Since vε(L, y, t) = 0 and vε(x, y, T ) = 1
εχO(x)(−∆y)−1uf

ε

(x, y, T ), with Young’s
inequality we obtain

1

ε

∫ L

0

χO(x)
〈
uf

ε

(x, ·, T ), (−∆y)−1uf
ε

(x, ·, T )
〉
dx +

∫∫
(0,T )×(x0,x1)

fε(x, t)2 dxdt

=

∫∫
Ω

u0(x, y)vε(x, y, 0) dydx +

∫∫
(0,1)×(0,T )

u1(y, t)vε(0, y, t) dtdy

≤ 1

4γ

(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T )

)
+ γ

∫∫
Ω

vε(x, y, 0)2 dydx + γ

∫∫
(0,1)×(0,T )

vε(0, y, t)2 dtdy

for all γ > 0. From Theorem 3.1, it follows that we can choose γ > 0 small enough to
have

1

ε

∫ L

0

χO(x)
〈
uf

ε

(x, ·, T ), (−∆y)−1uf
ε

(x, ·, T )
〉
dx +

∫∫
(0,T )×(x0,x1)

fε(x, t)2 dxdt

≤ C
(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T ))

)
+

1

2

∫∫
(0,T )×(x0,x1)

vεy(x, 1, t)2 dxdt

+ C

∫∫
Ω\ΩC(T,δ)

vε(x, y, T )2 dydx + C

∫∫
(0,1)×(0,T )

vε(L, y, t)2 dtdy.

Since vε(x, y, T ) = 0 on Ω \ ΩC(T, δ), vε(L, y, t) = 0 on (0, 1)× (0, T ), and fε(x, t) =
vεy(x, 1, t)χ(x0,x1)(x), we obtain that

1

ε

∫ L

0

χO(x)
〈
uf

ε

(x, ·, T ), (−∆y)−1uf
ε

(x, ·, T )
〉
dx +

1

2

∫∫
(0,T )×(x0,x1)

fε(x, t)2 dxdt

≤ C
(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T ))

)
.

Since χO(x) = χΩC(T,δ)(x, y), this implies

1

ε

∫ L

0

‖χΩC(T,δ)u
fε(x, ·, T )‖2H−1(0,1) dx +

1

2

∫∫
(0,T )×(x0,x1)

fε(x, t)2 dxdt

≤ C
(
‖u0‖2L2(Ω) + ‖u1‖2L2((0,1)×(0,T ))

)
.

Finally we deduce that the sequence (fε)ε is bounded in L2((x0, x1) × (0, T )) and
that the sequence

(
ε−1/2χΩC(T,δ)u

fε(T )
)
ε

is also bounded in L2(0, L;H−1(0, 1)). This
gives a priori estimates that allows us to pass to the limit in (3.1) as ε → 0, which
gives a solution to the null controllability problem.



NULL CONTROLLABILITY OF A CROCCO-TYPE EQUATION 727

6.3. Main tool for the proof of Theorem 4.2. To prove Theorem 4.2, we
need to combine the previous proof with a suitable observability estimate. In the case
of Neumann boundary conditions (4.5), we use the following.

Lemma 6.2. For all T̃ > 0, there exists C(T̃ ) > 0 such that the solutions
w ∈ C0([0, T̃ ];H2(0, 1)) of{

wt(y, t) + wyy(y, t) = 0, (y, t) ∈ (0, 1)× (0, T̃ ),

wy(0, t) = 0 = wy(1, t), t ∈ (0, T̃ ),
(6.9)

satisfy

∫ 1

0

w(y, 0)2 dy ≤ C(T̃ )

∫ T̃

0

w(1, t)2 dt.(6.10)

This result follows from the well-known equivalence between null controllability
and observability (see, for example, [26, Theorem 2.6, p. 213]). For the reader’s
convenience, we give a short proof of (6.10): first consider the solution u of



ut − uyy = 0, (y, t) ∈ (0, 1)× (0, T ),

uy(0, t) = 0, (y, t) ∈ (0, L)× (0, T ),

uy(1, t) = h(t), t ∈ (0, T ),

u(0, t) = u0(y), y ∈ (0, 1),

u(y, T ) = 0, y ∈ (0, 1).

(6.11)

Using, e.g., [12], given u0 ∈ L2(0, 1), there always exists h ∈ L2(0, T ) such that the
problem (6.11) has a solution. Moreover, h can be determined so that

‖h‖L2(0,T ) ≤ C‖u0‖L2(0,1)

for some positive constant C independent of u0. Now we multiply (6.9) by u, and
after some integrations by parts, we obtain that∫ 1

0

w(y, 0)u0(y) dy = −
∫ T

0

w(1, t)h(t) dt.

Using the Cauchy–Schwarz inequality

∣∣∣∫ 1

0

w(y, 0)u0(y) dy
∣∣∣ ≤ ‖h‖L2(0,T )‖w(1, ·)‖L2(0,T ) ≤ C‖u0‖L2(0,1)‖w(1, ·)‖L2(0,T ).

Since this is true for all u0 ∈ L2(0, 1), it implies that

‖w(·, 0)‖L2(0,1) ≤ C‖w(1, ·)‖L2(0,T ).
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Abstract. In this paper we consider an optimization problem with equality constraints given
in operator form as F (x) = 0, where F : X → Y is an operator between Banach spaces. The
paper addresses the case when the equality constraints are not regular in the sense that the Fréchet
derivative F ′(x∗) is not onto. In the first part of the paper, we pursue an approach based on the
construction of p-regularity. For p-regular constrained optimization problems, we formulate necessary
conditions for optimality and derive sufficient conditions for optimality. In the second part of the
paper, we consider a generalization of the concept of p-regularity and derive generalized necessary
conditions for optimality for an optimization problem that is neither regular nor p-regular. For this
problem, we show that the tangent cone to a level surface of F can consist of rays (rather than
lines). This is in contrast to the regular and the p-regular cases, for which the tangent cone is always
“two-sided.” We state that if the gradient of the generalized p-regular problem is nonzero, it can
belong to an open set, despite the fact that all constructions are usually closed. Both p-regular and
generalized conditions for optimality reduce to classical conditions for regular cases, but they give
new and nontrivial conditions for nonregular cases. The presented results can be considered as a
part of the p-regularity theory.
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conditions

AMS subject classifications. 49K27, 46N10, 49N60, 90C30

DOI. 10.1137/S0363012901388488

1. Introduction. In this paper we consider the nonlinear optimization problem

minimize
x∈X

f(x)

subject to F (x) = 0,
(1.1)

where f : X → R is a sufficiently smooth function in a Banach space X, and F : X →
Y is a sufficiently smooth mapping from a Banach space X to a Banach space Y .

We will be interested in the case when the equality constraints are not regular at
a solution x∗ of (1.1) in the sense that the Fréchet derivative F ′(x∗) is not onto. In
this case, Euler–Lagrange necessary conditions for optimality,

λ0f
′(x∗) + F ′(x∗)∗ y∗ = 0,

are trivially satisfied with λ0 = 0 and y∗ ∈ KerF ′(x∗) and provide no additional
information about solutions of (1.1).

The development of optimality conditions for nonregular problems has become
an active research topic (see [1, 2, 3, 4, 5, 10, 12, 14, 15, 16, 20, 21, 23, 24] and
references therein). In this paper we develop an approach based on the construction
of p-regularity introduced in [25, 26, 27]. The main idea of this approach is to replace
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the operator F ′(x∗), which is not onto, with a linear operator Ψp(x
∗), related to the

pth order Taylor polynomial of F at x∗, which is onto. The operator Ψp(x
∗) contains

up to the pth order derivative of F , so in our consideration F is p-times continuously
Fréchet differentiable in a neighborhood of x∗. The order p is chosen as the minimum
number for which the operator Ψp(x

∗) is regular.

In [11, 26, 27] a generalization of the Lyusternik theorem for p-regular mappings
was first derived and proved. Using this theorem, nontrivial necessary and sufficient p-
order optimality conditions for p-regular problems were obtained in [6, 18, 26]. These
conditions contain the gradient of the objective function with a nonzero multiplier.
Note that in [6, 18, 26], the sufficient conditions for optimality for p-regular problems
were proposed in terms of the Euler–Lagrange function,

L(x, y) = f (x) + 〈y, F (x)〉.

In this paper, we obtain new sufficient conditions for optimality in terms of the gener-
alized Lagrange function or p-factor–Lagrange function. This result is complementary
to the necessary optimality conditions proposed in [6, 18, 26].

A new class of nonregular problems that satisfy a generalized condition of 2-
regularity was introduced in [17, 18]. In contrast to regular and p-regular cases, the
results obtained for the generalized 2-regular problems allow us to analyze nonregular
problems by means of curves x(t) = x∗ + th + tαh̃ + r(t) that lie in M(x∗) = {x ∈
X |F (x) = F (x∗)}, t > 0, and h, h̃ ∈ X. Note that α is not necessarily integer. It can
be fractional. For example, problem (1.1) with F (x1, x2) = x2

1−x3
2 is neither 2-regular

nor 3-regular, but the mapping F satisfies the generalized condition of 2-regularity.
In [7, 8], new necessary optimality conditions were derived for optimization problems
where the constraint mapping F (x) satisfies the generalized condition of 2-regularity
at the solution. Here we extend this approach to p ≥ 2 and derive new necessary
optimality conditions for problem (1.1) that satisfies the generalized condition of p-
regularity.

To compare our approach with others, we can note that Ledzewicz and Schättler
[21, 23] use the terminology p-regular, but in a different sense. A mapping is called
p-regular at a point x∗ along an element h1 in our sense if it is p-regular in the
direction of the sequenceHp−1 = (h1, 0, . . . , 0) in the sense of Ledzewicz and Schättler
[21, 23]. But both our definition and the definition from [21, 23] reduce to the same
definition of 2-regularity for p = 2. Furthermore, some problems that satisfy the
generalized condition of 2-regularity could not be treated using the approach presented

in [21, 23]. For example, problem (1.1) with F (x1, x2) = x2
1 − x5/2

2 satisfies the
generalized condition of 2-regularity, but this problem is not p-regular in any direction
in the sense of the definition given in [21, 23].

The organization of the paper is as follows. In section 2, we recall the definition
of p-regularity and formulate a generalization of the Lyusternik theorem for p-regular
problems. In section 3, we formulate necessary conditions for optimality [18] and
derive new sufficient conditions for optimality for p-regular optimization problems
(1.1). In section 4, we consider a generalization of the concept of p-regularity [17, 18]
and obtain new necessary optimality conditions for problem (1.1) that satisfy the
generalized condition of p-regularity.

Our results are applicable to a variety of extremum and optimal control problems
with nonregular constraints [2, 21, 22]. Moreover, the approach presented in the paper
extends to inequality-constraint optimization problems. In the future we are going to
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prove conditions for optimality for these problems using techniques proposed in this
paper.

Notation. We denote by L(X, Y ), the space of all continuous linear operators
from X to Y . Further, Ker Λ = {x ∈ X | Λx = 0} denotes the null-space (kernel) of a
given linear operator Λ : X → Y , and Im Λ = {y ∈ Y | y = Λx for some x ∈ X} is its
image space. Also, Λ∗ : Y ∗ → X∗ denotes the adjoint of Λ , where X∗ and Y ∗ denote
the dual spaces of X and Y , respectively. M⊥ = {h∗ ∈ X∗ | 〈h∗, x〉 = 0 ∀x ∈ M}
denotes the annihilator of the set M . For a subset S of a space X, we denote by
Sp(S), the linear space spanned (generated) by S, and by clS, the closure of S.

If F is a p-times Fréchet differentiable mapping at x∗, then F (p)(x∗) denotes the
pth order derivative that is pth order mapping from X × X × · · · × X to Y . By
definition of p-order mapping, we have

F (p)(x∗)[h]p = F (p)(x∗)[h, . . . , h].

In our consideration, Ker pF (p)(x∗) = {h ∈ X |F (p)(x∗) [h]p = 0 } denotes the p-
kernel of the p-order mapping F (p)(x∗).

2. P -regular mappings and a generalization of the Lyusternik theorem.
As is well known, the Lyusternik theorem provides a useful tool for constructive
description of the tangent cone to the set M(x∗) = {x ∈ X : F (x) = F (x∗)} at
a given point x∗ for the regular mapping F . Let us recall some definitions and the
Lyusternik theorem [13].

We say a mapping F is regular at some point x∗ if

ImF ′(x∗) = Y.(2.1)

The mapping F is called nonregular (irregular, degenerate, abnormal) if the regularity
condition (2.1) is not satisfied.

Definition 2.1. Let M be a subset of a Banach space X. A vector h ∈ X is
said to be tangent to the set M at a point x∗ if there exists an ε > 0 and a mapping
t→ r(t) of the interval [0, ε] into X such that

x∗ + th+ r(t) ∈M ∀t ∈ [0, ε],

lim
t→0

‖r(t)‖
t

= 0.

A set of vectors tangent to the set M at a point x∗ is called the tangent cone to
the set M at the point x∗ and is denoted by T1M .

Theorem 2.2 (Lyusternik theorem). Let X and Y be Banach spaces, U a neigh-
borhood of a point x∗ ∈ X, and let F : U → Y be a continuously Fréchet differen-
tiable mapping of U into Y . Assume that F is regular at x∗, and its derivative
F ′ : U → L(X, Y ) is continuous at x∗.

Then the tangent cone to the set M(x∗) = {x ∈ U |F (x) = F (x∗)} at the point
x∗ coincides with the kernel of the operator F ′(x∗),

T1M(x∗) = KerF ′(x∗).(2.2)

We consider the case when the regularity condition (2.1) does not hold, but the
mapping F is p-regular. For this case a generalization of the Lyusternik theorem was
derived in [26, 27]. First let us review the definition of p-regularity and construction
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of a p-factor-operator. Throughout the paper we assume that F : U → Y is a p-times
continuously Fréchet differentiable mapping in U , where U is a neighborhood of a
point x∗ ∈ X.

We construct here a p-factor-operator under an assumption that the space Y is
decomposed into a direct sum

Y = Y1 ⊕ · · · ⊕ Yp,(2.3)

where Y1 = cl ImF ′(x∗), Yi = cl Sp (ImPZiF
(i)(x∗)[·]i), i = 2, . . . , p−1, Yp = Zp, Zi is

a closed complementary subspace for (Y1⊕· · ·⊕Yi−1) with respect to Y , i = 2, . . . , p,
and PZi : Y → Zi is the projection operator onto Zi along (Y1 ⊕ · · · ⊕ Yi−1) with
respect to Y , i = 2, . . . , p.

Define the mappings [18]

fi(x) : U → Yi, fi(x) = PYiF (x), i = 1, . . . , p,

where PYi : Y → Yi is the projection operator onto Yi along (Y1⊕ · · · ⊕Yi−1⊕Yi+1⊕
· · · ⊕ Yp) with respect to Y , i = 1, . . . , p.

The consideration of another case, when (2.3) is not satisfied, is given in detail,
for example, in [18].

Definition 2.3. The linear operator Ψp(h) ∈ L(X,Y1 ⊕ · · · ⊕ Yp), h ∈ X,

Ψp(h) = f ′1(x∗) +
1

2!
f ′′2 (x∗)[h] + · · ·+ 1

p!
f (p)
p (x∗)[h]p−1,

is called a p-factor-operator.
Definition 2.4. We say the mapping F is p-regular at x∗ along an element h if

ImΨp(h) = Y .
Definition 2.5. We say the mapping F is p-regular at x∗ if it is p-regular along

any h from the set

Hp(x
∗) =

{
p⋂
i=1

Kerf
(i)
i (x∗)

}
\{0}.

Definition 2.6. The mapping F is called strongly p-regular at the point x∗ if
there exists γ > 0 such that

sup
h∈Hγ

‖{Ψp(h)}−1‖ <∞,

where

Hγ = {h ∈ X | ‖f (i)
i (x∗)[h]i‖Yi ≤ γ ∀i = 1, . . . , p, ‖h‖X = 1}.

Remark. Not only Ψp, but also every Yi, i = 2, . . . , p, in Y1 ⊕ · · · ⊕ Yp depends
on the element h. To simplify our notation, we use Yi instead of Yi(h), i = 2, . . . , p.

We are ready to formulate a generalization of the Lyusternik theorem [27] that is
applied to prove necessary optimality conditions for p-regular mappings. This theorem
differs from the p-order Lyusternik theorem formulated and proven by Ledzewicz and
Schättler in [21].

Theorem 2.7 (generalization of the Lyusternik theorem). Let X and Y be
Banach spaces, U a neighborhood of a point x∗ ∈ X, and let F : U → Y be a p-times
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continuously Fréchet differentiable mapping in U . Assume that F is p-regular at x∗.
Then

T1M(x∗) = Hp(x
∗).

At about the same time, in the case F (r)(x∗) ≡ 0, r = 1, . . . , p− 1, Theorem 2.7
was proved in [9] for finite dimensional spaces and in [25] for Banach spaces. In a
general case, when there exists F (r)(x∗) �= 0, r < p, the theorem was presented in
[27].

The following theorem [27] will be used in our analysis.
Theorem 2.8. Let X and Y be Banach spaces, U a neighborhood of a point

x∗ ∈ X, and let F : X → Y be a p-times continuously Fréchet differentiable mapping
in U . Assume that F is strongly p-regular at x∗. Then there exists a neighborhood
U ′ ⊆ U of the point x∗, a mapping η → x(η) : U ′ → X, and constants δ1 > 0 and
δ2 > 0 such that

F (η + x(η)) = F (x∗) ∀η ∈ U ′,

‖x(η) ‖X ≤ δ1
p∑
i=1

‖fi(η)− fi(x∗)‖Yi
‖η − x∗‖i−1

∀η ∈ U ′,(2.4)

‖x(η) ‖X ≤ δ2
p∑
i=1

‖fi(η)− fi(x∗)‖1/iYi
∀η ∈ U ′.

3. Optimality conditions for p-regular problems. In this section we for-
mulate necessary optimality conditions [18] and pursue new sufficient optimality con-
ditions for p-regular constrained optimization problems.

We define the p-factor–Lagrange function,

Lp(x, h, λ0(h), y(h)) = λ0(h)f(x) +

p∑
i=1

〈
yi(h), f

(i−1)
i (x)[h]i−1

〉
,(3.1)

where x ∈ X, h ∈ X, λ0(h) ∈ R, yi(h) ∈ Y ∗
i , i = 1, . . . , p. Note that the function

(3.1) is a generalization of the Lagrange function and it reduces to the Lagrange
function for the regular case.

Theorem 3.1 (necessary conditions for optimality). Let X and Y be Banach
spaces, U a neighborhood of the point x∗ ∈ X, f : U → R a twice continuously Fréchet
differentiable function in U , and let F : U → Y be a p-times continuously Fréchet
differentiable mapping in U . Assume that for an element h ∈ Hp(x∗) the set Im Ψp(h)
is closed in Y1 ⊕ · · · ⊕ Yp.

If x∗ is a local solution to problem (1.1), then there exist λ0(h) ∈ R and multipliers
yi(h) ∈ Y ∗

i , i = 1, . . . , p, such that they do not all vanish, and

L′
p x(x∗, h, λ0(h), y(h)) = λ0(h) f ′(x∗) +

p∑
i=1

(f
(i)
i (x∗)[h]i−1)∗yi(h) = 0.

If, moreover, Im Ψp(h) = Y1 ⊕ · · · ⊕ Yp, then λ0(h) �= 0.
If f ′(x∗) = 0, then the necessary conditions for optimality given in Theorem 3.1

are trivially satisfied with y∗ = 0 and any λ0 �= 0. In the following theorem, we



734 OLGA A. BREZHNEVA AND ALEXEY A. TRET’YAKOV

formulate other informative necessary optimality conditions for p-regular problems,
which were derived for q = 2 in [6] and for any q in [18].

Theorem 3.2. Let X and Y be Banach spaces, U a neighborhood of x∗ ∈ X,
f : U → R a q-times continuously Fréchet differentiable function in U , and let F :
U → Y be a p-times continuously Fréchet differentiable mapping in U . Assume that
for h ∈ Hp(x∗), Im Ψp(h) = Y1 ⊕ · · · ⊕ Yp. Assume also that f (i)(x∗) = 0 for all
i = 1, . . . , q − 1.

If x∗ is a local solution to problem (1.1), then either fq(x∗)[h]q > 0 or fq(x∗)[h]q =
0 and, in the last case, there exist multipliers yi(h) ∈ Y ∗

i , i = 1, . . . , p, such that

fq(x∗)[h]q−1 +

p∑
i=1

(f
(i)
i (x∗)[h]i−1)∗yi(h) = 0.

In the following theorem we present new sufficient optimality conditions for p-
regular problems.

Theorem 3.3 (sufficient conditions for optimality). Let X and Y be Banach
spaces, U be a neighborhood of a point x∗ ∈ X, f : U → R be a twice continuously
Fréchet differentiable function in U , and F : U → Y be a (p+ 1)-times continuously
Fréchet differentiable mapping in U . Assume that the set ImΨp(h) is closed in Y1 ⊕
· · · ⊕ Yp for any element h ∈ Hp(x∗) and Im Ψp(h) = Y1 ⊕ · · · ⊕ Yp. Assume also that
F is strongly p-regular at x∗.

If there exist α > 0 and multipliers yi(h) ∈ Y ∗
i , i = 1, . . . , p, such that

L′
p x(x∗, h, 1, y(h)) = 0(3.2)

and

L′′
p xx(x∗, h, 1, y(h))[hp]

2 ≥ α‖hp‖2 ∀hp ∈ Hp(x∗),(3.3)

then x∗ is a strict local minimizer to problem (1.1).
Proof. We consider an element x ∈ U such that F (x) = 0. We must prove that x

can be represented as

x = x∗ + th+ ξ,(3.4)

where ‖ξ‖ ≤ C t2, |t| = ‖x− x∗‖+ o(‖x− x∗‖), h ∈ Hp(x∗), ‖h‖ = 1, and C > 0.

Since F (x) = 0 and f
(k)
i (x∗) = 0 for all k < i, we have

0 = fi(x) =
1

i!
f

(i)
i (x∗)[x− x∗]i + ωi(x) ∀i = 1, . . . , p,

where ‖ωi(x)‖ ≤ αi‖x− x∗‖i+1, αi ≥ 0. Hence,

‖f (i)
i (x∗)[x− x∗]i‖ ≤ i!αi‖x− x∗‖i+1 ≤ βi‖x− x∗‖i+1, βi > 0.(3.5)

Consider the equation

Ψ(z) =

p∑
i=1

1

i!
f

(i)
i (x∗)[z]i = 0.

Note that any solution z to the last equation belongs to the set Hp. Apply Theorem
2.8 to Ψ(η + x(η)) = Ψ(0) with

η = x− x∗, x(η) = x− x∗ − th,
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where h ∈ Hp, ‖h‖ = 1, t ≥ 0. By virtue of (2.4) and (3.5), we have

‖x− x∗ − th‖ ≤ δ1
p∑
i=1

‖f (i)
i (x∗)[x− x∗]i − 0‖
‖x− x∗‖i−1

≤ δ1
p∑
i=1

βi‖x− x∗‖i+1

‖x− x∗‖i−1
≤ C‖x− x∗‖2, C > 0.

Hence,

‖x− x∗ − th‖ ≤ C‖x− x∗‖2,(3.6)

where h is an element from the set Hp, ‖h‖ = 1, and t > 0. By virtue of the last
relation, the representation (3.4) is proved.

Let yi ∈ Y ∗
i be functionals such that (3.2) and (3.3) are satisfied. Using t �= 0

and F (x) = 0, represent f(x) as

f(x) = f(x) + 〈y1, F (x)〉+
〈y2, P2F (x)〉

t
+ · · ·+ 〈yp, PpF (x)〉

tp−1
,

where Pi is the projection operator onto Yi, defined at the point x∗. Then

f(x)− f(x∗) = f(x)− f(x∗) + 〈y1, F (x∗ + th+ ξ)〉
+
〈y2, P2F (x∗ + th+ ξ)〉

t
+ · · ·+ 〈yp, PpF (x∗ + th+ ξ)〉

tp−1
.

Consider the Taylor expansion of f and F . We have

f(x)− f(x∗) = f ′(x∗)[th+ ξ] +
1

2
f ′′(x∗)[th+ ξ]2 + o(t2)

+

〈
y1, F (x∗) + F ′(x∗)[th+ ξ] +

F ′′(x∗)

2
[th+ ξ]2 + o(t2)

〉

+

〈
y2, P2

(
F ′(x∗)[th+ ξ]

t
+
F ′′(x∗)

2 t
[th+ ξ]2

+
F ′′′(x∗)

6t
[th+ ξ]3 + o(t2)

)〉
+ · · ·

+

〈
yp, Pp

(
F ′(x∗)[th+ ξ]

tp−1
+
F ′′(x∗)

2 tp−1
[th+ ξ]2 + · · ·

+
F (p+1)(x∗)

p! tp−1
[th+ ξ]p+1 + o(t2)

)〉
.

Transform the last relation into a new form, using the property PiF
(j)(x∗) = 0 for
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i > j. We then have an expression of the form

f(x)− f(x∗) = f ′(x∗)[th+ ξ] +
1

2
f ′′(x∗)[th+ ξ]2 + o(t2)

+

〈
y1, F

′(x∗)[th+ ξ] +
F ′′(x∗)

2
[th+ ξ]2 + o(t2)

〉

+

〈
y2, P2

F ′′(x∗)

2t
[th+ ξ]2 + P2

F ′′′(x∗)

6t
[th+ ξ]3 + o(t2)

〉
+ · · ·
+

〈
yp, Pp

F (p)(x∗)

p!tp−1
[th+ ξ]p + Pp

F (p+1)(x∗)

(p+ 1)!tp−1
[th+ ξ]p+1

+o(t2)

〉
.

We can represent the right part of the last equality as (A1 +A2) where

A1 = f ′(x∗)[th+ ξ] + 〈y1, F ′(x∗)[th+ ξ]〉+

〈
y2, P2

F ′′(x∗)

2t
[th+ ξ]2

〉

+ · · ·+
〈
yp, Pp

F (p)(x∗)

p!tp−1
[th+ ξ]p

〉
+ o(t2)

and

A2 =
1

2
f ′′(x∗)[th+ ξ]2 +

〈
y1,

F ′′(x∗)

2
[th+ ξ]2

〉

+

〈
y2, P2

F ′′′(x∗)

6t
[th+ ξ]3

〉
+ · · ·+

〈
yp, Pp

F (p+1)(x∗)

(p+ 1)!tp−1
[th+ ξ]p+1

〉
.

By definitions of Lp(x∗, h, 1, y(h)) and ξ, we obtain

A1 =

〈
f ′(x∗) + (F ′(x∗))∗y1 +

(
P2
F ′′(x∗)

2
[h]

)∗
y2 + · · ·

+

(
Pp
F (p)(x∗)

p!
[h](p−1)

)∗
yp, th+ ξ

〉
+ o(t2)

= 〈L′
p x(x∗, h, 1, y(h)), th+ ξ〉+ o(t2) = o(t2),

since L′
p x(x∗, h, 1, y(h)) = 0. But also

A2 = L′′
p xx(x∗, h, 1, y(h))[th]2 + o(t2) ≥ α‖th‖2 + o(t2).

The last inequality follows from the condition that h ∈ Hp(x∗) and (3.3). Finally, we
thus have

f(x)− f(x∗) = A1 +A2 ≥ α‖th‖2 + o(t2) > 0 ∀x ∈ U(x∗),

and, therefore, x∗ is a strict local minimizer to problem (1.1).

4. Generalization of the concept of p-regularity. In this section we consider
a generalization of the concept of p-regularity and derive new necessary optimality
conditions for problem (1.1) that is neither regular nor p-regular. We are interested
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only in the case f ′(x∗) �= 0, since otherwise the classical Euler–Lagrange-type neces-
sary conditions are trivially satisfied with λ0 �= 0 and y = 0.

We construct necessary optimality conditions for problem (1.1) under an as-
sumption that F does not satisfy the definition of p-regularity and F (r)(x∗) ≡ 0,
r = 1, . . . , p− 1, p ≥ 2. We believe that this case of absolute degeneration is the most
important in analysis of properties of degenerate problems. Moreover, it was proved
in [18] that the case of general degeneration, when there exists F (r)(x∗) �= 0, r < p,
can be reduced to the absolute degeneration case.

Assume that, for some element h ∈ X, the space Y can be decomposed into a
direct sum of subspaces

Y = Y1(h)⊕ Y2(h),(4.1)

where Y1(h) = ImF (p)(x∗)[h]p−1, Y2(h) is a linear subspace that complements Y1(h)
with respect to Y , and both Y1(h) and Y2(h) are closed in Y .

The projection operators onto Y1(h) along Y2(h) and onto Y2(h) along Y1(h) are
denoted by P1(h) and P2(h), respectively.

We introduce

Λ(F, h, x∗) = {h∗ ∈ X∗ | 〈h, h∗〉 ≤ 0}, h ∈ Ker pF (p)(x∗),

0

Λ (F, h, x∗) = {h∗ ∈ X∗|〈h, h∗〉 < 0} ∪ {0}, h ∈ Ker pF (p)(x∗).

Define

Z = Im(F (p)(x∗)[h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])∗, h̃ ∈ X,

and assume that, for h̃ ∈ X, the space Z is decomposed into a direct sum

Z = Z1(h̃)⊕ Z2(h̃),(4.2)

where

Z1(h̃) = {z ∈ Z | 〈z, h̃〉 = 0}

and Z2(h̃) is its complementary subspace with respect to Z. Furthemore, assume that

both Z1(h̃) and Z2(h̃) are closed in Z. Denote by P1(h̃), the projection operator onto

Z1(h̃) along Z2(h̃).
Note that under our assumptions all necessary decompositions and constructions

are possible in Hilbert spaces. Moreover, they take place in Banach spaces using
factorization of spaces.

Under these assumptions, the following theorem holds for problem (1.1).
Theorem 4.1. Let X and Y be Banach spaces, x∗ a solution to problem (1.1),

and U a neighborhood of x∗ in X. Suppose that the mapping F : U → Y is p-times
continuously Fréchet differentiable and the function f : U → R is twice continuously
Fréchet differentiable. Suppose that condition (4.1) is satisfied for h ∈ Ker pF (p)(x∗)

and there exists an element h̃ ∈ X (c ≤ ‖h‖, ‖h̃‖ ≤ C), 0 < c ≤ C < ∞ and D > 0
such that (4.2) is fulfilled and

‖F (p)(x∗) [h]p−1 [h̃] ‖ = 0,(4.3)
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‖P2(h)F (x∗ + th+ tαh̃)‖ ≤ t (p−2)+2α+ε, 1 < α ≤ 3

2
, ε ∈ (0, 1),(4.4)

‖{F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃]}−1‖ ≤ D,(4.5)

where t ∈ (0, δ) and δ > 0 is sufficiently small.
Then
(1) we have h ∈ T1M(x∗); moreover,

α+(t) = x∗ + th+ t αh̃+ r+(t) ∈M(x∗),

α−(t) = x∗ + th− t αh̃+ r−(t) ∈M(x∗),

so that ‖ r±(t) ‖ = o(t α);
(2) the following inclusion holds:

−f ′(x∗) ∈
{

0

Λ (F, h, x∗)

∪ Im((F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])P1
∗(h̃))∗

}
.

(4.6)

Proof. (1) Consider the case (+h̃). Define the mapping

Φ(x) =x− (F (p)(x∗) [th]p−1

+P2(h)F (p)(x∗) [th]p−2 [tαh̃])−1F (x∗ + th+ tαh̃+ x).

Taking into account (4.3) and applying the contraction multimapping principle [13]
to the mapping Φ under x0 = 0, there exists a function r+(t) such that

F (x∗ + th+ tαh̃+ r+(t)) = 0

and

‖r+(t)‖ ≤ D
(
‖P1(h)F (x∗ + th+ tαh̃)‖

tp−1
+
‖P2(h)F (x∗ + th+ tαh̃)‖

tp−2 tα

)

≤ D(t2α−1 + tα+ε) = o(tα).

The case (−h̃) is considered in a similar way.
(2) First let us note that 〈−f ′(x∗), h〉 ≤ 0, since otherwise x∗ would not be a

local minimizer.

If 〈−f ′(x∗), h〉 < 0, then, by the definition of
0

Λ (F, h, x∗),

−f ′(x∗) ∈ 0

Λ (F, h, x∗),(4.7)

which proves inclusion (4.6). It remains to consider the case 〈f ′(x∗), h〉 = 0, f ′(x∗) �=
0. Let us show that, in this case,

f ′(x∗) ∈ Im((F (p)(x∗)[h](p−1) + P2(h)F (p)(x∗) [h](p−2) [h̃])P1
∗(h̃))∗.(4.8)

By assertion (1) of the theorem, the arcs α+(t) and α−(t) belong to M(x∗) for the

vector h̃ ∈ KerF (p)(x∗) [h]p−1. Using the Taylor formula, we obtain 〈f ′(x∗), h̃〉 = 0,
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since otherwise x∗ would not be a local minimizer for problem (1.1), because the
function f(x) would decrease along either α+(t) or α−(t).

It can be proved in a similar way that the equality 〈f ′(x∗), ĥ〉 = 0 holds for any

ĥ ∈ Ker (F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃]). This follows from the existence
of δ ∈ (0, 1) and α < 2− δ such that

β±(t) = x∗ + th± tαh̃± tα+δĥ+ ω±(t) ∈M(x∗),

where ‖ω±(t)‖ = o(tα+δ) (see, for instance, [8]).
We define

L = Sp{Ker (F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃]), h̃}.

Since 〈f ′(x∗), ĥ〉 = 0 and 〈f ′(x∗), h̃〉 = 0, then, by definitions of the vectors ĥ and

h̃, we have

〈f ′(x∗), ξ〉 = 0 ∀ξ ∈ L.(4.9)

Let us show that Z⊥
1 (h̃) = L. By virtue of the annihilator lemma [13],

Z = Im(F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])∗

= Ker(F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])⊥.

Hence, Z1(h̃) can be represented as

Z1(h̃) = {z ∈ Y ∗|〈z, h̃〉 = 0, 〈z, y〉 = 0

∀y ∈ Ker(F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])}.
By virtue of a corollary from the bipolar theorem [19], the last relation implies that

Z⊥
1 (h̃) = Sp{y, h̃},(4.10)

where y ∈ Ker(F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃]).

By the definition of Z1(h̃), we obtain

Z1(h̃) = Im(P1(h̃)(F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])∗);

hence, by the annihilator lemma [13],

Z⊥
1 (h̃) = Ker ((F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])P ∗

1 (h̃)).

By virtue of (4.9) and (4.10), this yields

〈f ′(x∗), ξ〉 = 0

∀ξ ∈ Ker ((F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])P ∗
1 (h̃)),

so, again by the annihilator lemma [13],

f ′(x∗) ∈ Im(P1(h̃) (F (p)(x∗) [h]p−1 + P2(h)F (p)(x∗) [h]p−2 [h̃])∗),

which proves the inclusion (4.8) in the case under consideration. Together with (4.7),
this proves the theorem.
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Remark. Note that according to (4.6), the gradient −f ′(x∗) belongs to an open
set, despite the fact that all constructions are closed. This is related to condition
(4.4), which yields a deterministic structure of the arc α(t). It can be proved that the
open set becomes closed when condition (4.4) is not satisfied.

Remark. Relation (4.5) is a new condition which is weaker than the p-regulari-
ty condition. We say the operator in the left part of (4.5) is a generalization of a
p-factor-operator for p ≥ 2 and condition (4.5) is a a generalization of the concept of
p-regularity for p ≥ 2.

Corollary 4.2. If there exists an element h �= 0 such that the conditions of
Theorem 4.1 are satisfied for h and −h, then

f ′(x∗) ∈ Im((F (p)(x∗)[−h]p−1 + P2(−h)F (p)(x∗)[−h]p−2[h̃−])P1
∗(h̃−))∗

∩ Im((F (p)(x∗)[h]p−1 + P2(h)F (p)(x∗)[h]p−2[h̃+])P1
∗(h̃+))∗.

(4.11)

The approach considered in this section can be extended to the case of general
degeneration. Then, the corresponding generalized p-factor-operators Ψ(h) can be
constructed by analogy with (4.5) and are generated by elements h = (h1, h2, . . . ) in
such a way that ImΨ(h) = Y .

5. Examples. In this section we give several examples which illustrate how The-
orem 3.3 and Theorem 4.1 can be applied to analyze wide classes of problems that
could not be investigated before. In these examples p = 2.

The first example illustrates the application of Theorem 3.3.
Example 5.1. Consider the problem

x2
2 + x3 → min,

F (x) =

(
0, 5(x2

1 − x2
2 + x2

3) + x3
2

0, 5(x2
1 − x2

2 + x2
3) + x1x3 + x3

2

)
= 0.

(5.1)

As is easy to verify, the point x∗ = 0 is a local minimum to problem (5.1). Let us
prove that the sufficient conditions for optimality given in Theorem 3.3 are satisfied
at x∗ = 0.

For x∗ = 0, we have F ′(0) = 0,

Ker2F ′′(0) = Sp




 1
−1
0





⋃

Sp




 1

1
0




 .

Consider the element h = (1, 1, 0)T . Since ImF ′′(0)h = R
2, the mapping F (x) is

2-regular at x∗ = 0 along the element h. Consider the 2-factor–Lagrange function
with α0 = 1. After some transformations we obtain

L2(x, h, y(h)) = x2
2 + x3 + α(x1 − x2 + 3x2

2)
+β(x1 − x2 + x3 + 3x2

2),
(5.2)

where y(h) = (y1(h), y2(h)), y2(h) = (α, β). Let us calculate the coefficients α and
β. Using the equality L′

2 x(x∗, h, y(h)) = 0, we obtain α = 1, β = −1. Putting the
coefficients into (5.2), we have

L2(x, h, y(h)) = x2
2.

Therefore, L′′
2 xx(x∗, h, y(h))[h]2 = 2 ≥ 0.
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For the element h = (1,−1, 0)T , all conditions of Theorem 3.3 are verified in the
same way.

Hence, we proved that sufficient conditions for optimality are satisfied at the point
x∗ = 0. This means that x∗ is a strict local minimizer to (5.1).

The following examples illustrate the application of Theorem 4.1.
Example 5.2. Consider problem (1.1) with x∗ = 0 and

F (x) = F (x1, x2) = x2
1 − x3

2 + x
7/2
2 = 0.

We have F ′(x) = (2x1,−3x2
2 + 7

2x
5/2
2 ), F ′(x∗) = (0, 0),

F ′′(x) =

(
2 0

0 −6x2 + 35
4 x

3/2
2

)
, F ′′′(x∗) [h]2 = (0,−6h2

2).

Therefore,

Ker 2F ′′(x∗) = {h ∈ R
2 |h1 = 0, h2 ∈ R},

and we obtain F ′′(x∗) [h] = (0, 0) for all h ∈ Ker 2F ′′(x∗); i.e., the mapping F is not
2-regular along the elements of the kernel of the second derivative, and

ImF ′′(x∗)[h] = {0}.

Hence,

Y1(h) = {0}, Y2(h) = R, P2(h) = 1.

For the element h = (0,±1) ∈ Ker 2F ′′(x∗), there exists an element h̃ = (1, 0) such
that

F ′′(x∗)[h] + F ′′(x∗)[h̃] = (2h̃1, 0)T

and

F ′′(x∗) [h, h̃] = 0, F ′′(x∗) [h̃]2 = 2,

Im(F ′′(x∗) [h] + P2(h)F ′′(x∗) [h̃]) = R,

P2(h)F (x∗ + th+ tαh̃) = F (tαh̃1, th2) = t2αh̃2
1 − t3h3

2 + t7/2h
7/2
2

= t3(h̃2
1 − h3

2) + t7/2h
7/2
2 , α =

3

2
.

By virtue of the latter relations, for all the conditions of Theorem 4.1 to be satisfied,
it is necessary that the equation

h̃2
1 − h3

2 = 0(5.3)

has a nonzero solution. This holds for h2 > 0. However, (5.3) does not have a nonzero
solution if h2 < 0. Hence, the arc

x∗ + th+ tαh̃+ r1(t), ‖ r1(t) ‖ = o (tα)



742 OLGA A. BREZHNEVA AND ALEXEY A. TRET’YAKOV

belongs toM(x∗) only for h = (0,+1). This example illustrates the essential difference
from the p-regular case, where a tangent cone is always two-sided. In the case under
study, half-spaces may come into play, which will extend the scope of the analysis.

Furthermore, F ′′(x∗)[h̃] = (2, 0),

Z1 = {z ∈ Im (F ′′(x∗)[h̃])∗ | 〈z, h̃〉 = 0}
=

{
z = t

(
2
0

) ∣∣∣∣ 2t+ 0 = 0, t ∈ R

}
=

(
0
0

)
,

i.e.,

P1(h̃) =

(
0 0
0 0

)
.

Hence,

Im((F ′′(x∗) [h] + P2(h)F ′′(x∗) [h̃])P1
∗(h̃))∗ =

(
0
0

)
,

f ′(x∗) ∈ 0

Λ (F, h, x∗) ∪ {0} = {z ∈ R
2 | 〈z, h〉 < 0} ∪ {0}.

Thus, the gradient f ′(x∗) must either be situated strictly in the lower half-plane
X2 < 0 or be equal to zero.

Example 5.3. Consider problem (1.1) with x∗ = 0 and

F (x) = F (x1, x2) =

(
x2

1 − |x2|3 − x4
3

x1x3

)
= 0.

We have

Ker 2F ′′(x∗) = {(0, h2, h3) |h2 ∈ R, h3 ∈ R}
and

F ′′(x∗) [h] =

(
0 0 0
h3 0 0

)

for all h ∈ Ker 2F ′′(x∗); i.e., the mapping F is not 2-regular along the elements of
the kernel of the second derivative. For the element h = (0,±1, 0) ∈ Ker 2F ′′(x∗) we
have

ImF ′′(x∗)[h] = {0}.
Hence,

Y1(h) = {0}, Y2(h) = R
2, P2(h) =

(
1 0
0 1

)
.

For the element h and α = 3
2 there exists an element h̃ = (1, 0, 0) such that

F ′′(x∗)[h] + P2(h)F ′′(x∗)[h̃] =

(
2 0 0
0 0 1

)
,
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F (x∗ + th+ tαh̃) = F (tαh̃1, th2) =

(
t3 − t3|h2|3
0

)
=

(
0
0

)
, t > 0.

Hence, all conditions of Theorem 4.1 are satisfied.
Furthermore, Z = (0, 0, z), z ∈ R, and

P1(h̃) =


 0 0 0

0 0 0
0 0 1


 , P1(h̃) (F ′′(x∗)[h̃])T =


 0 0

0 0
0 1


 .

On the one hand, by (4.6), we have for h = (0, 1, 0)

f ′(x∗) ∈ 0

Λ (F, h, x∗) ∪ Im(P1(h̃)(F ′′(x∗)[h̃])T ).

On the other hand, for the element −h = (0,−1, 0),

f ′(x∗) ∈ 0

Λ (F,−h, x∗) ∪ Im(P1(h̃)(F ′′(x∗)[h̃])T ).

From the definition of
0

Λ and the last inclusions we obtain

f ′(x∗) ∈ Im(P1(h̃)(F ′′(x∗)[h̃])T ) = (0, 0, z)T , z ∈ R.

Let us note, by virtue of Corollary 4.2, if there exists an element h such that the
intersection of the sets in (4.11) is empty, then

f ′(x∗) = 0.

We illustrate this by the following example.
Example 5.4. Consider problem (1.1) with x∗ = 0 and

F : R
3 → R, F (x) = F (x1, x2, x3) = x2

1 − x3
2 − x2

3.

For the element h = (0,±1, 0)T ∈ Ker 2F ′′(x∗) we obtain

h̃+ =


 1

0
0


 , h̃− =


 0

0
1


 , P1(h̃+) = 0, P1(h̃−) = 0.

Hence, for any problem (1.1) with

F (x) = F (x1, x2, x3) = x2
1 − x3

2 − x2
3 = 0,

the following assertion holds:

f ′(x∗) = 0.

6. Conclusions. In this paper we derived new optimality conditions for prob-
lems with nonregular equality constraints. Our approach is based on constructions
of p-regularity. In the first part of the paper, we derived new sufficient conditions for
optimality for p-regular constrained optimization problems. This result complements
necessary conditions for optimality which were obtained earlier. In the second part of
the paper, we proved new necessary conditions for optimality for problems that sat-
isfy a generalized condition of p-regularity. Both p-regular and generalized conditions
for optimality reduce to classical conditions for regular cases, but they give new and
nontrivial conditions for nonregular cases. The presented results can be considered as
a part of the p-regularity theory.
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SPILLOVER STABILIZATION IN FINITE-DIMENSIONAL
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EVOLUTION EQUATIONS∗
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SIAM J. CONTROL OPTIM. c© 2003 Society for Industrial and Applied Mathematics
Vol. 42, No. 2, pp. 746–768

Abstract. We consider the problem of global stabilization of a semilinear dissipative evolution
equation by finite-dimensional control with finite-dimensional outputs. Coupling between the system
modes occurs directly through the nonlinearity and also through the control influence functions.
Similar modal coupling occurs in the infinite-dimensional error dynamics through the nonlinearity and
measurements. For both the control and observer designs, rather than decompose the original system
into Fourier modes, we consider Lyapunov functions based on the infinite-dimensional dynamics of
the state and error systems, respectively. The inner product terms of the Lyapunov derivative are
decomposed into Fourier modes. Upper bounds on the terms representing control and observation
spillover are obtained. Linear quadratic regulator (LQR) designs are used to stabilize the state and
error systems with these upper bounds. Relations between system and LQR design parameters are
given to ensure global stability of the state and error dynamics with robustness with respect to
control and observation spillover, respectively. It is shown that the control and observer designs
can be combined to yield a globally stabilizing compensator. The control and observer designs are
numerically demonstrated on the problem of controlling stall in a model of axial compressors.

Key words. linear-quadratic control, nonlinear reaction-diffusion equations, Lyapunov stability

AMS subject classifications. 49N10, 35K57, 34D20
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1. Introduction. Modeling and control of infinite-dimensional systems is com-
monly practiced by approximating the underlying system by a finite-dimensional
lumped system (via Galerkin projection [33], proper orthogonal decomposition [28,
20, 21, 30], inertial manifolds [45], etc.). This is not necessary when the control is
also infinite-dimensional and the system is spatially invariant [4, 25], which simpli-
fies the analysis of the infinite-dimensional system. However, for practical reasons,
it is desirable to obtain finite-dimensional controllers that will stabilize the entire
system (see, e.g., [3, 26, 34]). The problem inherent in decomposing a nonlinear
infinite-dimensional system into Fourier modes is that the nonlinearity couples all of
the modes, often making the decomposed system just as intractable as the original
infinite-dimensional one. Common to all dissipative systems, the higher modes of
the system often exhibit some form of stability which allows for the treatment of a
truncated system of a finite number of modes. Control design can then be systemat-
ically carried out to stabilize the reduced order system. However, a systematic and
quantifiable method of determining the minimum order of truncation remains elusive.
The high modes of the system cannot be completely neglected due to the fact that
modes are still coupled through the nonlinearity and that the control can inadver-
tently introduce energy into these high modes. This energy can act to destabilize the
high modes or can be transferred to the low modes through nonlinear coupling. This
phenomenon is referred to as spillover [2]. Analysis of reduced order systems [10, 17]
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and control spillover has since become a topic of work dealing with the control of
flexible structures and/or robust control (see, e.g., [9, 39, 41]).

In particular, recent work has employed the use of singular perturbation theory
[12] to construct globally stabilizing finite-dimensional controllers [13] and locally
stabilizing finite-dimensional controller/observers [1] for dissipative parabolic PDEs.
However, the use of singular perturbation methods requires a priori knowledge of
the initial conditions of the system [31] before such controllers can be constructed.
Additionally, the use of approximate inertial manifolds and the nonlinear Galerkin
method [33] has been utilized to derive reduced order models. These methods require
the eigenspectrum of the linear parts of the system to satisfy a gap condition in
which consecutive stable eigenvalues have a sufficiently large difference between them.
This often requires the controller to stabilize modes that are already stable (see the
appendix of [12]). Furthermore, the gap condition is even more difficult to satisfy
when the system has strong convective terms and/or a small diffusion parameter [45].

In the present work, to alleviate some of the problems created by the coupling
of modes through the nonlinearity of the system, we avoid directly decomposing the
system into Fourier modes and instead consider a control Lyapunov function (CLF) for
the original infinite-dimensional system and an observer Lyapunov function (OLF) for
the infinite-dimensional error system. Details concerning Lyapunov stability theory
in the context of infinite-dimensional systems can be found in [6, 14]. By applying a
linear bound of the system nonlinearity, as in [25], we obtain an upper bound on the
CLF derivative in terms of the Fourier coefficients of the state. This in turn provides
for the direct construction of a linear finite-dimensional controller of the low modes
of the system. The CLF derivative explicitly shows the destabilizing effects of the
high modal content of the controller. Upper bounds of the high modes of the CLF
derivative are obtained to quantify the effects of control spillover. A linear quadratic
regulator (LQR) control design is used to make the CLF derivative negative with these
upper bounds, and we state relations between the system and LQR parameters that
are sufficient for global stability and robustness with respect to control spillover. The
infinite-dimensional observer based on finite-dimensional measurements is designed
by similar analysis of the OLF derivative. Furthermore, we show that the controller
and observer can be combined while maintaining global stability.

The paper is organized as follows. Section 2 contains the problem setup and
description. We first consider the control problem with full state information. In
section 3, we state the CLF to be used and show that coupling between modes occurs
through the nonlinearity and the control terms. The analysis of the nonlinear cou-
pling is eliminated by considering a linear bound of the nonlinearity. This essentially
diagonalizes the CLF derivative as in [25]; however, coupling still occurs through the
control inputs. In section 4, we provide sufficient conditions on the control design and
the system parameters to ensure that the closed loop system is robust to the desta-
bilizing effects of control spillover. In section 5, we consider the estimation problem
with finite-dimensional outputs in the absence of control. We consider an OLF, and
the analysis is similar to that of sections 3 and 4. In section 6, we show that the
closed loop system is globally stable when the controller and observer are combined.
The duality principles between the control and observer designs and the respective
spillover analyses are illustrated in section 7. In section 8, we apply the control and
observer designs and spillover analyses to the problem of stabilizing a nonlocal evo-
lution equation describing the rotating stall phenomena in axial compressors by a
finite-dimensional controller with finite-dimensional outputs.
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2. Problem formulation. We consider the following type of nonlocal dissipa-
tive evolution equation with periodic boundary conditions:

∂y

∂t
= a2 ∂

2y

∂θ2
− β ∂y

∂θ
+ f(y)− αf(y) +BV,(1)

z = Hy,

y(t, 0) = y(t, 2π), y(0, θ) = y0(θ),(2)

where a2, β, and α are positive constants, the function f(y) is a polynomial of odd
degree with a strictly negative highest order coefficient, and

f(y) =
1

2π

∫ 2π

0

f(y) dθ.(3)

This system describes the rotating stall phenomenon in axial compressors [25, 23],
phase separation in binary mixtures [40, 36], chemical reaction systems [43, 45], as
well as other systems [11, 19]. From now on, we shall take α = 1 for convenience.
This will restrict the average of y(t, θ) over θ to be constant for all time. Therefore,
without loss of generality, we can assume that y(t, θ) is zero-average over θ for all
time. The analysis in this paper is applicable to cases where α �= 1. In this case,
the control design would have to incorporate stabilization of the zeroth Fourier mode
of the system. The control V ∈ R

N and the linear operator B : R
N → L̄2(0, 2π),

where L̄2(0, 2π) is the space of square integrable functions that are 2π-periodic and

have zero-average. We write BV =
∑N
i=1 v

ibi(θ), so the controls enter the system
additively through N different amplitudes vi with shape functions bi(θ). The output
z ∈ R

N and the linear operator H : L̄2(0, 2π)→ R
N . The required regularity results

for the feedback system (1) can be found in [5, 25, 38]. We note that the superscripts
i are for notation and do not represent powers. The control objective is to globally
stabilize the equilibrium solution y(θ) = 0.

3. Modal decomposition and Lyapunov stability analysis. We first con-
sider the control problem with full state information. Assuming y(t, θ) is zero-average
over θ for all t, we decompose the function y(t, θ) into Fourier modes,

y(t, θ) =
∞∑
n=1

yn(t)φn(θ),(4)

where yn(t) = 〈y(t, θ), φn(θ)〉 is the nth Fourier coefficient of y(t, θ) and φn(θ) is the
nth orthonormal function of the Fourier series satisfying the boundary conditions.
The expression 〈·, ·〉 is the inner product on L̄2(0, 2π). If we immediately substitute
(4) into (1), we obtain for each n ≥ 1

ẏn = (−a2n2 − βjn)yn + fn

( ∞∑
n=1

ynφn

)
+

N∑
i=1

vibin; j =
√−1.(5)

It is easy to see that the modes are coupled through f(y) and the shape functions
bi(θ). We consider the CLF

V (y) =
1

2
‖y‖2 =

1

2
〈y, y〉,(6)

where ‖ · ‖ is the usual norm in L̄2(0, 2π).
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In order to bypass the difficulty caused by nonlinear modal coupling in (5), we
apply a linear bound of the system nonlinearity before decomposing into Fourier
modes. For a given polynomial f(x) of odd degree with a strictly negative highest
order coefficient and f(0) = 0, there exists a constant C such that

xf(x) ≤ Cx2 ∀x ∈ R.(7)

Since f(y) is independent of the spatial variable θ, we can extend this inequality to
the infinite-dimensional case,

〈y, f(y)〉 ≤ C‖y‖22 ∀y ∈ L̄2(0, 2π).(8)

Now we take the time derivative of the CLF:

V̇ =

〈
y, a2 ∂

2y

∂θ2
− β ∂y

∂θ
+ f(y)− f(y) +

N∑
i=1

vibi(θ)

〉

= −a2

∥∥∥∥∂y∂θ
∥∥∥∥

2

+ 〈y, f(y)〉 − 〈y, f(y)〉+

〈
y,

N∑
i=1

vibi(θ)

〉
(9)

= −a2

∥∥∥∥∂y∂θ
∥∥∥∥

2

+ 〈y, f(y)〉+

〈
y,

N∑
i=1

vibi(θ)

〉
(10)

≤ −a2

∥∥∥∥∂y∂θ
∥∥∥∥

2

+ C‖y‖2 +

〈
y,

N∑
i=1

vibi(θ)

〉
,(11)

where (9) is obtained from integrating by parts and applying the boundary conditions
and (10) is obtained from the fact that f(y) is a constant and y(t, θ) is zero-average
over θ for all time. Inequality (11) is obtained by using the linear bound (8).

Remark 1. The CLF given with the periodic boundary conditions cancels the
term β ∂y∂θ . Similarly, the presence of the Burgers nonlinearity in the system (1), (2)
is inconsequential to the forthcoming stability analysis because, by integration by parts,
〈y, y ∂y∂θ 〉 = 0.

Remark 2. If β = 0, then the forthcoming analysis also applies for homogeneous
Dirichlet and Neumann boundary conditions.

Instead of dealing directly with (5), we now decompose y(t, θ) into Fourier modes
and substitute into (6) and (11) to get

V (y) =
1

2

〈 ∞∑
n=1

ynφn,

∞∑
n=1

ynφn

〉
=

1

2

∞∑
n=1

(yn)2(12)

and

∞∑
n=1

(yn)ẏn = V̇ ≤
∞∑
n=1

−a2n2y2n + C

∞∑
n=1

y2n +

N∑
i=1

vi

( ∞∑
n=1

ynb
i
n

)

=

∞∑
n=1

[(−a2n2 + C
)
y2n + yn

N∑
i=1

vibin

]
,(13)

where we have also decomposed the input shape functions bi(θ) into Fourier modes.
In (13), we can directly compare the stabilizing (−a2n2) term with the destabilizing
(C) term for each n. The last term on the right side of (13) shows how the control
can introduce energy into the high modal content V̇ .
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4. Linear control with spillover analysis. We use (13) to design a linear
controller. We define V̇n to be the nth term of the summation in (13),

V̇n = (−a2n2 + C)y2n + yn

N∑
i=1

vi bin,(14)

and note that V̇ ≤∑∞
n=1 V̇n. Because the modes are coupled, we stabilize the entire

system by stabilizing V̇n for every n. Consider the uncontrolled system. We have, for
sufficiently large values of n,

V̇n = (−a2n2 + C)y2n ≤ 0.(15)

This shows that for the purpose of control design, the high modes exhibit some form
of stability. We assume that N is such that

−a2N2 + C > 0 > −a2(N + 1)2 + C.(16)

Note that we have assumed that there are N actuators. This assumption states
that the number of actuators must be at least the number of unstable modes of the
operator (a2 ∂2

∂θ2 + C). We now consider stabilizing the first N terms in the upper
estimate of the CLF derivative. We define

YN := [y1 . . . yN ]
T
, V :=

[
v1 . . . vN

]T
, VN :=

N∑
n=1

Vn, Vn>N :=
∑
n>N

Vn,

AN :=



−a2 + C 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0
0 . . . 0 −a2N2 + C


 ,(17)

bn := [b1n . . . b
N
n ]T , BN :=



b11 . . . bN1
...

. . .
...

b1N . . . bNN


 .(18)

Thus we have V̇ ≤ V̇N + V̇n>N . We let V be a linear controller

V = −KYN ,(19)

where K is an N ×N gain matrix. Using (17)–(19), the first N terms of the estimate
(13) become

V̇N =

N∑
i=1

V̇i ≤ 1

2
YT
N

(
[AN − BNK] + [AN − BNK]T

)
YN := YT

NΛNYN .(20)

Assuming that BN is such that the system is controllable, we can design K such
that ΛN is negative definite. This can be achieved by an LQR design on the finite-
dimensional system (see, e.g., [4, 25]).

Minimize: J(V,YN ) =

∫ ∞

0

(
YT
NQYN + VTRV) dt

Subject to: ẎN = ANYN + BNV.
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The LQR problem gives a feedback law

V = −R−1BTNPYN ,(21)

where P is the solution of the algebraic Riccati equation (ARE),

0 = ATNP + PAN +Q− PBNR−1BTNP.(22)

Substituting K = R−1BTNP into (22), we obtain the Lyapunov equation,

(AN − BNK)TP + P (AN − BNK) = −Q−KTRK.(23)

By applying (23) with P = 1
2I to (20), we have

V̇N = YT
N

[−Q−KTRK
]
YN .(24)

Now that we have constructed a control law that will stabilize the first N terms of
the summation in (13), we analyze the possibly destabilizing effect the control has on
the higher modes of the system. We repeat (14) here,

V̇n = (−a2n2 + C)y2n + yn

N∑
i=1

vi bin.(25)

For n > N , the first term is always ≤ 0, and the second term is sign indefinite. This
term quantifies the control spillover onto the higher modes of the system. Specifically,
if the input shape functions bi(θ) have high frequency content, there is the possibility
of more control spillover. We define the following scalars:

cn := a2n2 − C, dn := −bTnKYN .(26)

Substituting (19) and (26) into (25) results in

V̇n = −cny2n + dnyn.(27)

It is easy to see that this expression reaches its maximum value at yn = 1
2
dn
cn

, and so
for each n > N ,

V̇n ≤ 1

4

d2n
cn

=
1

4cn
YT
NK

T bnb
T
nKYN .(28)

We see from (28) how high frequency content of the input shape functions and high
controller gains can destabilize the entire system. Since each V̇n corresponds to the
possible destabilization of a high mode, the stabilization provided by (24) must be
such that V̇ remains negative with the addition of terms such as (28). We will show
that this is guaranteed given certain LQR design parameters and some conditions on
the reduced order model (AN ,BN ).

Recall that V̇ is majorized by summing the terms V̇n. The controller (21) stabilizes
the first N modes of the system with stability given by (24), while the rest of the
terms of the summation of the CLF derivative estimate are each bounded according
to (28). The total possible destabilizing effect produced by control spillover is given
by summing over the all the terms for n > N ,

V̇n>N ≤ 1

4
YT
NK

T

[∑
n>N

1

cn
bnb

T
n

]
KYN .(29)
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Since the input operators are bounded, the summation in (29) exists, and we define
the N ×N matrix

Ξ :=
∑
n>N

1

cn
bnb

T
n .(30)

Remark 3. Given sufficient regularity of solutions of (1), (2), the assumption of
bounded input operators may be lifted. For example, since cn = O(n2), the summation
exists for unbounded “point” operators.

This gives

V̇n>N ≤ 1

4
YT
NK

TΞKYN .(31)

The N ×N matrix Ξ quantifies the destabilizing effects of the control spillover. No-
tice that increasing the control gain K and the high frequency content of the input
functions bi(θ) both contribute to the destabilizing effect. We can now go back and
analyze the original CLF (13). Adding (24) and (31), we get

V̇ ≤ YT
N

[
−Q−KTRK +

1

4
KTΞK

]
YN .(32)

We now point out that we need to solve the LQR design problem in reverse order.
That is, we have specified P = 1

2I in deriving (24). We will specify the positive
definite matrix R to account for the effects of control spillover and then solve the
ARE for an admissible positive definite matrix Q.

Motivated by (32), we specify a positive definite matrix

R ≥ 1

4
Ξ(33)

to cancel the effects of control spillover. If we can solve the ARE for a positive definite
Q with our choices of P and R, then we have

V̇ ≤ −YT
NQYN ≤ 0.(34)

When YT
NQYN = 0, the control is zero, and from (15) we see that the high modes

decay naturally. Therefore, V̇ = 0 only if yn = 0 for all n. We now solve the ARE
(22) for Q with our choice of P = 1

2I. Since AN is diagonal,

Q = −AN +
1

4
BNR−1BTN ,(35)

which is positive definite if and only if

AN <
1

4
BNR−1BTN .(36)

The control design is now reduced to finding a positive definite matrix R that satisfies
(33) and (36). Note that AN is positive definite (see (16), (17)), and therefore BN
must be invertible. Equation (36) is equivalent to requiring R < 1

4BTNA−1
N BN , and

combining this with (33), it is necessary that

BTNA−1
N BN > Ξ.(37)
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This inequality can be checked by computing the eigenvalues of BTNA−1
N BN − Ξ (see

[29]), and the matrix R can be chosen accordingly. We have just shown the following
result.

Theorem 4. Given the system (1), with f(y) satisfying (8), along with the
definitions (17), (18), and (30), if the matrix inequality (37) is satisfied, then there
exists R > 0 such that the closed loop system (1) with feedback control (21), with
P = 1

2I, is globally stable.

Controller synthesis. We outline the synthesis of the controllers resulting from
Theorem 4:

1. Given the system nonlinearity f(x), determine C according to (7).

2. Given the operators A := a2 ∂2·
∂θ2 −β ∂·∂θ and B, compute the matrices AN ,BN ,

and bn according to (17), (18).
3. Compute Ξ according to (30).
4. Choose R ≥ Ξ. For example, take R = Ξ + δI, with δ > 0.
5. According to (37), check if BTNA−1

N BN − R > 0. If so, then the controller
V = − 1

2R
−1BTNYN is globally stabilizing. If not, then the construction may

not stabilize the control spillover.

5. Linear observation with spillover analysis. In this section, we consider
the system (1) with a finite-dimensional output. Our goal is to construct an observer
based on the available finite-dimensional measurements that is robust to observation
spillover. By the linear principle of duality, we expect to find requirements similar to
(33) and (36). We consider (1), (2) with no control and with α = 1,

∂y

∂t
= a2 ∂

2y

∂θ2
− β ∂y

∂θ
+ f(y)− f(y),(38)

with a finite-dimensional output z ∈ R
N given by

z = Hy,(39)

where H : L̄2(0, 2π) → R
N is linear. For the control design of section 4, we used

only the Fourier coefficients yn of y(t, θ) for feedback. This motivates us to consider
directly estimating the finite number of Fourier coefficients. However, just as it was
necessary to analyze the stability of the high modes of the state in the control design,
in order to achieve global results, we will need to analyze the decay of the high modes
of the error. Thus, in order to analyze the observation spillover, we need to construct
an estimate of the full state, ŷ(t, θ). We write the estimator system,

∂ŷ

∂t
= a2 ∂

2ŷ

∂θ2
− β ∂ŷ

∂θ
+ f(ŷ)− f(ŷ) + LH(y − ŷ),(40)

ŷ(t, 0) = ŷ(t, 2π), ŷ(0, θ) = 0,(41)

where L will be the linear observer gain that is to be designed. For reasons that will be
evident later, we choose L such that L : R

N → Span{φ1 . . . φN}. If H : L̄2(0, 2π) →
R
N , we can write

H :=
[
H1 . . . HN

]T
;Hi : L̄2(0, 2π)→ R,(42)

and L is represented by

L :=
[
L1(θ) . . . LN (θ)

]
.(43)
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We can immediately see the duality between the control and observer designs. In the
control design, the input shape functions bi(θ) are given, and the design objective is
to determine the vector v. In the observer design, the vector output Hy is given, and
the objective is to determine the estimation shape functions Li(θ). We note that the
superscripts in (42) and (43) are for notation and do not represent exponents.

In constructing the observer, we will use an inequality similar to the linear bound
given by (7) in order to simplify the spillover analysis. We will stabilize the zero
solution of the error state,

ỹ := y − ŷ,(44)

whose dynamics are governed by

∂ỹ

∂t
= a2 ∂

2ỹ

∂θ2
− β ∂ỹ

∂θ
+ f(y)− f(y)− (f(ŷ)− f(ŷ))− LHỹ,(45)

ỹ(t, 0) = ỹ(t, 2π), ỹ(0, θ) = y0(θ).(46)

Note that we have subtracted the averaged quantities which enforce ỹ(t, θ) = 0 for all
t > 0. Since y is evolving in time, we need to consider the linear bound of f(y) for all
y. We assume that the constant CL is the maximum positive slope of f(y), so

(x− y)(f(x)− f(y)) ≤ CL(x− y)2 ∀x, y ∈ R.(47)

This inequality is less conservative than the Lipschitz property. We extend this in-
equality to the infinite-dimensional case

〈x− y, f(x)− f(y)〉 ≤ CL‖x− y‖22 ∀x, y ∈ L̄2(0, 2π).(48)

We will now follow a process similar to that of section 4. We consider an OLF

W (ỹ) =
1

2
‖ỹ‖22 =

1

2
〈ỹ, ỹ〉(49)

and take the time derivative

Ẇ =

〈
ỹ, a2 ∂

2ỹ

∂θ2
− β ∂ỹ

∂θ
+ f(y)− f(y)− (f(ŷ)− f(ŷ))− LHỹ

〉

= −a2

∥∥∥∥∂ỹ∂θ
∥∥∥∥

2

+ 〈ỹ, f(y)− f(y)− (f(ŷ)− f(ŷ))〉 − 〈ỹ, LHỹ〉(50)

= −a2

∥∥∥∥∂ỹ∂θ
∥∥∥∥

2

+ 〈ỹ, f(y)− f(ŷ)〉 − 〈ỹ, LHỹ〉(51)

≤ −a2

∥∥∥∥∂ỹ∂θ
∥∥∥∥

2

+ CL‖ỹ‖22 − 〈ỹ, LHỹ〉,(52)

where (50) is obtained from integrating by parts and applying the boundary conditions
and (51) is obtained from the fact that f(y) and f(ŷ) are constants and ỹ(t, θ) is
zero-average over θ for all time. Inequality (52) is obtained by using the inequality
(48). Just as in section 4, we now decompose ỹ(t, θ) into Fourier modes, ỹ(t, θ) =∑∞
n=1 ỹn(t)φn(θ), and substitute into (49) and (52) to get

W (ỹ) =
1

2

〈 ∞∑
n=1

ỹnφn,

∞∑
n=1

ỹnφn

〉
=

1

2

∞∑
n=1

(ỹn)2,(53)

Ẇ ≤
∞∑
n=1

[
(−a2n2 + CL)ỹ2n − ỹn (LHỹ)n

]
,(54)
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where (LHỹ)n = 〈LHỹ, φn〉. From (42) and (43),

(LHỹ)n =

〈
N∑
i=1

Li(θ)Hiỹ, φn

〉
=

N∑
i=1

LinH
iỹ =

[
L1
n . . . L

N
n

]
Hỹ,(55)

where Lin = 〈Li(θ), φn〉. Just as in section 4, we take N such that −a2N2 + CL >
0 > −a2(N + 1)2 + CL. We define Ẇn to be the nth term in the summation of the
estimate (54),

Ẇn = (−a2n2 + CL)ŷ2n − ỹn (LHỹ)n ,(56)

and note that Ẇ ≤∑∞
n=1 Ẇn. We define

ỸN := [ỹ1 . . . ỹN ]
T
, WN :=

N∑
n=1

Wn, Wn>N :=
∑
n>N

Wn,

A :=



−a2 + CL 0 . . . 0

0
. . .

. . .
...

...
. . .

. . . 0
0 . . . 0 −a2N2 + CL


 , LN =



L1

1 . . . LN1
...

. . .
...

L1
N . . . LNN


 ,(57)

hn := Hφn, HN := [h1 . . . hN ].(58)

Thus we have Ẇ ≤ ẆN + Ẇn>N . We write Hỹ as

Hỹ = LH

( ∞∑
n=1

ỹnφn

)
=

∞∑
n=1

ỹnHφn = HNỸN +
∑
n>N

ỹnhn,(59)

so

ẆN =
1

2
ỸT
N (A−HT

NL
T
N )ỸN +

1

2
ỸT
N (A−HT

NL
T
N )T ỸN − ỸT

NLN
∑
m>N

ỹmhm,(60)

Ẇn>N =
∑
n>N

(−a2n2 + CL)ỹ2n.(61)

The term
∑
m>N ỹmhm in (60) represents the projection of the high modes of the state

onto the output operator H, which quantifies the observation spillover. The analysis
now follows in a similar fashion as in section 4. However, in this case, the observation
spillover affects the stabilization of the first N terms of the OLF derivative, as is
shown in (60). Adding (60) and (61) and rearranging the terms give

Ẇ ≤ ẆN + Ẇn>N =
1

2
ỸT
N (A−HT

NL
T
N )ỸN +

1

2
ỸT
N (A−HT

NL
T
N )T ỸN

+
∑
n>N

[
−ỸT

NLN ỹnhn + (−a2n2 + CL)ỹ2n

]
.(62)

We define for n ≥ N

cn := a2n2 − CL, dn := −ỸT
NLNhn(63)
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and see that the expression −cnỹ2n + dnỹn attains its maximum at ỹn = dn
2cn

, so the
terms of the summation in (62) are bounded by

−(a2n2 − CL)ỹ2n − ỸT
NLNhnỹn ≤

1

4cn
ỸT
NLNhnh

T
nL

T
NỸN .(64)

We define the N ×N matrix

Ω :=
∑
n>N

1

cn
hnh

T
n ,(65)

and it follows that

Ẇ ≤ 1

2
ỸT
N (A−HT

NL
T
N )ỸN +

1

2
ỸT
N (A−HT

NL
T
N )T ỸN +

1

4
ỸT
NLNΩLTNỸN .(66)

We now construct a linear optimal observer based on the following problem:

Minimize: J(ỸN ) =

∫ ∞

0

(ỸT
NQỸN + ỸNLNRL

T
NỸN ) dt

Subject to: ˙̃YN = AỸN −HT
NL

T
NỸN .

The resulting observer gain is

LTN = R−1HNP,(67)

where P > 0 solves the ARE

0 = ATP + PA+Q− PHT
NR

−1HNP.(68)

We note here that (68) is the control version of the ARE and is not the dual (or
observer) form of the ARE (see, e.g., [44]). If the underlying system were linear, then
the two would be equivalent. In this case, we are using the solution of the ARE as a
tool to cancel the observation spillover. We discuss the duality between control and
observation spillover further in section 7. Substituting (67) into (68), we obtain the
closed loop Lyapunov equation,

(A−HT
NL

T
N )TP + P (A−HT

NL
T
N ) = −Q− LNRL

T
N .(69)

We take P = 1
2I and substitute (69) into (66) to obtain

Ẇ ≤ ỸT
N

[
−Q− LNRL

T
N +

1

4
LNΩLTN

]
ỸN .(70)

We now obtain the requirements on R as in (33) and (36),

R ≥ 1

4
Ω,(71)

A <
1

4
HT
NR

−1HN ,(72)

where (72) is to ensure that Q > 0. As in the previous section, if A is positive definite,
then HN must be invertible, and hence it is necessary that

HNA
−1HT

N > Ω.(73)
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This inequality can be checked by computing the eigenvalues of HNA
−1HT

N −Ω (see
[29]), and the matrix R can be chosen accordingly. We have just shown the following
result.

Theorem 5. Given the estimation system (38)–(46), where f(y) satisfies (48),
along with the definitions (57), (58), (65), if the matrix inequality (73) is satisfied,
then there exists R > 0 such that the closed loop system (45) with L parameterized by
(58), (67), with P = 1

2I, is globally stable.

Observer synthesis. We outline the synthesis of the observers resulting from
Theorem 5:

1. Given the system nonlinearity f(x), determine CL according to (48).

2. Given the operators A := a2 ∂2·
∂θ2 − β ∂·∂θ and H, compute the matrices A,HN ,

and hn according to (57), (58).
3. Compute Ω according to (65).
4. Choose R ≥ Ω. For example, take R = Ω + εI.
5. According to (73), check if HNA

−1HT
N −R > 0. If so, then the observer gain

LTN = 1
2R

−1HN globally stabilizes the error system (45). If not, then the
observer construction may not stabilize the observation spillover.

6. Combined control and observation. In this section, we combine the con-
troller derived in section 4 and the observer derived in section 5. For a linear system,
we can simply combine the controller with the observer with no additional analysis.
Since the system we are dealing with is nonlinear, we need to check the stability of
the closed loop system. The state and error dynamics are

∂y

∂t
= a2 ∂

2y

∂θ2
− β ∂y

∂θ
+ f(y)− f(y) +Bv(y)−Bv(ỹ),(74)

∂ỹ

∂t
= a2 ∂

2ỹ

∂θ2
− β ∂ỹ

∂θ
+ f(y)− f(y)− (f(ŷ)− f(ŷ))− LHỹ,(75)

with periodic boundary conditions. We will use the combined Lyapunov function

V (y, ỹ) =
1

2
‖y‖22 +

γ

2
‖ỹ‖22 =

1

2

∞∑
n=1

y2n +
γ

2

∞∑
n=1

ỹ2n,

where γ is a positive constant, and we will take the time derivative

V̇ =
1

2

∞∑
n=1

ynẏn +
1

2

∞∑
n=1

ẏnyn +
γ

2

∞∑
n=1

˙̃ynỹn +
γ

2

∞∑
n=1

ỹn ˙̃yn.

For ease of notation, we will assume that AN and A are N ×N matrices. In general
these matrices can be of different dimensions because CL ≥ C. The forthcoming
stability analysis can be easily modified for this case. Using the notation of the
previous sections, we have

V̇ ≤ YT
N

1

2

(
[AN − BNK] + [AN − BNK]T

)
YN(76)

+
∑
n>N

−(a2n2 − C)y2n − ynbTnKYN +
∑
n>N

ynb
T
nKỸN(77)

+
1

2
YT
NBNKỸN +

1

2
ỸT
NK

TBTNYN(78)

+ ỸT
N

γ

2

(
[A−HT

NL
T
N ] + [A−HT

NL
T
N ]T

)
ỸN +

γ

4
ỸT
NLNΩLTNỸN .(79)
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We see that the terms in (76) and (79) are exactly the terms from the previous
sections. However, there are extra dynamics due to the fact that the controller v is
now a function of the estimate ŷ. These effects are quantified by the last term in (77)
and the terms in (78). Following the reasoning of (25)–(31), we see that

∑
n>N

−(a2n2 − C)y2n −
∑
n>N

ynb
T
nK(YN − ỸN ) ≤ 1

4
(YN − ỸN )TKTΞK(YN − ỸN ).

We will use the control and observer designs of the previous sections. With P = 1
2I,

we have from (23)

1

2
[AN − BNK]

T
+

1

2
[AN − BNK] = −Qc −KTRcK < −KTRcK,

and from (69) we have

γ

2

[
A−HT

NL
T
N

]T
+
γ

2

[
A−HT

NL
T
N

]
= −γQo − γLNRoLTN < −γLNRoLTN .

Now, (76)–(79) becomes

V̇ ≤ − [ YT
N ỸT

N

]
M

[
YN

ỸN

]
,

M :=

[
KTRcK − 1

4K
TΞK − 1

2BNK + 1
4K

TΞK

− 1
2K

TBTN + 1
4K

TΞK γLNRoL
T
N − γ

4LNΩLTN − 1
4K

TΞK

]
.

Just as in the previous designs, we will choose Rc and Ro to make M positive semidef-
inite and then determine the further requirements to find positive definite matrices
Qc and Qo. We state a useful theorem from [29].

Theorem 6. If M is a Hermitian matrix partitioned as

M =

[
A B
B∗ C

]

such that A and C are square and A is invertible, then M is positive semidefinite if
and only if A is positive semidefinite and C ≥ B∗A−1B.

Note that the condition that A be invertible can be lifted by using the pseudoin-
verse of A (see [32]). However, for the purpose of this analysis, this restriction is
minor. In order to satisfy the first part of the theorem, we must choose Rc such that

Sc := Rc − 1

4
Ξ ≥ 0,(80)

which is exactly the requirement (33). We similarly define

So := Ro − 1

4
Ω ≥ 0,(81)

where we note that at this point Ro is unspecified. Also note that (81) is exactly the
requirement (71). We note that K = 1

2R
−1
c BTN , so BN = 2KTRc so that the cross

terms of the matrix M can be written as

−1

2
BNK +

1

4
KTΞK = −KTRcK +

1

4
KTΞK = −KTScK.
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Similarly,
(
KTScK

)−1
= K−1S−1

c K−T . In order to satisfy the second part of the
theorem, we must choose Ro such that

γLNSoL
T
N ≥ KT

[
1

4
Ξ + ScK

(
KTScK

)−1
KTSc

]
K

= KT

[
1

4
Ξ + Sc

]
K

= KTRcK =
1

4
BNR−1

c BTN ,(82)

where (82) is obtained by substituting (80). If (81) is satisfied, then we can always
find a γ > 0 such that (82) is satisfied. We must now solve the AREs (22) and
(68) with the choices for Rc and Ro, respectively. In solving (22), we have the same
requirements (80) and

4B−1
N ANB−TN < R−1

c .

This requirement is exactly (36), which shows that we can directly apply the control
design of section 4 with no changes. In solving (68) with (81), we must have

A <
1

4
HT
NR

−1
o HN ,(83)

and, since A is positive definite, (83) with (82) implies that we need

HNA
−1HT

N > Ω +
1

γ
L−1
N BNR−1

c BTNL−T
N .(84)

We also see that if (73) is satisfied, then we can find a γ > 0 such that (84) is satisfied.
Therefore, we have shown the following corollary to Theorems 4 and 5.

Corollary 7. If the conditions of Theorems 4 and 5 are satisfied, then the
resulting controller and observer can be combined with no alterations, and the closed
loop system with dynamic compensator (74), (75) is globally stable.

7. Duality of control and observation spillover. In this section, we briefly
discuss the apparent duality between control and observation spillover. In the con-
struction of finite-dimensional controllers and observers, there are two obstacles in
each of the problems. The first obstacle is the nonlinearity, and the second obstacle
is spillover. We point out here that in [42], finite-dimensional compensators were
constructed for linear systems with no spillover. We have constructed a compensator
with finite-dimensional inputs and outputs with infinite-dimensional internal dynam-
ics (the infinite-dimensional estimator) that globally stabilizes systems with linearly
bounded nonlinearities with the possibility of spillover destabilization.

In both designs, we consider a Lyapunov function that is the squared L̄2(0, 2π)-
norm of the state or error. The given Lyapunov functions provide the uniform decay of
the Fourier modes. This allows the use of the linear bounds on f(y), so the controller
and observer can be constructed to stabilize the respective systems governed by the
linear equations. In both cases, the gains were determined by solving the control
version of the ARE. These gains were determined to stabilize the low modes of the
respective Lyapunov derivatives, with robustness to spillover.

The control design can be stated as follows. Given a linear operator B : R
N →

L̄2(0, 2π), determine the vector V ∈ R
N , where V = V(YN ), to stabilize the solution
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y(θ) = 0. The observer design can be stated as follows: Given a vector Hy ∈ R
N ,

determine the linear operator L : R
N → L̄2(0, 2π), which depends on the projection

of the low modes of y(θ) onto H, that stabilizes the error solution ŷ(θ) = 0.
The control V ∈ R

N and the linear operator B : R
N → L̄2(0, 2π), while the output

z ∈ R
N and the linear operator H : L̄2(0, 2π)→ R

N . The control spillover is given by
the high modal content of BV for a given control V. In our construction, V = V(YN ),
and hence the spillover was quantified by the high modal content of the influence
functions bi(θ). The observation spillover is given by the projection of the high modes
of y(θ) onto the output operator H. The observer was constructed to stabilize the low
modes of the error ỹ(θ), and hence the observation spillover is given by the vectorsHφn
for n > N . These definitions of control and observation spillover are in accordance
with [3]. In both cases, an upper bound on the possible destabilizing effects of spillover
was quantified by summing over the high modal content of the Lyapunov derivatives.
The ARE was used to determine lower bounds on the positive definite matrix R to
cancel the effects of the spillover. Upper bounds on R were determined to ensure
the existence of a positive definite matrix Q such that V̇ ≤ YT

NQYN . These upper
bounds relate the unstable nature of the plant matrices AN and A to the low modal
content of the operators BN and HN , respectively. The control and observer designs
were combined by using the combined Lyapunov function V (y, ỹ) = 1

2‖y‖22 + γ
2 ‖ỹ‖22.

This discussion is summarized in Table 1.

Table 1
Duality between control and observation spillover analysis.

Control Observation

Lyapunov function V (y) = 1
2
‖y‖22 V (ỹ) = 1

2
‖ỹ‖22

Linear bound 〈y, f(y)〉 ≤ C‖y‖22 〈ỹ, f(y)− f(ŷ)〉 ≤ CL‖ỹ‖22
Given B : R

N → L̄2(0, 2π) H : L̄2(0, 2π) → R
N

Design V : L̄2(0, 2π) → R
N L : R

N → L̄2(0, 2π)

Gain K = R−1BT
NP LT

N = R−1HNP

Spillover matrix Ξ :=
∑

n>N
1
cn
bnbTn Ω :=

∑
n>N

1
cn
hnhTn

R Lower bound R ≥ 1
4
Ξ R ≥ 1

4
Ω

R Upper bound AN < 1
4
BNR

−1BT
N A < 1

4
HT

NR
−1HN

Combined Lyapunov function V (y, ỹ) = 1
2
‖y‖22 + γ

2
‖ỹ‖22

8. Application: Control of axial compressor stall with air injection
actuation. In this section, we apply the control and observer designs with their re-
spective spillover analyses to the problem of controlling a model describing rotating
stall in axial compressors. We use a model of axial compressors with air injectors de-
rived in [25, 23]. The model bears close resemblance to the familiar Moore–Greitzer
model [35] with air injection actuation [8, 15]. A description of the physical setup
of compression system control with air injection actuation and flow sensors is given
in [27]. Continuous air injection was employed by Day [16] in one of the earliest
studies of compressor stall control, where a finite number of air injectors were used.
Further experimental investigations of stall control appear in [7, 15, 22]. These works
cite a number of physical limitations involved with the implementation of stall con-
trol systems. In particular, limitations due to finite-dimensional implementation are
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Fig. 1. An initial sinusoidal disturbance develops into a stable piecewise constant solution,
representing stalled flow.

described in [37]. Other limiting factors such as actuator rate limits and noise are
discussed in [18, 47, 46], and for further discussion of some of these issues, the reader
is referred to [25]. In this work, we address only the issue of finite-dimensional imple-
mentation as it relates to the present theoretical results.

In this model, y(t, θ) denotes the axial flow through the compressor, and the
constants appearing in (1) are

a2 = 10−2, β = 0.5, α = 1.

The polynomial f(y) is referred to as the compressor characteristic function (see [35])
and is given by

f(y) = 0.86− 0.3y − 15.64y2 − 27.43y3,(85)

where the numerical values are the same as those used in [5]. This system exhibits
stable steady state (in a rotating reference frame) piecewise constant solutions which
signify the stalling phenomena (see [25]). The evolution of an initial sinusoidal dis-
turbance to stalled flow is shown in Figure 1. The goal is to control the axial flow
such that the uniform flow y(t, θ) = M is stable. We take note of two things. First,
since α = 1, the first mode of the system remains constant, and hence the control
design is directly applicable to this problem. Second, the polynomial given by (85)
does not exhibit the property of f(0) = 0. However, if we look at our original system
(1), we see that its average over θ is subtracted. Therefore, for practical purposes, we
can add or subtract any constant to the polynomial, and the dynamics of the system
would not change.

The linear bound (48) will be more restrictive than (8). In this model, the com-
pressor characteristic satisfies the inequality (48) with CL = 2.7. Taking N = 16
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Fig. 2. Stall cell decay for truncated LQR design. The initial condition is set to a piecewise
constant function (stalled flow). The finite-dimensional controller constructed from the eigenmodes
of the diffusion operator stabilizes the flow to a uniform value.

satisfies −a2N2 + CL > 0 > −a2(N + 1)2 + CL. We will first present some results of
the controlled system with full state information to illustrate the role of the influence
functions bi(θ). Then we will present simulation results of the observer system in the
absence of control. Finally, we will present results of the combined controller with the
observer.

We present two cases with different input functions bi(θ). For the first case, we
simply take the first N eigenmodes of the diffusion operator as the input functions. In
this trivial case, the high frequency content of the input functions is zero, i.e., Ξ = 0,
and thus it is impossible for the control to destabilize the higher modes of the system.
As stated before, we are not restricted to choosing P and R as in section 4. In [25],
an infinite-dimensional LQR controller was constructed to stabilize the linear part of
this system. It was shown that the sufficient conditions for this LQR control design to
globally stabilize the system are equivalent to optimally stabilizing the linear system
governed by the sector condition of the nonlinear function. This is exactly how we
constructed the feedback controller in section 4, so we can simply truncate the LQR
design derived in [25] after the 16th mode and be guaranteed global stability. The
response of the system with this truncated controller is shown in Figure 2. The initial
condition is set at a piecewise constant solution (stalled flow). We see that controller
stabilizes the flow, eliminating the stall cell.

For the second case, we consider input shape functions with high frequency con-
tent. We consider an array of 16 injectors that are evenly spaced about the circumfer-
ence of the compressor. Corresponding with this physical setup, the shape functions
will be given by

bi(θ) =

{
1, θi − ∆

2 < θ < θi + ∆
2 ,

0 otherwise,
(86)
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Fig. 3. Shape function for b7(θ) (shown as solid) and its reconstruction from its first 16 Fourier
modes (shown as dotted).
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Fig. 4. Left: Stall cell decay with controller constructed from 16 injectors spanning the circum-
ference of the compressor. The initial condition is set to a piecewise constant function representing
stalled flow. The control design eliminates control spillover from the high frequency content of the
input shape functions, stabilizing the flow to a uniform value. Right: Stall cell decay of the left
figure at different times.

where the width of each injector is given by ∆ ≈ 1
18.252π. We point out here that

the input shape functions given in (86) are not zero-average functions. In this case,
it would be necessary to have a separate control to cancel out the zeroth mode of
these shape functions. This is a common practice in the theoretical control of PDEs
[1, 13], and for control of compression systems, this can be implemented by a throttle
control [5]. Figure 3 shows a zero-average version of the input function for i = 7
along with its reconstruction from the first 16 Fourier modes. We can see that these
shape functions have high frequency content. We apply the synthesis algorithm of
section 4 for the linear control design. Figure 4 shows the closed loop system response
with the linear controller. The initial condition is set at the open loop steady state
piecewise constant solution (stalled flow). We see that the controller stabilizes the
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at time = 3 and 4.
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Fig. 6. Left: Error evolution for the uncontrolled observer system. Right: Error evolution from
the left figure shown at different times. The error decays to zero as the estimate matches the state.

flow, eliminating the stall cell.
We now discuss the results of the observer without control. We consider the phys-

ical setup of an array of 16 flow sensors that span the circumference. Corresponding
to the physical setup, each element of the output z will be the spatial average of y(t, θ)
over a finite width ∆, and the output kernels hi(θ) are given by

hi(θ) =

{
1
∆ , θi − ∆

2 < θ < θi + ∆
2 ,

0 otherwise.

Just as in the control design, we used the ARE (68) with R > 0 satisfying (71) and
(72). The results of the numerical simulations are shown in Figure 1 (showing the
uncontrolled state evolution) and Figures 5 and 6 (showing the estimation and error
evolutions, respectively). The evolution of the estimate is shown in Figure 5 with the
initial condition ŷ(0, θ) = 0. We see that the estimate quickly matches the original
state shown in Figure 1. This is also shown in Figure 6, which shows the evolution of
the error ỹ(t, θ). We see that the error quickly goes to zero uniformly in θ.

We now present simulation results for the system with finite-dimensional controls
and observation. The B and H operators are the same as those given before. By the
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Fig. 7. State and estimate evolution at different times. The state is shown as a solid line, and
the estimate is shown as a dashed line. The estimate is very close to the state at time = 2 and 3
seconds.
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Fig. 8. Error between state and estimate at different times.

analysis given in section 6, we can directly combine the two designs. Figures 7 and 8
show y(t, θ), ŷ(t, θ), and ỹ(t, θ) at different times. We see that stability of the state
and error are maintained when the two designs are combined. The estimate ŷ(t, θ)
converges to the state y(t, θ), and the controller stabilizes y(t, θ) = 0.
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9. Conclusion. We have considered the problem of controlling semilinear dis-
sipative evolution equations with additive control input of finite dimension and the
dual problem of observation with finite-dimensional output. The control input enters
the equation through a finite number of shape functions and their respective ampli-
tude values, while the output is given by a finite-dimensional vector. For the control
design, we used a CLF based on the infinite-dimensional dynamics. The derivative of
the CLF was decomposed into Fourier modes and was diagonalized by application of
the linear bound of the nonlinearity. Since the system is coupled through the terms
representing the control input, there is a possibility of destabilizing control spillover.
The modal CLF derivative was split into low and high modes. An LQR control design
technique was employed to stabilize the low modal content of the CLF derivative. An
upper bound on the destabilizing terms representing control spillover was obtained.
Sufficient conditions on the system and LQR design parameters were stated to ensure
global stability and robustness with respect to control spillover. Unlike reduced or-
der model control formulations, which employ Galerkin truncation, the control design
of this paper is based on the global stabilization of the infinite-dimensional dynam-
ics of the full system. A similar design and analysis were conducted for the finite-
dimensional observation problem. It was shown that the closed loop system with
the controller and observer was globally stable and furthermore that the control and
observer designs could be combined with no changes in the separate designs. Duality
properties between the control and observer designs and respective spillover analyses
were discussed. The finite-dimensional controller and observer were demonstrated
on a model describing rotating stall in axial compressors. The control methodology
outlined in this paper is extended to decentralized and nonlinear controllers in [24].
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1. Introduction. In this article we introduce a bi-level solution method for so-
called generalized semi-infinite optimization problems. These problems have the form

GSIP : minimize f(x) subject to x ∈M

with

M = {x ∈ R
n| gj(x, y) ≤ 0, y ∈ Y (x), j ∈ J}

and

Y (x) = {y ∈ R
m| v�(x, y) ≤ 0, � ∈ L} .

All defining functions f, gj , j ∈ J = {1, . . . , p}, v� , � ∈ L = {1, . . . , s} , are assumed
to be real-valued and d times continuously differentiable on their respective domains
with d ≥ 2.

As opposed to a standard semi-infinite optimization problem SIP, the possibly
infinite index set Y (x) of inequality constraints is x-dependent in a GSIP. For surveys
about standard semi-infinite optimization we refer to [10, 18, 37].

Engineering applications that give rise to generalized semi-infinite optimization
problems include robot design [12, 19], reverse Chebyshev approximation [29], time-
optimal control [31], and design centering [35, 36]. In finite optimization with uncer-
tainty about parameters y from a fixed set Y , the robust (i.e., worst-case) formulation
of inequality constraints gives rise to a standard semi-infinite problem [1]. If the set
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of uncertain parameters is state-dependent, then the worst-case formulation takes the
form of GSIP. Furthermore, min-max problems can be reformulated as either stan-
dard or generalized semi-infinite programs, depending on whether the feasible set of
the maximization (inner) problem depends on the minimization (outer) variable.

The growing interest in GSIP over recent years has resulted in various contribu-
tions on the structure of the feasible set M [25, 41, 48, 49, 50, 57] and on first and
second order optimality conditions [19, 25, 29, 40, 51, 53, 57]. The articles [55] and [57]
investigate how the known methods from SIP have to be modified in order to cover
the more general situation of GSIP. The Newton-SQP approach, which works well in
standard semi-infinite programming (see, e.g., [13]), can be transferred to GSIP if the
so-called reduction ansatz holds. In [16] such a Newton-type method is applied to the
terminal variational problems from [29]. Since the reduction ansatz is of local nature,
also generalizations of the discretization and exchange methods from SIP are desired.
In [55] it is shown that discretization methods converge if the x-dependent grid points
are chosen such that they depend continuously on x. Moreover, [56] studies how for
a discretization method the rate of convergence depends on a consistent treatment of
the boundary points of Y (x).

As these generalized discretization methods are not easy to implement, in the
present article we concentrate on the case of convex lower level problems. Based upon
the observation that, under natural assumptions, GSIP can be reformulated as a spe-
cial Stackelberg game (cf. also [54]), we design a numerical solution method, which
exploits the lower level convexity. As opposed to the exchange and discretization
methods presented in [55], this approach is not a generalization of known methods
from standard semi-infinite programming, but it provides a new and different way
of numerical treatment. Moreover, as standard semi-infinite programming is a spe-
cial case of GSIP, as a by-product we obtain a new solution method for standard
semi-infinite optimization problems, too. Our point of view also was implicitly taken
in [33], where a branch and bound method is developed for generalized semi-infinite
optimization problems with linear-quadratic lower level problems and additional con-
vexity in the upper level. An approach using exact penalization to transform GSIP
to SIP is given in [32].

We remark that the inclusion of equality constraints in the definitions of M and
Y (x), as well as a j-dependence of the index set Y (x), is straightforward and will not
be considered here for ease of presentation.

The article is organized as follows. In section 2 we recall the so-called reduction
ansatz and the resulting first order optimality condition for GSIP. Furthermore, we
give analogous results under a convexity assumption and recall the concept of non-
linear complementarity problem (NCP) functions. Section 3 presents the numerical
method, and in section 4 we study its convergence properties. A number of numerical
results conclude the article in section 5.

2. Preliminaries.

2.1. The reduction ansatz. In this section we briefly recall the reduction
ansatz and explain the concept of Fritz John points for GSIP. Since optimality condi-
tions are well known for points from the topological interior ofM , in the following we
focus our attention on a given feasible boundary point ofM , i.e., a point x̄ ∈M∩∂M ,
where ∂M denotes the topological boundary of M .

Recall that the set-valued mapping Y is called locally bounded around x̄ if there
exists a neighborhood U of x̄ such that the set ∪x∈UY (x) is bounded.
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Assumption 1 (local boundedness). The set-valued mapping Y is locally bounded
around x̄.

Let Assumption 1 hold throughout this article, and fix U to be some corresponding
bounded open neighborhood of x̄.

The n-parametric so-called lower level problems of GSIP are given by

Qj(x) : maximize gj(x, y) subject to y ∈ Y (x)
with j ∈ J . Associated with Qj(x) are its optimal value function

ϕj(x) =

{
max
y∈Y (x)

gj(x, y) if Y (x) 	= ∅,
−∞ else

and, in case of solvability, its solution set

Y j	 (x) = {y ∈ Y (x)| gj(x, y) = ϕj(x)}.
It is easily seen that M and the set {x ∈ R

n| ϕj(x) ≤ 0 , j ∈ J} coincide.
Since the defining functions of Y (x) are continuous, the set-valued mapping Y is

closed. Together with Assumption 1 this means that Y is upper semicontinuous in
the sense of Berge [2] around x̄. As a consequence (cf., e.g., [21]), the ϕj , j ∈ J, are
upper semicontinuous on U . From this it is not hard to derive that the sets M ∩ U
and {x ∈ U | ϕj(x) ≤ 0 , j ∈ J0(x̄)} coincide (possibly after shrinking U), where
J0(x̄) = {j ∈ J | ϕj(x̄) = 0} denotes the set of active indices at x̄. Since for j ∈ J0(x̄)
the problem Qj(x̄) has vanishing optimal value, the set of its solution points can be
described as

Y j	 (x̄) = Y j0 (x̄) = {y ∈ Y (x̄)| gj(x̄, y) = 0},
and we have j ∈ J0(x̄) if and only if Y j0 (x̄) 	= ∅.

Next, we give a local description of M by finitely many smooth constraints for
the case when certain regularity assumptions hold in the lower level problems.

The linear independence constraint qualification (LICQ) is said to hold at a point
ȳ ∈ Y (x̄) if the family of vectors Dyv�(x̄, ȳ), � ∈ L0(x̄, ȳ), is linearly independent, and
the weaker Mangasarian–Fromovitz constraint qualification (MFCQ) holds if there
exists some vector η ∈ R

m such that Dyv�(x̄, ȳ) η < 0, � ∈ L0(x̄, ȳ). Here L0(x̄, ȳ) =
{� ∈ L| v�(x̄, ȳ) = 0} denotes the set of lower level active indices, and Dyv� stands for
the row vector of partial derivatives of v� with respect to y .

In what follows, let v be the column vector of the functions v� , � ∈ L = {1, . . . , s},
let diag(γ) stand for the (s, s)-diagonal matrix with diagonal vector γ ∈ R

s, and let
j ∈ J0(x̄). Since each ȳ ∈ Y j0 (x̄) is a solution of Qj(x̄), upon definition of the lower
level Lagrange function

Lj(x, y, γ) = gj(x, y)− γ�v(x, y)
the Karush–Kuhn–Tucker theorem states that the following system of equalities and
inequalities has a solution γ if the MFCQ holds at such a ȳ :

D�
y Lj(x̄, ȳ, γ) = 0,(2.1)

−diag(γ) v(x̄, ȳ) = 0,(2.2)

γ ≥ 0,(2.3)

−v(x̄, ȳ) ≥ 0.(2.4)
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Note that γ is uniquely determined under the LICQ. We denote the set of Kuhn–
Tucker multipliers corresponding to x̄ and ȳ ∈ Y j0 (x̄) by

KT j(x̄, ȳ) = {γ ∈ R
s| γ satisfies (2.1)–(2.4)}.

The point ȳ is said to satisfy the strict complementary slackness (SCS) condition
if γ� > 0 , � ∈ L0(x̄, ȳ).

Under the LICQ the tangent space to Y (x̄) at ȳ can be described as TȳY (x̄) =

{η ∈ R
m| Dyv�(x̄, ȳ) η = 0 , � ∈ L0(x̄, ȳ)}. Let ȳ ∈ Y j0 (x̄) and let γ̄ be the correspond-

ing solution of (2.1)–(2.4). The point ȳ is said to satisfy the second order sufficiency
condition (SOSC) if the matrix D2

yLj(x̄, ȳ, γ̄)|TȳY (x̄) possesses only negative eigenval-

ues. Here, D2
yLj = DyD

�
y Lj denotes the Hessian matrix of Lj with respect to y, and

D2
yLj(x̄, ȳ, γ̄)|TȳY (x̄) = V �D2

yLj(x̄, ȳ, γ̄)V for any matrix V of m-vectors which form
a basis of the tangent space TȳY (x̄).

Definition 2.1. Let x̄ ∈ ∂M ∩M and j ∈ J0(x̄). A point ȳ ∈ Y j0 (x̄) is called
the nondegenerate global maximizer of Qj(x̄) if the LICQ holds at ȳ and if SCS and
the SOSC are valid with the vector γ from (2.1)–(2.4).

Assumption 2 (reduction ansatz). For each j ∈ J0(x̄) all global maximizers of
Qj(x̄) are nondegenerate.

The reduction ansatz was originally formulated for standard semi-infinite opti-
mization problems in [58, 17] under weaker regularity assumptions and was transferred
to generalized semi-infinite optimization problems in [19]. For standard semi-infinite
optimization problems the reduction ansatz is a natural assumption in the sense that
for problems with defining functions in general position it holds at each local mini-
mizer (cf. [59, 47]). For GSIP this result could be transferred to local minimizers x̄
with

∑
j∈J0(x̄)

|Y j0 (x̄)| ≥ n in [49]. Moreover, in [54] it is shown that it holds in the
“completely linear” case, i.e., when all defining functions f , gj , j ∈ J , v� , � ∈ L, of
GSIP are affine linear on their respective domains.

As under Assumption 2 the global maximizers of Qj(x̄) are isolated points in
Y (x̄), and the latter set is compact, there are only finitely many global maximizers,
say

Y j0 (x̄) = {ȳj,k, k ∈ Jj0 (x̄)}
with |Jj0 (x̄)| <∞ . An application of the implicit function theorem (cf. [7]) shows that

for each ȳj,k with k ∈ Jj0 (x̄) and corresponding multiplier vector γ̄j,k there are locally
defined Cd−1-functions yj,k and γj,k with yj,k(x̄) = ȳj,k and γj,k(x̄) = γ̄j,k such that
yj,k(x) is the locally unique local maximizer of Qj(x) with multiplier γj,k(x). Hence,
we may introduce the locally defined optimal value functions

ϕj,k(x) = gj(x, y
j,k(x)) , k ∈ Jj0 (x̄) , j ∈ J0(x̄).

Lemma 2.2 (cf., e.g., [24]). The functions ϕj,k are of differentiability class C
d,

and their gradients satisfy

Dϕj,k(x̄) = DxLj(x̄, ȳj,k, γ̄j,k) .
The next result follows from a more general reduction lemma that we shall prove

in section 4 (cf. Lemma 4.2).
Theorem 2.3 (reduction lemma; cf. [19, 47]). Let Assumption 2 be satisfied at

x̄. Then the sets M and

Mx̄ = {x ∈ U | ϕj,k(x) ≤ 0, k ∈ Jj0 (x̄) , j ∈ J0(x̄)}
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coincide locally around x̄ .
Theorem 2.3 shows that under the reduction ansatz the original problem GSIP is

locally equivalent to the reduced problem min f |Mx̄
. Hence, local optimality condi-

tions from finite optimization may be applied to yield results for the semi-infinite case.
In particular, we obtain a Fritz John–type first order necessary optimality condition
(cf. [23]).

Theorem 2.4. Let x̄ be a local minimizer of GSIP, and let Assumption 2 hold.
Then there exist multipliers κ ≥ 0, λj,k ≥ 0, k ∈ Jj0 (x̄) , j ∈ J0(x̄), not all vanishing,
such that

κDf(x̄) +
∑

j∈J0(x̄)

∑
k∈Jj0 (x̄)

λj,kDxLj(x̄, ȳj,k, γ̄j,k) = 0.(2.5)

Note that in Theorem 2.4 we do not need to impose a complementarity condition
since all appearing constraints are active by definition. Moreover, recall that due to
Carathéodory’s theorem at most n + 1 nonvanishing multipliers λj,k are required in
(2.5). In what follows we will call each point x̄ that satisfies the reduction ansatz and
the necessary optimality condition from Theorem 2.4 a Fritz John point for GSIP.

2.2. Convex lower level problems. We call a problem Qj(x), j ∈ J, convex
if the functions −gj(x, ·) , v�(x, ·), � ∈ L, are convex on R

m. The main assumption of
the present article is the following.

Assumption 3. The lower level problems Qj(x), j ∈ J, are convex for all x ∈ R
n.

Under Assumption 3 a set Y (x) with x ∈ R
n is said to satisfy the Slater condition

if there exists y	 such that v�(x, y
	) < 0 for all � ∈ L .

Assumption 4. The sets Y (x) are bounded and satisfy the Slater condition for
all x ∈ R

n.
Under Assumptions 3 and 4 the sets Y j	 (x) are nonempty and locally bounded

around each x̄ ∈ R
n (cf. [22, Lemma 2]), so that the optimal value functions

ϕj(x) = maxy∈Y (x) gj(x, y) , j ∈ J, are well defined and continuous on R
n [22].

Hence, the feasible set M is closed, and as in section 2.1 we have that M and the set
{x ∈ R

n| ϕj(x) ≤ 0 , j ∈ J0(x̄)} coincide around each boundary point x̄.
For the next theorem, which is a slight generalization of [42, Theorem 4.2], recall

that the sets KT j(x̄), j ∈ J0(x̄), do not depend on the variable y in the convex case
(cf., e.g., [11]). Without loss of generality we set J0(x̄) = {1, . . . , p0}.

Theorem 2.5. Let x̄ be a local minimizer of GSIP and let Assumptions 3 and
4 be satisfied. Then for each selection (γ̄1, . . . , γ̄p0) ∈ KT 1(x̄)× · · · ×KT p0(x̄) there
exist yj,k ∈ Y j0 (x̄), k = 1, . . . , pj , j ∈ J0(x̄),

∑
j∈J0(x̄)

pj ≤ n + 1, and multipliers
κ ≥ 0 , λj,k ≥ 0 , not all equal to zero, such that

κDf(x̄) +
∑

j∈J0(x̄)

pj∑
k=1

λj,kDxLj(x̄, yj,k, γ̄j) = 0 .

If, in addition to Assumptions 3 and 4, the reduction ansatz (Assumption 2) also
holds, then the sets KT j(x̄) = {γ̄j} and Y j0 (x̄) = {ȳj}, j ∈ J0(x̄), are singletons. In
this case, Theorems 2.4 and 2.5 obviously simplify to the following result.

Corollary 2.6. Let x̄ be a local minimizer of GSIP and let Assumptions 2, 3,
and 4 be satisfied. Then there exist multipliers κ ≥ 0 , λj ≥ 0 , j ∈ J0(x̄), not all equal
to zero, such that

κDf(x̄) +
∑

j∈J0(x̄)

λj DxLj(x̄, ȳj , γ̄j) = 0 .
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The following lemma is well known. A short proof can be found in [52].
Lemma 2.7. Let Assumptions 3 and 4 be satisfied. Then a point ȳj is a

nondegenerate global maximizer of Qj(x̄) with corresponding multiplier vector γ̄j if
and only if (2.1)–(2.4) hold and if the Jacobian of (2.1), (2.2) with respect to (yj , γj),

Aj = Aj(x̄, ȳj , γ̄j) =

(
D2
yLj(x̄, ȳj , γ̄j) −D�

y v(x̄, ȳ
j)

−diag(γ̄j)Dyv(x̄, ȳj) −diag(v(x̄, ȳj))
)
,

is nonsingular.

2.3. NCP functions. A function ψ : R
2 → R with

ψ(a, b) = 0 if and only if a ≥ 0 , b ≥ 0 , ab = 0

is called an NCP function. Let us remark that the existence of a C∞-NCP function
is clear from a theorem by Whitney [3]. However, as smooth NCP functions are
degenerate at the origin, in the following we will work with the nonsmooth NCP
functions

ψNR(a, b) =
1

2

(
a+ b−

√
(a− b)2

)
and

ψFB(a, b) = a+ b−
√
a2 + b2 .

The function ψNR is the so-called natural residual or min-function since it coincides
with min(a, b), and ψFB is known as the Fischer–Burmeister function [8].

For numerical purposes one can regularize these nondifferentiable NCP functions.
The so-called Chen–Harker–Kanzow–Smale function [4, 27, 46] is given by

ψNRτ (a, b) =
1

2

(
a+ b−

√
(a− b)2 + 4τ2

)
,

whereas the so-called smoothed Fischer–Burmeister function is

ψFBτ (a, b) = a+ b−
√
a2 + b2 + 2τ2 .

Obviously, ψNRτ and ψFBτ are continuously differentiable for all τ 	= 0, and for τ = 0
they coincide with ψNR and ψFB , respectively. Moreover, both functions share the
following important properties.

Lemma 2.8. Let τ 	= 0, and let ψτ denote one of the functions ψ
NR
τ and ψFBτ .

Then the following assertions hold:
(i) We have ψτ (a, b) = 0 if and only if a > 0 , b > 0 , ab = τ2.
(ii) For a zero (a, b) of ψτ the gradient Dψτ (a, b) does not explicitly depend on τ

and is given by (a+ b)−1 (b, a).
Proof. Part (i) was observed in [27], and part (ii) is easily verified.
In what follows we mainly need the results of Lemma 2.8, so we will not distinguish

between ψNRτ and ψFBτ but simply write ψτ .

3. The numerical approach. The aim of our numerical method is to replace
GSIP by a sequence of finite nonlinear programming problems which are numerically
tractable and whose solutions or stationary points converge to a solution or a sta-
tionary point of GSIP, respectively. Unlike other numerical methods for semi-infinite
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programming, our approach does not discretize the index set Y (x), but we take ad-
vantage of the fact that the solution set of a regular convex lower level problem is
characterized by its first order optimality condition. Thus, let Assumptions 3 and 4
hold throughout this section.

In a first step we reformulate GSIP as a special Stackelberg game:

SG : min
x,y1,...,yp

f(x) subject to (s.t.) gj(x, y
j) ≤ 0 , and yj solves Qj(x), j ∈ J.

Note that the SG possesses two special features: its objective function f does not
depend on the variables yj , j ∈ J , and its upper level inequality constraint functions
coincide with its lower level objective functions. In [54] it is shown that GSIP and
SG are equivalent problems whenever the index set Y (x) is nonempty for all x ∈ R

n.
The latter is the case under Assumption 4. We point out that for Y (x) = ∅ the point
x would be feasible for GSIP but infeasible for SG.

Next, since the problems Qj(x) are convex, we may replace the restrictions
“yj solves Qj(x)” in SG equivalently by their first order optimality conditions: for
each j ∈ J there is a solution γj of (2.1)–(2.4). The latter statement is true un-
der Assumption 4, since Slater’s condition guarantees the existence of Kuhn–Tucker
multipliers. However, unlike in the case of the LICQ, these multipliers are not neces-
sarily uniquely determined. By this reformulation, SG is equivalent to the following
mathematical programming problem with equilibrium constraints:

MPEC : min
x,y1,γ1,...,yp,γp

f(x) s.t. gj(x, y
j) ≤ 0,

D�
y Lj(x, yj , γj) = 0,

−diag(γj) v(x, yj) = 0,
γj ≥ 0,

−v(x, yj) ≥ 0, j ∈ J.
At this point, GSIP has been replaced by an equivalent finite nonlinear program-

ming problem. However, numerical standard software cannot be expected to solve
this problem since due to the appearance of complementarity conditions the MFCQ
is violated at all points of the feasible set of MPEC (cf. [43]). In [26, 38] it is shown
that the MFCQ is a necessary condition for the stability of smooth nonlinear pro-
grams under data perturbations and thus for the stability of numerical methods in
the presence of round-off errors.

Given an NCP function ψ and a, b ∈ R
s we define the vectorization

Ψ(a, b) = (ψ(a1 , b1), . . . , ψ(as , bs))
�

so that MPEC can be equivalently rewritten as

P : min
x,y1,γ1,...,yp,γp

f(x) s.t. gj(x, y
j) ≤ 0,

D�
y Lj(x, yj , γj) = 0,

Ψ(γj ,−v(x, yj)) = 0, j ∈ J.

We now apply an interior point approach to the lower level problems Qj(x).
For j ∈ J we replace the Karush–Kuhn–Tucker system (2.1)–(2.4) at yj and its
corresponding multiplier vector γj by the perturbed system

D�
y Lj(x, yj , γj) = 0,(3.1)
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−diag(γj) v(x, yj) = τ2 es,(3.2)

γj ≥ 0,(3.3)

−v(x, yj) ≥ 0,(3.4)

depending on τ ∈ R (and on x). Here we set es = (1, . . . , 1)� ∈ R
s. With one

of the regularized NCP functions Ψτ in vector form, P is thus embedded into the
parameterized family of optimization problems



Pτ : min

x,y1,γ1,...,yp,γp
f(x) s.t. gj(x, y

j) ≤ 0,

D�
y Lj(x, yj , γj) = 0,

Ψτ (γ
j ,−v(x, yj)) = 0, j ∈ J,

(3.5)

with P0 = P . We note that a similar approach for the solution ofMPEC s is presented
in [6].

The following proposition shows that problem Pτ is numerically tractable in the
sense that the inherent singularity in the equality constraints of problem P has now
been removed. Its proof follows straightforwardly from Lemma 2.8(ii). We remark
that more detailed proofs of this and the following results can be found in [52].

Proposition 3.1. Let τ 	= 0 and let (x, y1, γ1, . . . , yp, γp) be a feasible point of
Pτ such that for each j ∈ J the matrix

Aj = Aj(x, yj , γj) =

(
D2
yLj(x, yj , γj) −D�

y v(x, y
j)

−diag(γj)Dyv(x, yj) −diag(v(x, yj))
)

is nonsingular. Then the gradients of the equality constraints of Pτ are linearly inde-
pendent in (x, y1, γ1, . . . , yp, γp) .

We now recall the connection of the perturbed Karush–Kuhn–Tucker systems
(3.1)–(3.4) with the barrier problems

Qjτ (x) : max
y

bjτ (x, y) := gj(x, y) + τ
2
∑
�∈L

ln(−v�(x, y))

(depending on x and τ) for j ∈ J . A necessary and in the convex case also sufficient
optimality condition for Qjτ (x) is

0 = Dyb
j
τ (x, y) = Dygj(x, y) +

∑
�∈L

τ2

v�(x, y)
Dyv�(x, y) .

Furthermore, the Hessian of bjτ (x, y) with respect to y reads as

D2
yb
j
τ (x, y) = D2

ygj(x, y) +
∑
�∈L

τ2

v�(x, y)
D2
yv�(x, y)

−
∑
�∈L

τ2

[v�(x, y)]2
D�
y v�(x, y)Dyv�(x, y) .
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Lemma 3.2. Let j ∈ J and τ 	= 0.
(i) The point yj is a solution of Qjτ (x) if and only if (yj , γj) with

γj� = −τ2/v�(x, y
j), � ∈ L, is a solution of (3.1)–(3.4). Moreover, for the

latter solutions D2
yb
j
τ (x, y

j) is nonsingular if and only if Aj(x, yj , γj) is non-
singular.

(ii) If at least one of the matrices D2
y gj(x, y

j), D2
y v�(x, y

j), � ∈ L, is nonsingular,
then Aj(x, yj , γj) is nonsingular, too.

Proof. The first part of (i) is evident from a comparison between the relations
DyLj(x, yj , γj) = 0 and Dyb

j
τ (x, y

j) = 0 . For the second part note that in view
of Lemma 2.8(i) the matrix diag(v(x, yj)) is nonsingular so that Aj = Aj(x, yj , γj) is
nonsingular if and only if the Schur complement Sj of diag(v(x, yj)) in Aj is nonsin-
gular. This Schur complement is just Sj = D2

yb
j
τ (x, y

j) .

Due to our convexity assumptions (Assumption 3) it is easily seen that Sj is the
sum of negative semidefinite matrices. Under the assumption of part (ii), at least
one of the matrices D2

ygj(x, y
j), −D2

y v�(x, y
j), � ∈ L, is actually negative definite

and, since all numbers τ2/v�(x, y
j), � ∈ L, are negative, Sj is negative definite, too.

Together with part (i) this shows the assertion of part (ii).
A different proof for a weaker result related to part (ii) of the preceding lemma

can be found in [28]. Let us point out that Lemma 3.2 provides sufficient conditions
for the assumption of nonsingular matrices Aj(x, yj , γj), j ∈ J , in Proposition 3.1.
From Lemma 2.7 and a simple continuity argument it follows that Aj(x, yj , γj) is also
nonsingular if (x, yj , γj) is sufficiently close to a point (x̄, ȳj , γ̄j) such that ȳj is a
nondegenerate solution of Qj(x̄) with corresponding multiplier vector γ̄j .

The ideas presented so far lead to a simple continuation method for the numerical
solution of GSIP which is easy to implement and can be given conceptually in the
following form.

Numerical method.
Step 1. Choose a sequence {τν} of nonzero reals with limν→∞ τν = 0 and a

starting point x0 ∈ R
n.

Step 2. Compute a starting point (x0,0, y1,0,0, γ1,0,0, . . . , yp,0,0, γp,0,0) of Pτ0 and
set ν = 0 .

Step 3. Find a solution (xν,	, y1,ν,	, . . . , γp,ν,	) of Pτν .
Step 4. Set (xν+1,0, y1,ν+1,0, . . . , γp,ν+1,0) = (xν,	, y1,ν,	, . . . , γp,ν,	), ν := ν+1,

and go to Step 3.
In Step 2, we clearly choose x0,0 = x0. In order to obtain the corresponding

values (y1,0,0, . . . , γp,0,0) numerically, one might try to find a zero of(
D�
y Lj(x0, yj , γj)

Ψτ0(γ
j ,−v(x0, yj))

)

for each j ∈ J . Another method will be given below.
Step 3 is a “black box” which stands for any standard solution method for non-

linear finite optimization problems. In view of Steps 2 and 4, a minimal requirement
is that the method should be able to process infeasible starting points.

Conceptually, termination criteria might be the relative error of optimal points or
of optimal values, as well as the error in the first order optimality condition for GSIP
(cf. Corollary 2.6) and combinations thereof. We emphasize that the availability
of an easily checkable first order optimality condition is crucial for the numerical
performance of the method.
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4. Convergence results. Recall that in section 3 we reformulated GSIP equiv-
alently first as an SG and then as a finite optimization problem P. Then we embedded
P in the parametric family Pτ with τ ∈ R. Let us now clarify what the equivalent
embedding for GSIP is. Throughout this section, let Assumptions 3 and 4 hold.

With the observations in section 3 the problem Pτ with τ 	= 0 can equivalently
be written in the form of an SG :

SGτ : min
x,y1,...,yp

f(x) s.t. gj(x, y
j) ≤ 0 , and yj solves Qjτ (x), j ∈ J.

Under the reduction ansatz, locally near a feasible point x̄ of GSIP (i.e., for τ̄ = 0)
there exists a unique solution of (3.1)–(3.4) with τ 	= 0.

Proposition 4.1. Let x̄ ∈M and j ∈ J be given. Assume that ȳj is a solution of
Qj(x̄) with corresponding multiplier vector γ̄j such that Aj(x̄, ȳj , γ̄j) is nonsingular.
Then there exist neighborhoods U of x̄ and T of τ̄ = 0 as well as Cd−1-functions
yj : V → R

m, γj : V → R
s (V := U × T ) such that yj(x̄, 0) = ȳj, γj(x̄, 0) = γ̄j and

such that for all (x, τ) ∈ V (yj(x, τ), γj(x, τ)) is the unique solution of (3.1)–(3.4).
Proof. The proof follows directly by applying the implicit function theorem to

the system of equations (3.1), (3.2), and using that Aj(x̄, ȳj , γ̄j), its Jacobian with
respect to (y, γ) at (x̄, ȳj , γ̄j , τ̄), is nonsingular. Note that (3.3) and (3.4) hold thanks
to continuity arguments.

Under the reduction ansatz (Assumption 2) the assumptions of Proposition 4.1
are satisfied for j ∈ J0(x̄) due to Lemma 2.7. Because of Lemma 3.2(i) for all x ∈ U ,
τ ∈ T the condition

gj(x, y
j) ≤ 0 and yj solves Qjτ (x)

is equivalent with

gj(x, y
j(x, τ)) ≤ 0.

Note that under Assumptions 3 and 4 for j ∈ J \ J0(x̄) the value function ϕ̃j(x, τ) of
Qjτ (x) is continuous in the neighborhood U×T of (x̄, 0) . So for all τ ∈ T the problem
Pτ , locally restricted to x ∈ U , is equivalent to the reduced problem

GSIPτ (x̄) : min
x∈U

f(x) s.t. gj(x, y
j(x, τ)) ≤ 0 for all j ∈ J0(x̄).

Summarizing, we have obtained the following reduction lemma, which provides the
basis for our convergence analysis.

Lemma 4.2 (parametric reduction lemma). Let the reduction ansatz hold at a
point x̄ ∈M . Then locally in a neighborhood U × T of (x̄, 0) (cf. Proposition 4.1) the
problems Pτ and GSIPτ (x̄) are equivalent in the sense that for all τ ∈ T the vector
xτ ∈ U is a solution of GSIPτ (x̄) if and only if (xτ , y1, . . . , yp) with xτ ∈ U solves
SGτ . In particular, problem GSIP0(x̄) is locally in U equivalent with SG0 = SG
and, hence, with GSIP.

The above lemma yields local reductions for all problems Pτ when (x, τ) is suffi-
ciently close to (x̄, 0), which shows that the parametric reduction lemma implies the
reduction lemma (Theorem 2.3).

The following theorem is related to a result by Shimizu and Aiyoshi [45] about
the convergence behavior of the solutions of SGτ for τ → 0. However, our proof relies
only on the parametric reduction lemma and some well-known results from parametric
optimization.
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Theorem 4.3. Let (τν)ν∈N be a sequence with limν→∞ τν = 0, and let
(xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν)ν∈N be a sequence of global solutions of Pτν , ν ∈ N (cf.
(3.5)). If x	 is an accumulation point of the sequence (xν)ν∈N such that Assumption 2
holds at x	 and such that the MFCQ holds at some solution of GSIP0(x

∗) , then x	

is a global solution of GSIP.
Proof. Without loss of generality, let (xν , τν) converge to (x	, 0) for ν → ∞. By

Proposition 4.1 for the solutions yj,ν , j ∈ J0(x
∗), we have (for sufficiently large ν)

yj,ν = y(xν , τν) , and x
ν is a solution of GSIPτν (x

∗). By continuity x∗ is feasible
for GSIP0(x

∗) = GSIP (locally in U). As the MFCQ holds at some solution of
GSIP0(x

	), by a result due to Gauvin and Dubeau [9] the value function ω(τ) of
GSIPτ (x

	) is continuous in τ . Consequently ω(τν) = f(xν) → ω(0) and x	 is a
solution of GSIP.

Theorem 4.3 is primarily of theoretical interest, as numerical standard software
may usually not find global solution points of the problems Pτν , ν ∈ N. One can at
most expect a point which satisfies a first order optimality condition like the one of
Fritz John. Consequently, a numerical solution method for GSIP can also only be
expected to find Fritz John points in the sense of section 2.

In the following we study how Fritz John points of the finite problems Pτ (τ 	= 0)
are related to the Fritz John points of GSIPτ (x̄) and GSIP.

Lemma 4.4. Let the reduction ansatz hold at a point x̄ ∈ M , and let
(x, y1, γ1, . . . , yp, γp) be a Fritz John point of Pτ (cf. (3.5)) with (x, τ) sufficiently
close to (x̄, 0). Moreover, let the matrices

Aj =

(
D2
yLj(x, yj , γj) −D�

y v(x, y
j)

−diag(γj)Dyv(x, yj) −diag(v(x, yj))
)
, j ∈ J \ J0(x̄) ,

be nonsingular. Then x is a Fritz John point of GSIPτ (x̄) .
Proof. It is not hard to see that x is feasible for GSIPτ (x̄) . The feasibility

of (x, y1, γ1, . . . , yp, γp) for Pτ implies particularly that yj solves Qjτ (x). Since the
matrices Aj are nonsingular for all j ∈ J , for (x, τ) sufficiently close to (x̄, 0) the point
yj coincides with the unique solution yj(x, τ) of Qjτ (x) (cf. Proposition 4.1). These
observations, together with some simple continuity arguments, yield the reduction of
the Fritz John condition of Pτ to the one of GSIPτ (x̄) .

Now we can prove the main result of this section.
Theorem 4.5. Let (τν)ν∈N be a sequence with limν→∞ τν = 0, and let

(xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν) be Fritz John points of Pτν , ν ∈ N (cf. (3.5)), with an
accumulation point (x	, y1,	, γ1,	, . . . , yp,	, γp,	). Let the reduction ansatz (Assump-
tion 2) hold at x	, and let the matrices

Aj =

(
D2
yLj(x	, yj,	, γj,	) −D�

y v(x
	, yj,	)

−diag(γj,	)Dyv(x	, yj,	) −diag(v(x	, yj,	))
)
, j ∈ J \ J0(x

	) ,

be nonsingular. Then x	 is a Fritz John point of GSIP .
Proof. For sufficiently large ν ∈ N all assumptions of Lemma 4.4 are satisfied

so that xν is a Fritz John point of GSIPτν (x
	) . By a continuity argument and

Lemma 2.2 x	 is thus a Fritz John point for GSIP in the sense of Corollary 2.6.
The following proposition gives a criterion for the existence of an accumulation

point in the assumption of Theorem 4.5.
Proposition 4.6. Let (τν)ν∈N be a sequence with limν→∞ τν = 0, and let

(xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν) be feasible points of Pτν , ν ∈ N (cf. (3.5)). Moreover,
let x	 be an accumulation point of the sequence (xν)ν∈N such that the LICQ holds
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everywhere in Y (x	). Then the sequence (xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν)ν∈N possesses
an accumulation point (x	, y1,	, γ1,	, . . . , yp,	, γp,	).

Proof. After taking a subsequence, let xν → x	 for ν → ∞. For ν ∈ N the
feasibility of (xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν) for Pτν implies ψτν (γ

j,ν
� ,−v�(xν , yj,ν)) = 0

and thus, by Lemma 2.8(i), v�(x
ν , yj,ν) < 0 for all � ∈ L, j ∈ J . Hence, yj,ν ∈ Y (xν),

j ∈ J , and the upper semicontinuity of Y yields that an accumulation point yj,	 of
yj,ν , ν ∈ N, exists and is contained in Y (x	), j ∈ J .

Next assume that for some j ∈ J the sequence (γj,ν)ν∈N is unbounded. Then
for sufficiently large ν we can consider the vectors ‖γj,ν‖−1γj,ν , which converge to a
vector ηj with ‖ηj‖ = 1, possibly after taking a subsequence.

The feasibility of (xν , y1,ν , γ1,ν , . . . , yp,ν , γp,ν) for Pτν yields

Dygj(x
ν , yj,ν)− γj,νDyv(xν , yj,ν) = 0(4.1)

and, by Lemma 2.8(i),

−γj,ν� · v�(xν , yj,ν) = τ2
ν , � ∈ L .(4.2)

Division of (4.2) by ‖γj,ν‖ and taking the limit for ν → ∞ yields ηj� = 0 for
� ∈ L \ L0(x

	, yj,	). However, in the same way (4.1) then implies that the LICQ
is violated at yj,	 in Y (x	), contradicting our assumptions. Consequently, for each
j ∈ J the sequence (γj,ν)ν∈N is bounded and, thus, has an accumulation point.

The existence of some accumulation point x	 in the assumption of Proposition 4.6
can of course be guaranteed if an additional restriction x ∈ X is incorporated into
GSIP, with X nonempty and compact.

We end this section with a result on the rate of convergence of the method.
Lemma 4.7. For x̄ ∈ M and j ∈ J let yj be a nondegenerate solution of Qj(x̄),

and let (yj(x, τ), γj(x, τ)) denote the locally unique solution of (3.1)–(3.4) around
(x̄, 0). Then we have (

Dτy
j(x, 0)

Dτγ
j(x, 0)

)
=

(
0
0

)

for x sufficiently close to x̄ .
In the following proposition we call x̄ ∈ M a nondegenerate solution of GSIP if

the reduction ansatz holds at x̄ and if x̄ is a nondegenerate local minimizer for the
locally reduced problem GSIP0(x̄) .

Proposition 4.8. Let the assumptions of Theorem 4.3 hold, and let the solution
x	 of GSIP be nondegenerate. Then for each subsequence of (xν)ν∈N that converges
to x	, the optimal values of Pτν satisfy

f(xν)− f(x	) = O(τ2
ν ).

Proof. Let ω(τ) denote the optimal value of Pτ . In the proof of Theorem 4.3 we
have seen that ω(τ) coincides with the optimal value of GSIPτ (x

	) if τ is sufficiently
close to zero. Now Lemma 2.2, Lemma 4.7, and a Taylor expansion of ω around 0
yield the assertion.

5. Numerical examples. For the numerical illustrations we implemented the
method from section 3 in Matlab 5.3 and used the routine fmincon from its Opti-
mization Toolbox 2.0, i.e., an SQP method with BFGS updates for the Hessian of the
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Lagrangian, to replace the “black box” in Step 3 of the method. All examples were
run on an 800 MHz Linux PC.

In Step 2 we do not solve the nonlinear problems(
D�
y Lj(x0, yj , γj)

Ψτ0(γ
j ,−v(x0, yj))

)
= 0 , j ∈ J ,

since an appropriate starting point for an iteration procedure is not at hand. Instead
we solve the unconstrained, concave problems

Qjτ0(x
0) : max

y
gj(x

0, y) + τ2
0

∑
�∈L

ln(−v�(x0, y)) , j ∈ J ,

by the routine fminunc to obtain yj,0,0, j ∈ J, and put

γj,0,0� = − τ2
0

v�(x0, yj,0,0)
, � ∈ L , j ∈ J .

Here the problem of finding an appropriate starting point is solved easily by the
determination of some Slater point of the set Y (x0). The latter task can be fulfilled
by solving the convex problem

min
y,η

η s.t. v�(x
0, y)− η ≤ 0 , � ∈ L ,

where the choice of a starting point is obvious.
As an a priori τ -sequence we use τν = 10 ·100−ν , ν ∈ N. The iteration terminates

if either the relative error in the optimal point or in the optimal value is less than
10−6. If the method is provided with the gradients of f , g, and v with respect to
x, then also the first order condition for GSIP from Corollary 2.6 is checked (in the
Euclidean norm).

5.1. Design centering in two dimensions. The general design centering
problem (see also [14]) consists of maximizing some measure, e.g., the volume, of
a parameterized body B(x) which is contained in a second body G :

max
x∈Rn

Vol(B(x)) s.t. B(x) ⊂ G .

In the first examples we let G = {y ∈ R
2| g(y) ≤ 0} with

g(y) =


 −y1 − y2

2

y1/4 + y2 − 3/4
−y2 − 1


 .

The two-dimensional volume of the resulting body is easily calculated to be 20/3. An
equivalent formulation of the general design centering problem as GSIP is

max
x∈Rn

Vol(B(x)) s.t. g(y) ≤ 0 for all y ∈ B(x) .

Problem 1. We look for the largest ball with free center and radius that is con-
tained in G. Thus, we have n = 3 and

B(x) = {y ∈ R
2| (y1 − x1)

2 + (y2 − x2)
2 − x2

3 ≤ 0} , Vol(B(x)) = π x2
3 .
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Table 1
Approximation of G with ψNR.

Problem ov εov εop εFOC CPUinit CPUiter #iter
1 1.8606 2.5596e-06 � � 2.94 1.04 3
2 3.4838 � � 4.8781e-06 2.96 3.55 4
3 3.7234 � � n.a. 3.31 7.50 4
4 3.0792 3.9278e-06 � 2.1812e-06 3.76 1.85 3

As an initial point we use the infeasible point x0 = (0, 0, 1)�.
Problem 2. We search the largest ellipsoid with free center and axis lengths that

is contained in G. The axes are supposed to be parallel to the coordinate axes. We
have n = 4 and

B(x) =

{
y ∈ R

2

∣∣∣∣∣ (y1 − x1)
2

x2
3

+
(y2 − x2)

2

x2
4

− 1 ≤ 0

}
, Vol(B(x)) = π x3x4 .

The initial point is x0 = (0, 0, 1, 1)�.
Problem 3. Now the ellipsoid from Problem 2 is allowed to have axes in arbitrary

position, and with n = 6 we can set

B(x) =

{
y ∈ R

2

∣∣∣∣∣(
y −

(
x1

x2

))�((
x3 x4

x5 x6

)(
x3 x5

x4 x6

))−1(
y −

(
x1

x2

))
− 1 ≤ 0

}
.

Then we have

Vol(B(x)) = π

∣∣∣∣det
(
x3 x4

x5 x6

)∣∣∣∣ ,
and we choose the initial point x0 = (0, 0, 1, 0, 0, 1)�.

Problem 4. In this problem we inscribe the largest box with sides parallel to the
coordinate axes into G. For n = 4 we have

B(x) = {y ∈ R
2| y1 − x1 ≤ 0, y2 − x2 ≤ 0, −y1 + x3 ≤ 0, −y2 + x4 ≤ 0}

with

Vol(B(x)) = (x1 − x3) · (x2 − x4) ,

and we choose the infeasible initial point x0 = (1, 1,−1,−1)�.
The columns of the following tables are labeled as follows: ov, optimal value; εov,

relative error in optimal value; εop, relative error in optimal point; εFOC, error in first
order optimality condition; CPUinit, CPU time for initialization step in seconds;
CPUiter, CPU time for iterations in seconds; #iter, number of outer iterations. If
(relative) errors are below 10−6, we replace the actual number by the symbol “5”. In
Problem 3 the gradients entering the first order optimality condition are not available
for the method, so this criterion is not checked.

For the results in Table 1 we used the natural residual function ψNR as the NCP
function. In this example the performance of the method does not change significantly
if the NCP function ψNR is replaced by ψFB (see [52] for more details).
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Concerning the solution of Problem 4 it is worth mentioning, as expected, we
have x	4 = −1. This means that the method converges although Q3(x	) clearly is a
degenerate problem. In fact, the computed “maximal box” in G is the set B(x	) =
[−0.024, 3.619] × [−1,−0.155], so that the solution set of Q3(x	) coincides with the
facet [−0.024, 3.619] × {−1} of B(x	). From all these optimal points the method
chooses their “midpoint” as y3,	 = (1.7975,−1). In fact, in our approach the lower
level linear problems are solved by the central path method. It is well known in linear
programming that under weak assumptions the interior point sequence converges to
the so-called analytic center of the optimal facet (cf. [39]).

5.2. Robust optimization. Robustness questions arise when an optimization
problem is subject to uncertain data. If an inequality constraint function g(x, y)
depends on some uncertain parameter vector y ∈ Y ⊂ R

m, then the “most cautious”
way to deal with this constraint is to use its worst-case reformulation

g(x, y) ≤ 0 for all y ∈ Y ,
which is clearly of semi-infinite type. When the uncertainty set Y also depends on
the state variable x, we arrive at a generalized semi-infinite constraint.

The following robust optimization problem is studied in [1] for elliptic uncertainty
sets. In the case of ellipticity the lower level optimal value functions can be computed
explicitly in such a way that the semi-infinite problem is reduced to a nonsmooth
finite problem which can be tackled by SDP methods (cf. [1] for details). We will
show that our numerical method solves not only this specially structured problem but
also two nontrivial generalizations.

Let 1 euro be invested in a portfolio comprised of N shares. At the end of a given
period the return per 1 euro invested in share i is yi > 0. The goal is to determine the
amount xi to be invested in share i, i = 1, . . . , N , so as to maximize the end-of-period
portfolio value y�x.

If the vector y was certain, the solution of this optimization problem would be
evident. A more realistic assumption is that y varies in some nonempty compact set
Y ⊂ R

N . Upon moving the objective function to the constraint set we obtain the
following standard semi-infinite optimization problem with n = N + 1 and m = N :

max
x,xN+1

xN+1 s.t. xN+1 − y�x ≤ 0 , y ∈ Y ,
N∑
i=1

xi = 1 , x ≥ 0.

Apart from its special structure used in [1] for the case of an ellipsoidal set Y , this
is also a linear semi-infinite optimization problem, meaning that the semi-infinite
constraint function is linear in the variable (x, xN+1). Solution methods for these
types of problems are described, e.g., in [10, 20]. Note, however, that the index set of
the semi-infinite constraint is N -dimensional, where N might be a large number.

Problem 5. In [1] the set Y has the form

Y =

{
y ∈ R

N

∣∣∣∣∣
N∑
i=1

(yi − ȳi)2
σ2
i

≤ θ2

}
,

where ȳi is some “nominal” value of yi, σi is a scaling parameter, i = 1, . . . , N , and θ
measures the risk aversion of the decision maker. With the particular choices

ȳi = 1.15 + i · 0.05
N

, i = 1, . . . , N,
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Table 2
Optimal portfolio with ellipsoidal uncertainty and ψNR.

N ov εov εop εFOC CPUinit CPUiter #iter
10 1.15 � 1.3693e-03 3.0860e-05 1.55 3.71 3
50 1.15 � 5.4195e-05 6.6652e-05 7.24 27.23 4
100 1.15 � 3.3458e-05 7.5987e-05 66.27 241.6 4
150 1.15 � 1.9149e-05 4.1678e-05 272.94 884.22 4

Table 3
Optimal portfolio with ellipsoidal uncertainty and ψFB.

N ov εov εop εFOC CPUinit CPUiter #iter
10 1.15 � 7.7231e-04 2.8254e-05 1.53 3.68 4
50 1.15 � 5.4165e-05 5.5333e-05 7.21 34.52 4
100 1.15 � 4.7199e-05 1.5974e-04 65.17 333.8 5
150 1.15 � 4.7277e-05 3.7021e-04 271.49 912.72 4

σi =
0.05

3N

√
2N(N + 1)i , i = 1, . . . , N,

θ = 1.5,

one can show that the optimal policy is to invest equally in all shares, i.e., xi =
1/N , i = 1, . . . , N , with optimal value 1.15 . We use the starting point x0 =
(1, 0, . . . , 0) in R

N+1.
Having the large dimensions of Y in mind, the method performs very well when

ψNR is used (cf. Table 2). In the case of ψFB as the NCP function, the “black box”
part of the method (i.e., the Matlab routine fmincon) does not converge for N = 100
(cf. Table 3), so that we solved this particular problem with the a priori sequence
τν = 10−ν , ν ∈ N.

Problem 6. A more general choice of Y is

Yδ = { y ∈ R
N | ‖diag(σ)−1(y − ȳ)‖δ ≤ θ }

with δ ∈ [1,∞]. Whereas Y2 is the ellipsoid from Problem 5, the sets Y1 and Y∞
are polytopes. For all other choices of δ we still obtain a nonempty compact convex
set Yδ . As polytopes can be considered as ellipsoidal sets in the sense of [1], let us
use our method for a nonellipsoidal set like Y10 . Tables 4 and 5 show the results for
the starting point x0 = 1/N · (1, . . . , 1, 0). The method performs well for dimensions
up to N = 150. In this example the initialization phase takes about as long as the
main iterations. Note that for increasing dimensions the attainment of the first order
condition becomes worse when the method terminates because of a small relative error
in the optimal value.

Problem 7. Finally, since our method works for x-dependent sets Y , we can also
consider the case in which the risk aversion of the decision maker depends on the
point x. If for instance his risk aversion increases when the values xi deviate from
1/N , i = 1, . . . , N , we can replace θ by the expression

Θ(x) = θ ·
(
1 +

N∑
i=1

(
xi − 1

N

)2
)

and obtain the generalized semi-infinite optimization problem

max
x,xN+1

xN+1 s.t. xN+1 − y�x ≤ 0 , y ∈ Y (x) ,
N∑
i=1

xi = 1 , x ≥ 0,
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Table 4
Optimal portfolio with nonellipsoidal uncertainty and ψNR.

N ov εov εop εFOC CPUinit CPUiter #iter
10 1.1190 � 7.8075e-05 1.5139e-03 2.82 5.63 3
50 1.1155 � 1.5402e-05 6.1081e-02 21.36 41.14 3
100 1.1151 � 9.0467e-06 6.0789e-02 246.35 231.22 3
150 1.1150 � 2.4410e-05 2.0368e-01 809.94 708.99 3

Table 5
Optimal portfolio with nonellipsoidal uncertainty and ψFB.

N ov εov εop εFOC CPUinit CPUiter #iter
10 1.1190 � 5.4529e-04 1.1783e-03 2.81 5.58 3
50 1.1155 � 4.3946e-04 6.0965e-02 21.26 41.71 3
100 1.1151 � 1.5527e-05 5.7950e-02 241.95 228.89 3
150 1.1150 � 1.0349e-05 2.1809e-01 811.68 703.06 3

Table 6
Optimal portfolio with state-dependent uncertainty and ψNR.

N ov εov εop εFOC CPUinit CPUiter #iter
10 0.7033 � � 6.9574e-06 2.81 1.45 4
50 0.9638 � 1.1912e-05 1.1828e-03 14.78 5.49 4
100 1.0259 � 2.5937e-05 5.5778e-03 132.54 37.05 3
150 1.0535 � 7.0987e-06 2.3336e-03 643.39 73.96 3

Table 7
Optimal portfolio with state-dependent uncertainty and ψFB.

N ov εov εop εFOC CPUinit CPUiter #iter
10 0.7033 � 1.3743e-05 1.8857e-04 2.77 1.53 4
50 0.9638 � 3.7616e-05 3.7318e-03 14.76 4.84 3
100 1.0259 � 4.5000e-05 9.6580e-03 133.00 20.48 3
150 1.0535 � 3.6030e-05 1.1934e-02 642.96 58.05 3

with

Y (x) =

{
y ∈ R

N

∣∣∣∣∣
N∑
i=1

(yi − ȳi)2
σ2
i

≤ Θ(x)2

}
.

The choice σi = 1, i = 1, . . . , N , prevents the solution of the original Problem 5 to
be xi = 1/N , i = 1, . . . , N , so that the modified term Θ(x) can take effect, and we
observe a good performance of our method in Tables 6 and 7 up to dimensionN = 150.
Note, however, that in this example the initialization phase takes considerably longer
than the main iterations.

6. Final remarks. The essential idea behind the numerical method presented
in section 3 is to reformulate the generalized semi-infinite optimization problem as
a Stackelberg game and to make use of the convexity in the lower level problems.
Starting at this point, there are several possible routes to the design of a numerical
method.

First, there are other ways to treat the convex lower level problems than the one
used in this article, e.g., penalty, barrier, or cutting plane methods. Furthermore, if
one decides to replace the convex optimization problems by their first order optimal-
ity conditions and obtain a mathematical program with equilibrium constraints, this
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program does not necessarily have to be solved with regularized NCP functions. In-
stead, the exact penalization approaches from [34, 44] or nonsmooth Newton methods
(see, e.g., [30]) could be promising alternatives. Finally, in the case when one uses
NCP functions, there are a multitude of functions other than the natural residual and
the Fischer–Burmeister function to choose from. For a survey see, e.g., [5].

Further questions concern the required accuracy for the solution of the auxiliary
problems by the “black box” method, the implementation of an active set strategy,
and the design of a pathfollowing method (cf. [15]) to solve the finite parametric
optimization problems Pτ for parameter values tending to τ = 0. Let us point out,
however, that the resulting numerical method will then not just solve a sequence of
finite dimensional optimization problems that are easily constructed from the problem
data, so that the implementation effort for the user increases drastically.

Moreover, generalizations of the convergence proofs from section 4 to cases such
as convex lower level problems in which the reduction ansatz is not necessarily satis-
fied (recall Problem 4 in section 5.1) will be the subject of future research. We finally
remark that a direct application of the presented ideas to semi-infinite optimization
problems with nonconvex lower level problems results, in general, only in a relaxation
of the original problem, since lower level optimality can then not be replaced equiva-
lently with a first order optimality condition. However, our method can then still be
used to obtain lower bounds for the optimal value of GSIP.

Acknowledgment. We express our thanks to the referee, whose precise and
substantial remarks led to an improved version of the article.
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Abstract. Necessary and sufficient conditions for the regularity of the minimum time function
and minimum energy function for a control system with controls in Lp([0,+∞[,Rm) and p ≥ 1
are given in terms of topological properties of the reachable sets. In particular, standard local
controllability assumptions are sufficient to yield the continuity of both value functions for linear
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1. Introduction. In this paper we consider the system

ẏ(t) = f(y(t)) +
m∑
i=1

gi(y(t))ui(t), t > 0, u ∈ Lp([0,+∞[,Rm)(Ŝ)p

for p ≥ 1 and give results on the regularity of the functions T̂p(x,K) and Êp(x, T ),
which are, respectively, the minimum time needed to steer a point x ∈ R

n to the
origin, along the trajectories of (Ŝ)p, under the constraint

∫ +∞
0
|u(s)|p ds ≤ Kp and

the minimum of the needed energy, defined as (
∫ T

0
|u(s)|p ds)1/p, under the constraint

t ≤ T (T,K > 0 given). Strictly related to the regularity of such value functions are
the topological properties of the reachable sets defined as

R̂p(T,K)
.
=

{
x ∈ R

n : ∃u such that (s.t.)

∫ T

0

|u(s)|p ds ≤ Kp and yx(T, u) = 0

}
.

We point out that the cases p > 1 and p = 1 are very different. In fact, for p > 1,
the following three properties are obtained among the results of section 2: the sets
R̂p(T,K) are compact, an optimal control exists for the above minimization problems,

and T̂p and Êp are lower semicontinuous. On the other hand, for p = 1, we give an

example (Example 2.1) in which the sets R̂1(T,K) are not closed, an optimal control
for the minimum time problem does not exist, and T̂1 is not lower semicontinuous.
This difference is mainly due to the fact that for p = 1 the limit of minimizing
sequences of trajectories can be a discontinuous function. However, following [3] all
the results obtained for p > 1 can be proven also in the case p = 1 by considering
an extended system (S)1 whose trajectories are graphs or limits of graphs of solutions
to (Ŝ)1. We then embed the two original minimization problems into two extended
minimization problems related to the system (S)1 which in general are not equivalent
to the original problems. Indeed, in section 2 we show that the extended reachable sets
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are the closure of the original reachable sets and that the extended minimum time and
minimum energy functions, denoted by T1(x,K) and E1(x, T ), respectively, are the
lower semicontinuous envelopes of T̂1 and Ê1, respectively. The extended problems
are in fact equivalent to the original problems if some controllability around the origin
is assumed.

In section 3 we begin by giving necessary and/or sufficient conditions for the upper
semicontinuity, Lipschitz continuity, and Hölder continuity of the maps T̂p and Êp for
p > 1, and of T1 and E1 in terms of global topological properties of the reachable sets
and of the extended reachable sets, respectively. In subsection 3.2 we show that, for
p = 1, assuming in addition a controllability condition of the original system around
the target, many of the previous properties hold also for the original functions T̂1

and Ê1 in the interior of their domains. In subsection 3.3 we show via a dynamic
programming approach that assuming just local controllability around the origin is
sufficient to yield the local Hölder continuity of Êp and T̂p in the state variable x for
p > 1, while an example (Example 3.3) shows that this is not possible in the case
p = 1 neither for the function T̂1 nor for T1.

In section 4 we show that controllable linear systems have reachable sets that
verify all the global topological properties introduced in the previous section. In
particular, this yields that T̂1 and Ê1 are at least continuous in the interior of their
domains. In the nonlinear case we show that a classical local controllability condition
used for systems with compact valued controls (see, e.g., [8]) implies the local Hölder
continuity of T̂p in the state variable x for p > 1.

A huge literature treats the regularity of the minimum time and minimum energy
functions, mainly under the assumption that the admissible controls are compact val-
ued. To our knowledge, there are results on the regularity of the value functions T̂p
and Êp only for linear systems (also in infinite dimension) and for p > 1 (see, e.g., [4],
[6] and the references therein). In fact, in the case p = 1, the Lipschitz continuity of
T1 has been proved by Rampazzo and Sartori [14] but under assumptions not verified
by system (S)1 if the target is a point. The bibliography that we give does not intend
to be complete. Besides the articles to which we referred above, we mention here just
those papers most related to our point of view. For nonlinear systems Petrov [13] gives
the Lipschitz continuity of the minimum time function. For linear systems and for
symmetric polysystems the Hölder continuity can be found in Liverovskii [9]. For non-
linear systems the problem is treated in the framework of more general issues on con-
trollability by Bianchini and Stefani [2], Sussmann [18], and many others. All of these
last results concern the case of compact valued controls. For linear systems and Lp-
constraints on the controls, very sharp estimates on the energy needed to reach the ori-
gin as time approaches zero are given by Seidman [16] and by Seidman and Yong [17].

Notation. In what follows p′ will denote the integer such that 1
p + 1

p′ = 1, with

the usual convention that p′ =∞ and 1
p′ = 0 if p = 1; A◦ will denote the interior of a

given subset A ⊂ R
n and Ā its closure; moreover, given a function u : X → [−∞,+∞],

X ⊆ R
N , u∗ and u∗ will denote, respectively, the lower and the upper semicontinuous

envelopes.

2. Reachable sets. Minimum time and minimum energy functions.

2.1. Statement of the problems. For any integer p ≥ 1 we consider the affine
control system given by

ẏ(t) = f(y(t)) +

m∑
i=1

gi(y(t))ui(t), t > 0, u ∈ Lp([0,+∞[,Rm),(Ŝ)p
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where f , g1, . . . , gm : R
n → R

n. Throughout the paper we assume that f , g1, . . . , gm
are locally Lipschitz continuous, sublinear functions. More precisely, if ϕ

.
= f or

ϕ
.
= g1, . . . , ϕ

.
= gm and N > 0, there are some constants Lϕ ≡ Lϕ,N and Mϕ such

that

|ϕ(x1)− ϕ(x2)| ≤ Lϕ|x1 − x2| ∀x1, x2 s.t. |x1|, |x2| ≤ N(2.1)

|ϕ(x)| ≤Mϕ(1 + |x|) ∀x ∈ R
n.

Hence for any x ∈ R
n and any control u, we will denote by yx(·, u) the unique solution

to (Ŝ)p corresponding to u such that y(0) = x.

For any p ≥ 1, T ≥ 0, and K ≥ 0 we denote by Ûp(T,K) the set of admissible
controls given by

Ûp(T,K)
.
=

{
u ∈ Lp([0, T ],Rm) :

∫ T

0

|u(t)|p dt ≤ Kp

}

and define the reachable set in time T and with energy K as the subset of R
n given

by

R̂p(T,K)
.
=
{
x ∈ R

n : ∃u ∈ Ûp(T,K) s.t. yx(T, u) = 0
}
.

We also define the minimum time function with p-energy K and the minimum
p-energy function in time T as

T̂p(x,K)
.
= inf{T > 0 : x ∈ R̂p(T,K)}, Êp(x, T )

.
= inf{K > 0 : x ∈ R̂p(T,K)},

respectively. For p > 1 we will prove that the reachable sets R̂p(T,K) are compact
and an optimal control for the minimum time and minimum energy problems always
exists. For p = 1 instead, the following simple example shows that even for linear
systems, the reachable sets R̂1(T,K) might not be closed and also that minimizing
sequences of trajectories can converge to a discontinuous function.

Example 2.1. Consider the system{
ẏ1 = −y2,

ẏ2 = −u

with scalar control u ∈ Û1(T,K) for T,K > 0. For any u, the solution is given by

(y1, y2)(x1,x2)(t, u) = (x1 −
∫ t

0
(t − s)u(s) ds, x2 −

∫ t

0
u(s) ds). As shown in [5, Chap.

III, Ex. 3], one has

R̂1(T,K) =
{
(x1, x2) ∈ R

2 : |Tx2 − 2x1| < TK, |x2| ≤ K
}
.

Therefore R̂1(T,K) is not closed. Moreover, there exists a minimizing sequence for
the minimum time problem which does not converge to a solution of the system.
Indeed, fix P = (x1, x2) = (t̂, 1), t̂ > 0. We have that P ∈ R̂1(T, 1) for every T > t̂ in
that the control

ûT (t) =

{
(T − t̂)−1 − (T )−1 for t ∈ [0, T − t̂[

(t̂)−1 − T−1 for t ∈ [T − t̂, T [

belongs to Û1(T, 1) and is such that yP (T, ûT ) = (0, 0), but P does not belong to
R̂1(t̂, 1). Consider now the sequence of controls (un)n∈N where un

.
= ût̂+ 1

n
. It is clear
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that yP (t̂ + 1
n , un) = (0, 0). Notice though that limn→+∞(y2)P ( 1

n , un) = 0 while for
every n one has (y2)P (0, un) = 1. Thus the limit function of our minimizing sequence
is discontinuous.

Moreover, T̂1 is not lower semicontinuous on the closure of its domain, where the
domain is given by

∪K>0

(({(x1, x2) ∈ R
2 : |x2| < K} ∪ {(x1, sgn(x1)K) : x1 �= 0})× {K}) .

In fact, T̂1((0,K),K) = +∞ while clearly (T̂1)∗((0,K),K) = 0.

2.2. Extended system and extended problems. The facts addressed in Ex-
ample 2.1 lead us to introduce for p = 1 an extended system, whose corresponding
extended reachable sets coincide with the closure of the original reachable sets and
whose trajectories allow us to represent the (eventually discontinuous) limit function
of sequences of solutions to (Ŝ)1. In fact, in order to unify the proofs relative to the
two cases p > 1 and p = 1, let us introduce the following extended system for any
p ≥ 1 (see also [15] and Remark 2.1 below):




t′(s) = wp
0(s),

k′(s) = |w(s)|p,

y′(s) = f(y(s))wp
0(s) +

m∑
i=1

gi(y(s))wi(s)w
p−1
0 (s), s ∈ [0, 1],

(S)p

where the controls (w0, w) : [0, 1] → [0,+∞[×R
m are measurable functions. For any

control (w0, w) and any x ∈ R
n we will denote by (t(s), k(s), yx(s)) (or by (t(s, w0, w),

k(s, w0, w), yx(s, w0, w)) if we want to specify the control) the solution to (S)p cor-
responding to (w0, w) such that (t(0), k(0), y(0)) = (0, 0, x). We will sometimes refer
to such a solution as forward solution to (S)p. The solution to (S)p where the third

equation is replaced by y′(s) = −f(y(s))wp
0(s)−∑m

i=1 gi(y(s))wi(s)w
p−1
0 (s) such that

(t(0), k(0), y(0)) = (0, 0, x) will be denoted by (t(s), k(s), y−x (s)), and we will refer to
it as backward solution to (S)p.

For any p ≥ 1, T ≥ 0, and K ≥ 0, we denote by Up(T,K) the set of extended
admissible controls given by

Up(T,K)
.
=

{
(w0, w) ∈ Lp([0, 1], [0,+∞[×R

m) :

∫ 1

0

wp
0 ds ≤ T,

∫ 1

0

|w|p ds ≤ Kp

}

and define the extended reachable set in time T and with energy K as the subset of
R
n given by

Rp(T,K)
.
= {x ∈ R

n : ∃(w0, w) ∈ Up(T,K) s.t. yx(1, w0, w) = 0} .

We define also the extended minimum time function with p-energy K and the
extended minimum p-energy function in time T as

Tp(x,K)
.
= inf{T > 0 : x ∈ Rp(T,K)}, Ep(x, T )

.
= inf{K > 0 : x ∈ Rp(T,K)},

respectively. We refer to the appendix for the technical propositions that relate the
solution to (Ŝ)p to the solution of (S)p.
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Remark 2.1. In view of Proposition A.1 in the appendix, if p > 1, the (t, y)-
components of the trajectories of (S)p are substantially only time reparametrizations

of graphs of trajectories of (Ŝ)p, in the sense that when (w0, w) = (0, w) on some set
[s1, s2] one has yx(·, 0, w) = constant on [s1, s2]. Hence for any T > 0, K > 0 the
reachable set Rp(T,K) coincides with R̂p(T,K), and Tp(x,K) and Ep(x, T ) coincide

with T̂p(x,K) and Êp(x, T ), respectively. In the case p = 1 instead, one has y′(s) =∑m
i=1 gi(y(s))wi(s) ∀s ∈ [s1, s2]. Hence the set of the extended trajectories is larger

than the set of the graphs reparametrizations of trajectories of (Ŝ)1. Notice that such
extension of (Ŝ)1 is equivalent to an extension in measure only in the special case of
commutative control systems, i.e., when the Lie brackets [gi, gj ] ≡ 0 ∀i �= j. (See,
e.g., [8] for an extension in measure in the special case of linear systems; see [3] and
[10] for an approach to the general case which agrees with the one followed here.) We
point out that system (S)p is introduced even in the case p > 1, not only to give the
same proof for several results which are valid for any p ≥ 1, but also because in the
extended problems we can consider extended controls belonging to a compact set, as
it follows from Proposition A.2 in the appendix.

2.3. New results. As anticipated before, in this subsection we prove that the
reachable sets (the extended reachable sets in the case p = 1) are compact; that
a bounded optimal control for the extended minimum time and minimum energy
problems does always exist; and that the minimum time and the minimum energy
functions (the extended functions in the case p = 1) are lower semicontinuous. Similar
results were already proven in [6] only for p > 1 and (infinite dimensional) linear
systems. Moreover, for p = 1 we show that the extended reachable sets coincide with
the closure of the original sets and that the extended functions turn out to be the
lower semicontinuous envelopes of the original functions.

Proposition 2.1. Let p ≥ 1. For any T , K ≥ 0 the set Rp(T,K) is compact.

Furthermore, if p = 1, one has R1(T,K) = ∩S>T R̂1(S,K). Moreover, if T > 0, one

has R1(T,K) = R̂1(T,K).
Proof. The assumptions on f and gi, i = 1, . . . ,m, imply easily that Rp(T,K)

is bounded. To prove that Rp(T,K) is closed, let us consider a sequence (xn)n ⊂
Rp(T,K) such that limn xn = x. For any xn, let (w0n, wn) ∈ Up(T,K) be a control
such that yxn(1, w0n, wn) = 0. In view of Proposition A.2 in the appendix, we can as-
sume that |(w0n, wn)|p ≤ 2p(Kp+T ) a.e. Hence the sequence of extended trajectories
((tn, kn, yn))n (where tn

.
= t(·, w0n, wn), kn

.
= k(·, w0n, wn), yn

.
= yxn(·, w0n, wn) ∀n)

is equibounded and equi-Lipschitz. By the Ascoli–Arzelà theorem it has a subsequence
uniformly converging to a function (t, k, y) such that (t(0), k(0), y(0)) = (0, 0, x),
t(1) ≤ T , k(1) ≤ Kp, and y(1) = 0. Moreover, by a well-known result (see, e.g.,
[8, Chap. IV]) (t, k, y) is in fact a trajectory of (S)p since for all z ∈ R

n the set
{(w0, f(z)w0 +

∑m
i=1 gi(z)wi, |w|) : w0 ≥ 0, w ∈ R

m, |(w0, w)|p ≤ 2p(Kp + T )} is
convex and compact. Then x ∈ Rp(T,K). (In the case of linear systems and for p = 1
a proof of the above result in terms of an approach in measure can be found in [8].)

The fact that R1(T,K) = ∩S>T R̂1(S,K) can be shown using the same ar-
guments as in [14, Theorem 3.1]. In order to prove the last statement, it suf-

fices to prove that the inclusion R1(T,K) ⊂ R̂1(T,K) holds for any T > 0. Let
x ∈ R1(T,K), let (w0, w) ∈ U1(T,K) be a control such that |(w0, w)|p ≤ 2p(T +Kp),

and y−0 (1, w0, w) = x. For any n let us define w0n
.
=

(
wp

0 + 1
n

)1/p
, and let σn

.
=

sup{σ ∈ [0, 1] :
∫ σ

0
w0

p
n(s) ds ≤ T}. Hence the backward trajectories (tn, k, y

−
n )(·) =

(t, k, y−0 )(·, w0n, w) and (tσn , k, y
−
σn)(·) = (t, k, y−0 )(·, w0nχ[0,σn], w) of (S)1 satisfy the
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estimates

|tσn(s)− t(s)| ≤ |tσn(s)− tn(s)|+ |tn(s)− t(s)| ≤
∫ 1

σn

w0
p
n(s) ds +

1

n
≤ 2

n
,

|y−σn(1)− x| ≤ |y−σn(1)− y−n (1)|+ |y−n (1)− x| ≤ ω

(
1

n

)
∀s ∈ [0, 1],

where ω : [0,+∞[→ [0,+∞[ is an increasing function, continuous at 0, such that
ω(0) = 0. This concludes the proof in that xn

.
= y−σn(1) ∈ R̂1(T,K) by definition and

limn→+∞ xn = x.
Proposition 2.2. Let T ≥ 0, K ≥ 0, and p ≥ 1. Then for any x ∈ Rp(T,K)

there exists a bounded optimal control (w0, w) for the extended minimum time prob-
lem and a bounded optimal control (w̃0, w̃) for the extended minimum energy prob-
lem.

Proof. We show the existence of a bounded optimal control only for the ex-
tended minimum time problem, the proof for the extended minimum energy problem
being analogous. Let p ≥ 1, and for x ∈ Rp(T,K) let ((w0n, wn))n be a minimiz-
ing sequence of controls, i.e., assume that the backward trajectories (tn, kn, y

−
n )(·) .

=
(t, k, y−0 )(·, w0n, wn) of (S)p satisfy

lim
n

tn(1) = Tp(x,K), kn(1) ≤ Kp, y−n (1) = x ∀n.

On the basis of Proposition A.2 in the appendix, we can suppose that |(w0n, wn)|p ≤
2p(Tp(x,K) + Kp) + 1. At this point, the same arguments used in the proof of
Proposition 2.1 allow us to conclude that there exists a subsequence of (tn, kn, y

−
n )(·)

which converges uniformly to a backward solution (t, k, y−) of (S)p associated to a

bounded admissible control (w0, w) ∈ Up(Tp(x,K),K), optimal in that
∫ 1

0
wp

0(s) ds =

Tp(x,K) (and y−(1) = x,
∫ 1

0
|w|p ds ≤ Kp).

Remark 2.2. In Proposition 2.2 we proved the existence of an extended optimal
control (w0, w). If p > 1, in fact, one could also prove the existence of an optimal
control in the original setting (either directly or using the arguments of Remark 2.1).
If p = 1 instead, as already shown in Example 2.1, an optimal control for the original
problem might not exist.

For any p ≥ 1, T,K > 0 we define the sets

Rp(K)
.
= ∪T≥0Rp(T,K), Sp(T )

.
= ∪K≥0Rp(T,K),(2.2)

R̂1(K)
.
= ∪T≥0R̂1(T,K), Ŝ1(T )

.
= ∪K≥0R̂1(T,K).

Hence the domains of the functions Tp, Ep, T̂1, and Ê1 are given, respectively, by

Dom(Tp) = ∪K>0(Rp(K)× {K}), Dom(Ep) = ∪T>0(Sp(T )× {T}),
Dom(T̂1) = ∪K>0(R̂1(K)× {K}), Dom(Ê1) = ∪T>0(Ŝ1(T )× {T}).

As a consequence of Propositions 2.1 and 2.2 we will prove that the functions Tp
and Ep are lower semicontinuous. We remark that this holds not only in the state
variable x but in their whole domains.

Theorem 2.1. For any p ≥ 1, the functions Tp : Dom(Tp) → [0,+∞] and

Ep : Dom(Ep) → [0,+∞] are lower semicontinuous. Furthermore, in the case p = 1

one has that (Ê1)∗ = E1 and (T̂1)∗ = T1.
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Proof. Let p ≥ 1. We prove only the statements for Tp, the proofs for Ep be-
ing analogous. In order to show that Tp is lower semicontinuous, let us fix (x,K) ∈
Dom(Tp). We argue by contradiction and suppose that there are T < Tp(x,K)

and (xn,Kn) ∈ Dom(Tp) such that Tp(xn,Kn) < T , and limn(xn,Kn) = (x,K).
Hence for all n sufficiently large one has Kn ≤ K + 1 and xn ∈ Rp(T,Kn) ⊂
Rp(T,K +1). By Proposition 2.2, there exist optimal controls (w0n, wn) ∈ Up(T,Kn)
uniformly bounded, e.g., by 2p(T + (K + 1)p), such that the backward trajectories
(tn, kn, y

−
n )(·) = (t, k, y−0 )(·, w0n, wn) to (S)p satisfy

tn(1) ≤ T, kn(1) ≤ Kn, y−n (1) = xn.

As in Proposition 2.1, known theorems imply that there is a subsequence of
(tn, kn, y

−
n )(·) uniformly converging to a backward trajectory of (S)p steering 0 to

x in time not greater than T and with energy not greater than K, in contradiction
with the hypothesis that T < Tp(x,K).

In order to prove that (T̂1)∗ = T1, we observe that T1 ≤ (T̂1)∗ follows from the
inequality T1 ≤ T̂1 and from the lower semicontinuity of T1. The reverse inequality,

instead, is an easy consequence of the fact that R1(T,K) = ∩S>T R̂1(S,K) for each
T ≥ 0,K ≥ 0.

Remark 2.3. The fact that Tp and Ep are lower semicontinuous functions for any
p ≥ 1 allowed us to characterize them together with their domains as the unique lower
semicontinuous solutions, in the viscosity sense, of suitable boundary value problems
(see [12]). Incidentally, the equalities (T̂1)∗ = T1 and (Ê1)∗ = E1 follow also as a
by-product of the results in [12].

We end this section by stating the following last remarkable property of the
reachable sets, which is well known if p = +∞.

Proposition 2.3. For any p ≥ 1, the set valued map (T,K) �→ Rp(T,K) is a
continuous map from [0,+∞[×[0,+∞[ to the space of compact subsets of R

n, endowed
with the Hausdorff distance.

Proof. Let (T0,K0), (T,K) ∈ [0,+∞[×[0,+∞[. If T0 ≤ T and K0 ≤ K, one
has Rp(T0,K0) ⊂ Rp(T,K) and Rp(T0,K0) ⊂ B(Rp(T,K), ε) ∀ε > 0. If T0 > T
or K0 > K, for any x ∈ Rp(T0,K0) let (w0, w) ∈ Up(T0,K0) be a control such that
|(w0, w)|p ≤ 2p(T0+Kp

0 ), and y−0 (1, w0, w) = x. Let us define the values σ1
.
= sup{σ ∈

[0, 1] :
∫ σ

0
wp

0(s) ds ≤ T} and σ2
.
= sup{σ ∈ [0, 1] :

∫ σ

0
|w(s)|p ds ≤ Kp}. Hence

the backward trajectories (t, k, y−)(·) = (t, k, y−0 )(·, w0, w) and (tσ1
, kσ2 , y

−
σ1,σ2

)(·) =

(t, k, y−0 )(·, w0χ[0,σ1], wχ[0,σ2]) of (S)p satisfy the estimates

|tσ1(s)− t(s)| ≤
∫ 1

σ1

wp
0(s) ds ≤ |T0 − T |,

|kσ2
(s)− k(s)| ≤

∫ 1

σ2

|w(s)|p ds ≤ |Kp
0 −Kp| ∀s ∈ [0, 1],

|y−σ1,σ2
(1)− x| ≤ ω(|Kp

0 −Kp|+ |T0 − T |),
where ω : [0,+∞[→ [0,+∞[ is an increasing function, continuous at 0, such that
ω(0) = 0. This concludes the proof in that x̄

.
= y−σ1,σ2

(1) ∈ Rp(T,K) by definition
and Rp(T0,K0) ⊂ B(Rp(T,K), ω([Kp

0 −Kp] + [T0 − T ])). The proof is completed by
switching (T0,K0) with (T,K).

3. Main results. We split this section into three subsections. In subsection 3.1
we begin by showing that the upper semicontinuity and the Hölder continuity of x �→
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Tp(x,K) and of x �→ Ep(x, T ) are equivalent to certain global topological properties of
the reachable sets (see Theorems 3.1, 3.2). Furthermore, we give sufficient conditions
for the upper semicontinuity of Tp(x,K) and Ep(x, T ) in the pair of variables (x,K)
and (x, T ), respectively (see Theorem 3.3). After that we characterize the reachable
sets and their boundaries by means of Tp and Ep (see Propositions 3.1, 3.2), and we
get also a maximality property for Tp and Ep (see Proposition 3.3).

In subsection 3.2 we deal with the critical case p = 1. Here we prove that the
original functions coincide with the extended functions under a (very natural) local
controllability assumption (see Lemma 3.1 and Theorem 3.4). Therefore under such
an assumption all the regularity results obtained in subsection 3.1 in the extended
setting hold also for Ê1, T̂1, and R̂1(T,K) (see Corollaries 3.1, 3.2).

In subsection 3.3 we consider only the case p > 1, and we show that local con-
trollability assumptions are sufficient for the local Hölder continuity of x �→ Ep(x, T )
and x �→ Tp(x,K) (see Theorems 3.5, 3.6).

3.1. Global topological properties and regularity results for p ≥ 1. Let
us introduce and briefly comment on the global topological properties of the reachable
sets that we will use in what follows.

(C.1) Fix p ≥ 1 and T > 0. Then

Rp(T,K) ⊂ R◦
p(T,K + H) ∀K ≥ 0 ∀H > 0.

(C.2) Fix p ≥ 1 and T > 0. Then there exist C2(T ) and δ̄ > 0 such that

B(Rp(T,K), C2(T )H) ⊂ Rp(T,K + H) ∀K ≥ 0, 0 ≤ H ≤ δ̄.

(C.3) Fix p ≥ 1 and K > 0. Then

Rp(T,K) ⊂ R◦
p(T + S,K) ∀T ≥ 0 ∀S > 0.

(C.4) Fix p ≥ 1 and K > 0. Then there exist α ≥ 1 (independent of K), C4(K),
and δ̄ > 0 such that

B(Rp(T,K), C4(K)Sα) ⊂ Rp(T + S,K) ∀T ≥ 0, 0 ≤ S ≤ δ̄.

(C.5) Fix p ≥ 1 and K > 0. Then

Rp(T,K) ∩R◦
p(K) ⊂ R◦

p(T + S,K) ∀T ≥ 0 ∀S > 0,

where Rp(K) is defined as in (2.2).
(C.6) Fix p ≥ 1. Then for any T , K > 0 one has that

x ∈ R◦
p(T,K) =⇒ ∃ε > 0 s.t. x ∈ R◦

p(T − ε,K − ε).

Taking into account that the reachable sets depend here on two variables, conditions
(C.1) and (C.3) are the natural generalization of the classical “expansion property”
of the reachable sets defined, e.g., in [7]. Loosely speaking, they say that Rp(T,K)
expands “well” if one increases either the variable K or the variable T at disposal.
Conditions (C.2) and (C.4) are stronger than (C.1) and (C.3), respectively, giving
also an estimate on the rate of such an expansion.

Condition (C.5) is a weaker version of (C.3), coinciding with it when the set
Rp(K) is open. We are led to introduce it by the fact that in the case p = 1 condition
(C.3) may be too strong a requirement (see Example 3.1 below). Condition (C.5)
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instead is fulfilled, for instance, as soon as the reachable sets are convex and (C.1)
holds (see Proposition 3.2). Hence in particular it always holds for linear controllable
systems (see section 4). Incidentally, Example 3.2 shows that (C.5) can hold even if
the reachable sets are not convex (and (C.3) does not hold).

In the classical minimum time problem for linear systems with compact valued
controls, the convexity of the reachable sets yields the so-called maximality property,
that is, for all points belonging to the boundary of the reachable set at time T the
minimum time turns out to be equal to T (see, e.g., [7]). In what follows we will prove
that, assuming (C.6), similar maximality properties for Ep and Tp hold also for our
system. Notice that when the reachable sets Rp(T,K) are convex, condition (C.6)
turns out to be verified in view of Proposition 2.3. This fact can be proved exactly as
for p = +∞ (see, e.g., [7]). Hence in particular (C.6) is always fulfilled if the control
system is linear. However, Example 3.2 again shows that it can be fulfilled even if the
reachable sets are not convex.

Example 3.1. Let us consider the (controllable) linear system x′ = λx+u, where
λ ∈ R, x, u ∈ R

n.
(a) Let p > 1 and consider u ∈ Ûp(T,K) for some T , K > 0. It is not difficult to

show that if λ �= 0, one has

Rp(T,K) = R̂p(T,K) =


x ∈ R

n : |x| ≤ K

(
1− e−λTp′

λp′

) 1
p′

 ,

while if λ = 0, one gets

Rp(T,K) = R̂p(T,K) =
{
x ∈ R

n : |x| ≤ KT
1
p′
}
.

Therefore conditions (C.2) and (C.3) turn out to be always verified, while (C.4) is in
force only in the case λ < 0.

(b) Let p = 1 and u ∈ Û1(T,K) for some T , K > 0. In this case one recovers that

R1(T,K) = R̂1(T,K) =

{{
x ∈ R

n : |x| ≤ e−λTK
}

if λ < 0,

{x ∈ R
n : |x| ≤ K} if λ ≥ 0.

Hence conditions (C.1) and (C.2) are always verified, while conditions (C.3) and (C.4)
hold only in the case λ < 0.

This example suggests that, at least for linear controllable systems, conditions
(C.1), (C.2) for p ≥ 1, and condition (C.3) in the case p > 1, should be verified (see
also section 4), while (C.3) for p = 1 and condition (C.4) for all p ≥ 1 are in fact very
strong.

Example 3.2. Let us consider in R
2 the system{

ẋ = −yu + (x + 1)v,

ẏ = (x + 1)u + yv

with (u, v) ∈ Up(T,K) for T , K > 0, and p ≥ 1. With an obvious change of coordi-
nates one can study the system {

ẋ = −yu + xv,

ẏ = xu + yv
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with target (−1, 0), which in polar coordinates is given by ρ̇ = ρv, θ̇ = u. In these
coordinates for each T > 0 and K > 0 the reachable set is given by

Rp(T,K)− {(−1, 0)}
=

⋃
0≤k≤Kp

{
(ρ, θ) : |θ| ≤ kT

1
p′ , e−(Kp−k)

1
p T

1
p′ ≤ ρ ≤ e(Kp−k)

1
p T

1
p′
}
.

Therefore Rp(T,K) is not convex for every T,K ≥ 0, but still condition (C.6) is
verified for all p ≥ 1. If p > 1, condition (C.3) is also verified, while if p = 1, only
the weaker condition (C.5) is fulfilled. Incidentally, notice that in the case of controls
(u, v) such that |u| ≤ 1, |v| ≤ 1, and without Lp-constraints, (C.6) is not verified (see,
e.g., [1]).

Theorem 3.1. Fix T > 0. For any p ≥ 1, the function Ep(·, T ) is upper
semicontinuous in the set Sp(T ) (defined as in (2.2)) and the set Sp(T ) is open if and
only if condition (C.1) is verified.

Furthermore, condition (C.2) is a necessary and sufficient condition for Ep to
verify the inequality

|Ep(x1, T )− Ep(x2, T )| ≤ |x1 − x2|/C2(T ) ∀x1, x2 ∈ R
n,

where C2(T ) is the same as in (C.2).
Proof. Let x ∈ Sp(T ). In view of the existence of an optimal control for the

minimum energy problem stated in Proposition 2.2, x ∈ Rp(T,Ep(x, T )). Condition
(C.1) easily implies that Sp(T ) is open and it is verified if and only if for any ε > 0
there is some δ > 0 such that B(x, δ) ⊂ Rp(T,Ep(x, T )+ε) or equivalently if and only
if Ep(y, T ) ≤ Ep(x, T ) + ε ∀y ∈ B(x, δ), that is, Ep(·, T ) is upper semicontinuous
in Sp(T ). Notice that (C.2) implies Sp(T ) = R

n. Furthermore, let x1, x2 ∈ R
n

be such that |x2 − x1| ≤ C2(T )δ̄, where C2(T ) and δ̄ are the same as in (C.2),
let K

.
= Ep(x1, T ), and suppose that Ep(x2, T ) > K. In view of Proposition 2.2,

x1 ∈ Rp(T,K) and, if (C.2) is verified, setting H
.
= |x1 − x2|/C2(T ) one has that

x2 ∈ Rp(T,K+H). Hence Ep(x2, T ) ≤ Ep(x1, T )+|x1−x2|/C2(T ) and the statement
of the second sufficient condition holds. The proof of the necessity can be obtained
by reversing the previous arguments.

Finally, it is easy to extend these results to all x1, x2 ∈ R
n.

Theorem 3.2. Fix K > 0. For any p ≥ 1 the function Tp(·,K) is upper
semicontinuous in the set Rp(K) (defined as in (2.2)) and the set Rp(K) is open if
and only if condition (C.3) is verified.

Furthermore, condition (C.4) is a necessary and sufficient condition for Tp to
verify the inequality

|Tp(x1,K)− Tp(x2,K)| ≤
( |x1 − x2|

C4(K)

)1/α

∀x1, x2 ∈ R
n such that |x1 − x2| ≤ C4(K)δ̄α, where C4(K), δ̄, and α are the same as

in (C.4).
We omit the proof, since it is completely analogous to the proof of Theorem 3.1.
Proposition 3.1. Let p ≥ 1 and T, K > 0.
(a) One has

Rp(T,K) = {x ∈ R
n : Tp(x,K) ≤ T} = {x ∈ R

n : Ep(x, T ) ≤ K}.
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(b) (Characterization by means of Ep.) If one assumes (C.1) and (C.6), one has

R◦
p(T,K) = {x ∈ R

n : Ep(x, T ) < K},
∂Rp(T,K) = {x ∈ R

n : Ep(x, T ) = K},
S◦p (T ) = Sp(T ) = {x ∈ R

n : Ep(x, T ) < +∞}.
(c) (Characterization by means of Tp.) If one assumes (C.3) and (C.6), one has

R◦
p(T,K) = {x ∈ R

n : Tp(x,K) < T},
∂Rp(T,K) = {x ∈ R

n : Tp(x,K) = T},
R◦

p(K) = Rp(K) = {x ∈ R
n : Tp(x,K) < +∞}.

(d) If (C.1) is assumed and the reachable sets are convex, then

R◦
p(K) = {x ∈ R

n : Tp(x,K) < +∞ and Ep(x, T ) < K ∀T > Tp(x,K)}.(3.1)

(e) If (C.6) is assumed, the relation (3.1) is equivalent to (C.5).
Proof. Statement (a) is immediate because of the existence of extended optimal

controls. The inclusions R◦
p(T,K) ⊂ {x ∈ R

n : Ep(x, T ) < K} and R◦
p(T,K) ⊂ {x ∈

R
n : Tp(x,K) < T} follow by (C.6). To prove the first equality in (b) let us observe

that (C.1) implies that

Rp(S,H) ⊂ Rp(T,H) ⊂ R◦
p(T,K) ∀0 < S < T and ∀0 < H < K.

Let x ∈ R
n be such that K ′ .

= Ep(x, T ) < K. In view of the above inclusions, it
suffices to show that

x ∈ Rp(S,H) for some S < T and H < K.(3.2)

If the optimal control (w0, w) associated with Ep(x, T ) is such that T ′ .
=
∫ 1

0
wp

0 ds < T ,
(3.2) is verified for S = T ′, and H = K ′. Otherwise, i.e., in the case T ′ = T ,
then x ∈ Rp(T,K

′) and by (C.1) x ∈ R◦
p(T,H) for any K ′ < H < K. Hence by

(C.6) there exists some ε > 0 such that x ∈ Rp(T − ε,H − ε) and (3.2) is veri-
fied for S = T − ε and H = H. The second statement of (b) follows from (a) and
from the first part of (b), in view of the fact that the sets Rp(T,K) are closed.
The third statement is a straightforward consequence of (C.1). All the equalities
in (c) can be proved in a similar way. To prove (3.1), notice that the inclusion
R◦

p(K) ⊃ ∪T>0R◦
p(T,K) is always verified. If the sets Rp(T,K) are convex, the con-

verse inclusion is a consequence of the fact that they are closed. Otherwise, since
from the previous characterization of R◦

p(T,K) it follows that ∪T>0R◦
p(T,K) = {x ∈

R
n : Tp(x,K) < +∞ and Ep(x, T ) < K for some T > Tp(x,K)}, thus, to con-

clude, it remains to show that Tp(x,K) = inf{T > 0 : Ep(x, T ) < K}. Suppose that
T̄

.
= inf{T > 0 : Ep(x, T ) < K} > Tp(x,K). Since the function Ep is lower semicon-

tinuous and decreasing in T , T̄ is in fact a minimum and K ′ .
= Ep(x, T̄ ) < K. Thus

x ∈ Rp(T̄ ,K ′) and (C.1) implies that x ∈ R◦
p(T̄ ,K). By (C.6), x ∈ Rp(T̄ − ε,K − ε)

for some ε > 0, so that Ep(x, S) ≤ K − ε for all S ∈ [T̄ − ε, T̄ [, in contradiction with
the definition of T̄ .

The implication (3.1) =⇒ (C.5) is clear. Conversely, condition (C.5) means that
for all x ∈ R◦

p(K) one has x ∈ R◦
p(T,K) ∀T > Tp(x,K), and (C.6) yields that

x ∈ Rp(T − ε,K − ε) for some ε > 0. Hence Ep(x, T ) < K ∀T > Tp(x,K) and the
equivalence is proved.
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Proposition 3.2. Let p ≥ 1.
(a) If (C.1) and (C.6) are assumed, Dom(Ep) is an open set.
(b) If (C.3) and (C.6) are assumed, Dom(Tp) is an open set.
(c) If (C.1) is assumed and either the reachable sets are convex or (C.6) and (C.5)

are assumed, then Dom(Tp) is not necessarily open but one has that

Dom(Tp)
◦ = ∪K>0R◦

p(K)× {K},
where R◦

p(K) is given in (3.1).
Proof. We prove only (c), the proofs of (a) and (b) being similar and, in fact,

easier. We begin by showing that for all p ≥ 1, ∪K>0R◦
p(K) × {K} is an open

set. Indeed, given x ∈ R◦
p(K), by (C.6) and Proposition 3.1 it follows that there

exist ε and δ > 0 such that B(x, δ) ⊂ R◦
p(K − ε). Hence (y,H) ∈ R◦

p(H) × {H}
∀(y,H) ∈ B(x, δ)×]K − ε,+∞[. This concludes the proof if the sets Rp(H) are
open; otherwise, it remains to show that Dom(Tp)

◦ ⊂ ∪K>0R◦
p(K) × {K}. Let

(x,K) ∈ Dom(Tp)
◦. Since B((x,K), δ) ⊂ Dom(Tp) for some δ > 0, we have, in

particular, that x ∈ Rp(K − δ), so that Ep(x, T ) < K for some T . In view of
Proposition 3.1, this is equivalent to claim that x ∈ R◦

1(K).
As already remarked, the controllability assumptions (C.1)–(C.4) yield continuity

results only for the maps x �→ Ep(x, T ) and x �→ Tp(x,K). However, the dependence
of Ep(x, T ) and Tp(x,K) on the scalar variables T and K, respectively, is not trivial.
For instance, the Hamilton–Jacobi–Bellman equations associated with Ep and Tp
involve the derivatives ∂Ep/∂T and ∂Tp/∂K, respectively, as suggested in the case p >
1 by the dynamic programming principles (TDPP) and (EDPP) stated in Proposition
3.4 below (see also Remark 2.3). Together with condition (C.5) and (C.1), condition
(C.6) yields the continuity of the minimum time and of the minimum energy function
on its whole domain, respectively, as shown in Theorem 3.3, and also the maximality
properties stated in Proposition 3.3.

Theorem 3.3. Let p ≥ 1.
(a) Assume (C.5) and (C.6). Then the minimum time function Tp : Dom(Tp)

◦ →
[0,+∞[ is upper semicontinuous.

(b) Assume (C.1) and (C.6). Then the minimum energy function Ep : Dom(Ep)→
[0,+∞[ is upper semicontinuous.

Proof. Let (x,K) ∈ Dom(Tp)
◦. Propositions 3.1 and 3.2 imply that x ∈ R◦

p(Tp(x,K)
+ε,K) for any ε > 0, and by (C.6) it follows that there exists ε′ > 0 such that
x ∈ R◦

p(Tp(x,K) + ε − ε′,K − ε′), so that B(x, δ) ⊂ Rp(Tp(x,K) + ε − ε′,K − ε′)
for some δ > 0. Hence Tp(y,H) ≤ Tp(x,K) + ε ∀y ∈ B(x, δ) ∀H > K − ε′ and this
concludes the proof. The proof concerning Ep follows the same lines.

Proposition 3.3. Let p ≥ 1, and assume (C.1), (C.6).
(a) Fix K > 0. Then

Ep(x, Tp(x,K)) = K ∀x ∈ Rp(K) \ Rp(0,K).

(b) Assume (C.3) and fix T > 0. Then

Tp(x,Ep(x, T )) = T ∀x ∈ Sp(T ) \ Rp(T, 0).

(c) Assume (C.5) and fix T > 0. Then

Tp(x,Ep(x, T )) = T ∀x ∈ R◦
p(K) \ Rp(T, 0), where K

.
= Ep(x, T ).

Proof. Let p ≥ 1, and let (x,K) be such that Tp(x,K) > 0. By the existence of the
optimal control for the minimum time problem, we can assume that Ep(x, Tp(x,K)) ≤
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K. Suppose that Ep(x, Tp(x,K)) < K. Since by definition one has that Ep(x, T ) ≥ K
∀T ∈]0, Tp(x,K)[, in view of Theorem 3.3 we find a contradiction with the fact that
Ep is upper semicontinuous and decreasing in T . This yields statement (a). Since the
function Tp is decreasing in K, the proof of (b) and (c) follows in an analogous way
from Proposition 3.1(c) and Theorem 3.3.

By the results in the appendix it follows that Rp(0,K) = {0} ∀p > 1. For
p = 1 instead, the set R1(0,K) is in general nontrivial, as shown, e.g., by Example
3.1(b). In this case the maximality property (a) above fails if T1(x,K) = 0, that is, for
x ∈ R1(0,K). Indeed, T1(x,K

′) = 0 ∀K ′ ≥ K, so that E1(x, T1(x,K
′)) = K < K ′

∀K ′ > K. Analogous remarks hold for (b) and (c). Notice that under the assumptions
made on the drift f in section 2, for any p ≥ 1 the set Rp(T, 0) = {0} if f(0) = 0.

3.2. Regularity results for Ê1 and T̂1. Our goal in this subsection is to prove
that the original minimum time and minimum energy functions coincide, in fact, with
the extended functions under the following local controllability condition:

∃ε̂ > 0 such that ∀ε < ε̂ : B(0, δ) ⊂ R̂1(ε, ε) for some δ > 0.(C.7)

Lemma 3.1. Let p = 1 and assume (C.6) and (C.7). Then

R̂◦
1(T,K) = R◦

1(T,K) ∀T,K > 0.

Proof. The inclusion R̂◦
1(T,K) ⊂ R◦

1(T,K) is trivial. To prove the converse
inclusion, fix x ∈ R◦

1(T,K). Then (C.6) implies that x ∈ R◦
1(T −2ε,K−2ε) for some

positive ε < ε̂, where ε̂ is the same as in (C.7). Fix z ∈ B(x, µ) ⊂ R1(T −2ε,K−2ε).

Let (w0, w) be a control such that
∫ 1

0
w0(s) ds ≤ T − 2ε,

∫ 1

0
|w(s)| ds ≤ K − 2ε, and

yz(1, w0, w) = 0. Consider then the control (w0 + 1
n , w) and denote by (tn, kn, yn) the

corresponding solution to (S)1. In view of (C.7), let δ be such that B(0, δ) ⊂ R̂1(ε, ε).
By standard estimates it follows that |yn(1)| < δ and 1/n ≤ ε for n large enough,
so that yn(1) ∈ R̂1(ε, ε) and hence z ∈ R̂1(T,K − ε) ∀z ∈ B(x, µ). Hence x ∈
R̂◦

1(T,K).
Theorem 3.4. Let p = 1 and assume (C.6), (C.7).
(a) If (C.1) is verified, then Ê1 ≡ E1 in R

n×]0,+∞[.
(b) If (C.5) is verified, then T̂1 ≡ T1 in Dom(T̂1)

◦. Moreover, Dom(T̂1)
◦ =

Dom(T1)
◦.

Proof. (a) Let (x, T ) ∈ R
n×]0,+∞[ and set K

.
= E1(x, T ). If K = +∞, then

Ê1(x, T ) = +∞. Let K < +∞. Since x ∈ R1(T,K), in view of (C.1) one has that
x ∈ R◦

1(T,K + ε) ∀ε > 0, and by Lemma 3.1 it follows also that x ∈ R̂◦
1(T,K + ε)

∀ε > 0. Hence Ê1(x, T ) ≤ E1(x, T ) + ε ∀ε > 0, and since ε is arbitrary we get
Ê1(x, T ) = E1(x, T ).

(b) Let x ∈ R◦
1(K) and assume (C.5). By Proposition 3.2(e), it follows that

E1(x, T ) < K ∀T > T1(x,K), or equivalently that x belongs to R◦
1(T1(x,K) + ε,K)

for any ε > 0. In view of Lemma 3.1, this implies that x ∈ R̂◦
1(T1(x,K) + ε,K).

Hence T̂1(x,K) ≤ T1(x,K) + ε for any ε > 0, which yields T̂1(x,K) = T1(x,K)
∀(x,K) ∈ Dom(T1)

◦ and also Dom(T̂1)
◦ = Dom(T1)

◦, in that T1(x,K) = +∞
implies T̂1(x,K) = +∞.

Taking into account Lemma 3.1 and Theorem 3.4, the following results for Ê1

and T̂1 are straightforward consequences of Propositions 3.1 and 3.3 and Theorems
2.1 and 3.3.
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Corollary 3.1. Let p = 1 and assume (C.1), (C.6), and (C.7). Then
(a) Dom(Ê1) is an open set and Ê1 is upper semicontinuous in Dom(Ê1) and

lower semicontinuous in Dom(Ê1);
(b) if (C.5) holds, then for any K > 0 one has Ê1(x, T̂1(x,K)) = K ∀x ∈ R̂◦

1(K)\
R1(0,K).

(c) If (C.2) holds, then for any T > 0 one has Ŝ1(T ) = R
n and there exists L1 > 0

such that for all x1, x2 ∈ R
n one has

|Ê1(x2, T )− Ê1(x1, T )| ≤ L1|x2 − x1|.

Corollary 3.2. Let p = 1 and assume (C.5), (C.6), and (C.7). Then we have
the following:

(a) Dom(T̂1)
◦ = ∪K>0(R̂◦

1(K) × {K}), and T̂1 is upper semicontinuous in

Dom(T̂1)
◦ and lower semicontinuous in Dom(T̂1). If (C.3) holds, then Dom(T̂1) is

open.
(b) If (C.1) holds, then T̂1(x, Ê1(x, T )) = T ∀x ∈ R̂◦

1(K) \ R̂1(T, 0), where
K = Ê1(x, T ). If (C.3) holds, then T̂1(x, Ê1(x, T )) = T ∀x ∈ Ŝ1(T ) \ R̂1(T, 0).

(c) If (C.4) holds, then for any K ≥ 0 one has R̂1(K) = R
n and there exists

L2 > 0 such that

|T̂1(x1,K)− T̂1(x2,K)| ≤ L2|x1 − x2|1/α

∀x1, x2 ∈ R
n such that |x1−x2| is small enough and where α is the same as in (C.4).

3.3. Local controllability conditions and regularity results for p > 1.
In line with what has already been done for linear systems in the case p > 1 and
for nonlinear systems for p =∞, we prove local versions of Theorems 3.1 and 3.2 for
p > 1 (see Theorems 3.5 and 3.6, respectively) using the following local controllability
conditions:

(C.8) Fix p > 1. Assume that there are a constant ε̄ > 0 and an increasing
function τ with τ(0) = 0 such that for all x0 ∈ Rp(T,K) ∩ {x : |x| ≤ ε̄} for some T ,
K > 0, one has

B(x0, τ(T )H) ⊂ Rp(T,K + H) ∀τ(T )H ≤ ε̄.

(C.9) Fix p > 1. Assume that there are some σ, ε̄ > 0, and α ≥ 1 such that

B(0, σKSα) ⊂ Rp(S,K) ∀S,K ≥ 0 such that σKSα ≤ ε̄.

Notice that, even if (C.8) is a local condition, it differs essentially from assumption
(C.9) and, more generally, from the usual local controllability conditions, where one
assumes that there exists a ball centered at the origin contained in any reachable set
in small time (and with small energy, in our case). Indeed, condition (C.8) requires
that around the origin the reachable sets display a “good expandability” property
in the K-variable. More precisely, one has to have that for any x0 near the origin
and belonging to some Rp(T,K), there exists some σ > 0 such that all the points in
B(x0, σH) can reach the origin using controls with energy less than or equal to K+H.
Finally, we refer to Remark 3.1 and Example 3.3 below for some considerations about
the local controllability conditions and the regularity for p = 1.

The proofs of Theorems 3.5 and 3.6 below are based on the following dynamic
programming principles.
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Proposition 3.4. Let p > 1. For every (x, T ) ∈ (Rn \ {0})× [0,+∞[ and every
S ≤ T one has

Ep
p(x, T ) = inf

{∫ S

0

|u|p dt + Ep
p

(
yx(S, u), T − S

)
: u ∈ Lp([0, S],Rm)

}
.(EDPP)

For every (x,K) ∈ (Rn \ {0})× [0,+∞[ and every T ≤ Tp(x,K) one has

Tp(x,K) = inf


T + Tp


yx(T, u),

(
Kp −

∫ T

0

|u|p dt
) 1
p


 :

u ∈ Lp([0, T ],Rm),

∫ T

0

|u|p dt ≤ Kp


 .(TDPP)

Theorem 3.5. Let p > 1, and suppose that condition (C.8) is verified. Then
for fixed T , K > 0, and N > 0 there exists some L2 > 0 such that for all x1, x2 ∈
Rp(T,K) ∩ {x : |x| ≤ N} one has

|Ep(x2, T )− Ep(x1, T )| ≤ L2|x2 − x1| 1p .

Moreover, Sp(T ) is an open set.
Proof.
Step 1. Let x1, x2 ∈ Sp(T )∩{x : |x| ≤ N}, let K1

.
= Ep(x1, T ), and suppose that

Ep(x2, T ) > K1. In view of Proposition 2.2 and Remark 2.2, there exists an optimal

control u such that Ep(x1, T ) = (
∫ T

0
|u|p dt)1/p. Let t̄ < T be the first time such that

yx1
(t̄, u) ∈ ∂B(0, ε̄). Since p > 1, by the estimates

sup
t∈[0,T ]

|yx1
(t, u)| ≤ C̄1

.
=

(
Mf +

m∑
i=1

Mgi

)
(1 + N)eMfT+

∑m

i=1
Mgi

K1T
1/p′

(3.3)

and

ε̄ = |yx1(t̄, u)| =
∣∣∣∣∣
∫ T

t̄

[
f(yx1(t, u)) +

m∑
i=1

gi(yx1(t, u))ui(t)

]
dt

∣∣∣∣∣
≤ (1 + C̄1)

[
Mf (T − t̄) + K1

m∑
i=1

Mgi(T − t̄)1/p
′
]

it follows that there is some positive constant C̄2 such that

T − t̄ ≥
[

ε̄

C̄2

]p′
.(3.4)

Moreover, similar standard estimates yield that

|yx2
(t̄, u)− yx1

(t̄, u)| ≤ |x2 − x1|eLf t̄+
∑m

i=1
LgiK1 t̄

1/p′
,

where Lf and Lgi (i = 1, . . . , n) depend on the compact set to which yx1(t, u) and
yx2(t, u) belong for all t ∈ [0, T ].
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Step 2. Let us first consider only x1, x2 such that

|x2 − x1| ≤ ρx1

.
= ε̄/eLfT+

∑m

i=1
LgiK1T

1/p′
,

and let

H
.
=
|x2 − x1|eLfT+

∑m

i=1
LgiK1T

1/p′

τ

([
ε̄
C̄2

]p′) .

Hence by applying (C.8) to x0
.
= yx1

(t̄, u) ∈ Rp(T − t̄, (Kp − ∫ T

0
|u|p dt)1/p) we have

that yx2(t̄, u) ∈ Rp(T − t̄, (Kp
1 −

∫ T

0
|u|p dt)1/p +H), which, in view of (EDPP), yields

Ep(x2, T )− Ep(x1, T ) ≤

∫ T

0

|u|p dt +


(Kp

1 −
∫ T

0

|u|p dt
)1/p

+ H



p


1/p

−K1.

By assuming H ≤ 1, straightforward calculations lead to the local Hölder continuity
estimate of the statement for some L2 > 0.

Step 3. By a standard compactness argument, the above estimate on the local
Lipschitz continuity can be easily extended to the whole set Rp(T,K)∩{x : |x| ≤ N}.
Moreover, since for any x1 ∈ Sp(T ) there are some K > 0 and some N > 0 such that
x1 ∈ Rp(T,K) ⊂ {x : |x| ≤ N}, by the previous steps it follows that there is some
ρx1

> 0 such that B(x1, ρx1
) ⊂ Sp(T ). Hence Sp(T ) turns out to be open.

Theorem 3.6. Let p > 1, and suppose that condition (C.9) is verified. Then,
for fixed T , K, and N > 0 there exists some L4 > 0 such that for all x1, x2 ∈
Rp(T,K) ∩ {x : |x| ≤ N} one has

|Tp(x1,K)− Tp(x2,K)| ≤ L4|x1 − x2|
1
αp′ .

Moreover, Rp(K) is an open set.
Proof.
Step 1. Let x1, x2 ∈ Rp(K) ∩ {x : |x| ≤ N} such that |x1 − x2| ≤ 1, let

T1
.
= Tp(x1,K), and suppose that Tp(x2,K) > T1. In view of Proposition 2.2 and

Remark 2.2, there exists an optimal control u such that (
∫ T1

0
|u|p dt)1/p ≤ K and

yx1(T1, u) = 0. Following [6], let λ
.
= 1 − |x2 − x1| and consider the trajectory

yx2(·, λu). Since (Kp − λpKp)1/p > K(1− λ)1/p, by (TDPP) it follows that

Tp(x2,K) ≤ T1 + Tp

(
yx2

(T1, λu),K(1− λ)1/p
)
.

Standard estimates yield that

|yx2(T1, λu)| ≤ (1 + C̄1)

[
KT

1/p′

1

m∑
i=1

Mgie
Lf+

∑m

i=1
LgiKT

1/p′
1

]
|x2 − x1|

for some constant C̄1 > 0, where Lf and Lgi (i = 1, . . . , n) depend on the compact
set to which yx2

(t, λu) and yx1
(t, u) belong for all t ∈ [0, T ].

Step 2. Let us first consider only x1, x2 such that

|x2 − x1| ≤ ρx1

.
= ε̄/(1 + C̄1)

[
KT

1/p′

1

m∑
i=1

Mgie
Lf+

∑m

i=1
LgiKT

1/p′
1

]
,
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so that by (C.9) and by the definition of λ it follows that

Tp

(
yx2(T1, λu),K(1− λ)1/p

)
≤
[ |yx2

(T1, λu)|
σK(1− λ)1/p

]1/α

≤




(1 + C̄1)

[
T

1/p′

1

∑m
i=1 Mgie

Lf+
∑m

i=1
LgiKT

1/p′
1

]
σ

|x2 − x1|1/p′



1/α

.(3.5)

At this point (TDPP) leads to the local Hölder continuity estimate

Tp(x2,K)− Tp(x1,K) ≤ L4|x2 − x1|
1
αp′ ,

where L4 denotes the constant written above.
Step 3. In the same way as in Theorem 3.5, this result can be extended to the

whole set Rp(T,K) ∩ {x : |x| ≤ N}, and Rp(K) turns out to be open.
We point out that under condition (C.4) the exponent of Hölder continuity of

the minimum time function Tp(·,K) obtained in Theorem 3.2 is 1/α, which is larger
than the exponent 1/αp′ given in Theorem 3.6 under the weaker condition (C.9).
For instance, in Example 3.1 and for λ < 0, Theorem 3.2 yields the local Lipschitz
continuity of Tp(·,K) for every p > 1. Notice though that if only (C.9) is in force, the
exponent 1/αp′ cannot be, in general, improved (see [6]). Analogously, condition (C.2)
yields the Lipschitz continuity of Ep (this is the case of controllable linear systems)
while condition (C.8) yields only its Hölder continuity.

As straightforward consequences of Theorems 3.1, 3.5 and of Theorems 3.2, 3.6,
respectively, one has the following results.

Corollary 3.3. Let p > 1 and assume (C.8). Then the global topological
property (C.1) turns out to be verified.

Corollary 3.4. Let p > 1 and assume (C.9). Then the global topological
property (C.3) turns out to be verified.

Remark 3.1. If p = 1, the arguments used in the proofs of Theorems 3.5 and 3.6
do not work, even if we consider the extended minimum time and minimum energy
functions (and the corresponding dynamic programming principles). More precisely,
both the crucial estimates (3.4) and (3.5) are in force thanks only to the fact that
1− 1

p > 0. In fact, no regularity property of T1(·,K) can be propagated in the whole

set R1(K) from properties of the system in a neighborhood of the target, as shown
by the following example.

Example 3.3. Let us consider the (controllable) linear control system introduced
in Example 3.1(b). In the case λ ≥ 0 one has that R1(K) = R1(T,K) = B(0,K).
Hence the set R1(K) turns out to be closed even if (C.9) is verified. On the contrary,
a regularity result for T̂1 similar to the one obtained in Theorem 3.6 for p > 1 would
actually imply that R1(K) is open.

4. Sufficient controllability conditions. In this section we prove that for
linear systems the classical Kalman condition implies the topological properties
and the local controllability conditions introduced in the previous sections. In the
general case of nonlinear systems, we show how a well-known controllability condition
around the target yields some of the local controllability assumptions introduced in
section 3.
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We start by considering a linear control system of the form

ẏ = Ay + Bu,(L)

where A is an n × n and B is an n ×m-real matrix. Let us introduce the Kalman
condition

{i : rank[B,AB, . . . , AiB] = n} �= ∅,(K)

and let r
.
= min{i : rank[B,AB, . . . , AiB] = n}. If p = +∞, it is well known that (K)

is necessary and sufficient for the continuity, in fact, for the Hölder continuity, of the
minimum time function—see, e.g., [9]. Results on the continuity of (x, T ) �→ Ep(x, T )
for T > 0 and on the Hölder continuity of x �→ Tp(x,K) for K > 0 (for linear control
systems) can already be found in [4] and [6] but only in the case p > 1.

Lemma 4.1. Consider system (L).
(a) For every p ≥ 1, T > 0, and K > 0, the set R̂p(T,K) is convex and

Rp(T,K) = KRp(T, 1).(4.1)

(b) Assume (K). Then conditions (C.1), (C.2), (C.5), and (C.6) are verified for
all p ≥ 1. If p = 1, condition (C.7) also holds.

(c) Assume (K), and let p > 1. Then condition (C.9), with α
.
= 1

p′ + r, and

condition (C.3) are verified.
Proof. The homogeneity property (4.1) is proved for p = 1 in [8], and one can

easily extend the proof to the case p > 1. By (K) the dimension of Rp(T,K) is n, and
this together with (4.1) implies (C.1) for p ≥ 1. In order to prove (C.2), fix T > 0 and
let x ∈ Rp(T,K) for some K > 0. By (K), for any H > 0 it is possible to find (see,

e.g., [8]) n+1 controls u1, . . . , un+1 such that
∫ T

0
|ui(t)|p dt ≤ Hp, with |ui(t)| = H

T 1/p

for t ∈ [0, T ], i = 1, . . . , n + 1, and such that, denoting by yi
.
=
∫ T

0
e(T−t)ABui(t) dt,

the convex hull generated by {x+yi, i = 1, . . . , n+1} contains a ball B(x, δ). Moreover
it is also easy to show following [9] that there exist some constants δ̄ > 0 and C0 > 0
such that for any T > 0 one has δ ≥ C0

H
T 1/pT

r for all H ≤ δ̄. Hence (C.2) turns out

to be verified by setting, e.g., C2(T ) = C0
T r

T 1/p . Since the (original) reachable sets

are convex and R̂1(T,K) = R1(T,K) the previous result yields (C.7) for p = 1, and
by Proposition 3.2 it also follows that (C.6) is verified and (C.1) implies (C.5). The
proof of (C.9) follows from [17] (see also [6]). Finally, by Corollary 3.4 it follows that
(C.9) implies (C.3).

Owing to Lemma 4.1, the following results on the minimum time and the mini-
mum energy functions are straightforward consequences of the propositions and the
theorems in section 3.

Corollary 4.1. Consider system (L), assume (K), and let p > 1. Then we have
the following:

(a) Dom(Ep) = R
n×]0,+∞[, and the map Ep is continuous on it and lower

semicontinuous on R
n × [0,+∞[.

(b) For any K > 0, Ep(x, Tp(x,K)) = K ∀x ∈ Rp(K) \ {0}, and Rp(K) is an
open set.

(c) For any fixed T > 0 there exists L1 > 0 such that for all x1, x2 ∈ R
n one has

|Ep(x2, T )− Ep(x1, T )| ≤ L1|x2 − x1|.
(d) Dom(Tp) is an open set and the map Tp is continuous on it and lower semi-

continuous on Dom(Tp).
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(e) For any T > 0, Tp(x,Ep(x, T )) = T ∀x ∈ R
n \ Rp(T, 0).

(f) For any fixed T,K, and N > 0 there exists L2 > 0 such that for every
x1, x2 ∈ Rp(T,K) ∩ {x : |x| ≤ N} one has

|Tp(x1,K)− Tp(x2,K)| ≤ L2|x1 − x2|
1
αp′ .

Corollary 4.2. Consider system (L), assume (K), and let p = 1. Then we have
the following:

(a) Dom(Ê1) = R
n×]0,+∞[, Ê1 is continuous on R

n×]0,+∞[ and lower semi-
continuous on R

n × [0,+∞[.
(b) For any K > 0 Ê1(x, T̂1(x,K)) = K ∀x ∈ R̂◦

1(K) \ R1(0,K).
(c) For any T > 0 there exists L1 > 0 such that for all x1, x2 ∈ R

n one has

|Ê1(x2, T )− Ê1(x1, T )| ≤ L1|x2 − x1|.
(d) Dom(T̂1)

◦ = ∪K>0(R̂◦
1(K) × {K}) and T̂1 is continuous in Dom(T̂1)

◦ and

lower semicontinuous in Dom(T̂1).
(e) For any T > 0 T̂1(x, Ê1(x, T )) = T ∀x ∈ R̂◦

1(K) \ R̂1(T, 0), where K =
Ê1(x, T ). If (C.3) holds, then T̂1(x, Ê1(x, T )) = T ∀x ∈ R

n \ R̂1(T, 0).
(f) If (C.4) holds, then for any K ≥ 0 the set R̂1(K) = R

n and there exists L2 > 0
such that

|T̂1(x1,K)− T̂1(x2,K)| ≤ L2|x1 − x2|1/α

∀x1, x2 ∈ R
n such that |x1 − x2| is small enough, where α is the same as in (C.4).

In the framework of nonlinear control systems we prove that the following well-
known assumption (H) implies some of the local controllability conditions introduced
in subsections 3.2 and 3.3 (see, e.g., [8]).

(H) f(0) = 0 and f is continuously differentiable in a neighborhood of the origin.
Let A

.
= ∂xf(0) (∂xf(0) denotes the Jacobian matrix of f in the origin) and B

.
=

(g1(0), . . . , gm(0)); A and B verify (K).
Let us recall that, as shown in section 3, local conditions alone are sufficient in

order to obtain some partial regularity results for Tp and Ep only in the case p > 1
(see Theorems 3.5, 3.6). Any result for p = 1, instead, requires us to assume also
some global topological properties of the reachable sets.

Lemma 4.2. Consider system (Ŝ)p and assume (H). Then conditions (C.9) and
(C.3) hold for p > 1; condition (C.7) holds for p = 1.

Proof. The proof is based on an analogous result proved by Bianchini and Stefani
in [1] for compact valued controls. In fact, it is possible to deduce from [1] that
for any T and K > 0, denoting by U∞(T )

.
= {u ∈ L∞([0, T ],Rm) : |ui| ≤ K, i =

1, . . . ,m} and by R∞(T ) the corresponding reachable set, for sufficiently small ε one
has B(0, σKεα) ⊂ R∞(ε), where α

.
= 2r + 1 + ρ. It is clear that if u ∈ U∞(T ), then

for p ≥ 1 one has that u
m ∈ Ûp(T,K) if T ≤ 1. Therefore for sufficiently small ε, there

exists a constant σ′ such that B(0, σ′Kεα) ⊂ R̂p(ε,K). This implies (C.9) for p > 1
and (C.7) for p = 1; (C.3) follows by Corollary 3.2.

As a consequence of this lemma, one has that under the hypotheses of Theorem
3.4 the extended problems are equivalent to the original ones for p = 1. Moreover,
in view of Theorem 3.6, (H) yields the regularity of Tp(·,K) for p > 1 and for any
K > 0.

Corollary 4.3. Assume (H). Then for p > 1, fixed T , K, and N > 0 there
exists L4 > 0 such that for every x1, x2 ∈ Rp(T,K) ∩ {x : |x| ≤ N} one has

|Tp(x1,K)− Tp(x2,K)| ≤ L4|x1 − x2|
1
αp′ ,
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with α = 2r + 1 + ρ ∀ρ > 0. Moreover, Rp(K) is an open set.
Remark 4.1. Due to Theorem 3.5, in order to check the local Hölder continuity

of Ep(·, T ), one should prove directly condition (C.8). As already remarked at the
beginning of subsection 3.3, this condition is essentially different from usual local
controllability conditions (for bounded valued control systems), and hence it cannot
be easily deduced from them. We just mention that in Example 3.2 conditions (C.8)
for p > 1 (in fact, also the stronger condition (C.2)) and (C.7) for p = 1 turn out to
be verified. Moreover, for any control system which is linear just in a neighborhood
of the origin and here verifies the Kalman condition, (C.8) for p > 1 holds.

Appendix. The following propositions clarify the relation between (Ŝ)p and (S)p.
We omit the proofs in the case p > 1, in that they are completely similar to the proofs
given for more general nonlinear systems and for p = 1 in [11].

Proposition A.1. Fix p ≥ 1. For every y(·) = y(·, u) solution to (Ŝ)p in [0, T ]
and for every increasing and surjective absolutely continuous map t : [0, 1] → [0, T ],
the graph parametrization (t, y ◦ t) of y is the (t, y)-component of a solution of (S)p
associated with the control (w0(s), w(s))

.
= ( p

√
t′(s), p

√
t′(s)u(t(s))) for a.e. s ∈ [0, 1].1

Moreover, if s : [0, 1] → [0, 1], σ �→ s(σ), is a nondecreasing and surjective abso-
lutely continuous map, for every trajectory (t, k, y)(s) = (t, k, y)(s, w0, w) of (S)p the

map (t̂, k̂, ŷ)(σ)
.
= (t, k, y)(s(σ)) ∀σ ∈ [0, 1] is still a solution to (S)p, corresponding

to the control (ŵ0, ŵ) defined by ŵ0(σ)
.
= w0(s(σ)) dsdσ (σ) and ŵ(σ)

.
= w(s(σ)) dsdσ (σ).

Due to the first part of Proposition A.1, the set of graphs of trajectories of (Ŝ)p
can be identified with the subset of (t, y)-components of trajectories of (S)p with
the corresponding control (w0, w) such that w0 > 0 a.e. In this sense (S)p can be

considered as an extension of (Ŝ)p.
For any p ≥ 1, let (w0, w) ∈ Lp([0, 1], [0,+∞[×R

m). If (w0, w) = 0 a.e. in [0, 1],
we set

(wc
0(s), w

c(s)) = (w0(s), w(s)) for a.e. s ∈ [0, 1];

otherwise let σ : [0, 1]→ [0, 1] be defined by

σ(s)
.
=

∫ s

0
|(w0, w)(s′)|p ds′∫ 1

0
|(w0, w)(s′)|p ds′

∀s ∈ [0, 1].

We set (
wc

0(σ(s))
dσ

ds
(s), wc(σ(s))

dσ

ds
(s)

)
= (w0(s), w(s)) for a.e. s ∈ [0, 1].(A.1)

In principle (A.1) defines a multivalued control map. Yet (wc
0, w

c) turns out to
be uniquely determined a.e.

Proposition A.2. Fix p ≥ 1. Given a control (w0, w) ∈ Lp([0, 1], [0,+∞[×R
m),

the expression (2.2) defines a measurable map (wc
0, w

c) a.e. on [0, 1] and |(wc
0, w

c)|p(s)
=
∫ 1

0
|(w0, w)|p(s) ds for a.e. s ∈ [0, 1]. The control (wc

0, w
c) and the corresponding

solution (tc, kc, yc)(·) .
= (t, k, y)(·, wc

0, w
c) to (S)p will be called the canonical repre-

sentatives of (w0, w) and of (t, k, y)(·, w0, w), respectively. Moreover, the relation

(t, k, y)
(
σ−1({ξ})) = (tc, kc, yc)(ξ)

1If a control z is Lebesgue measurable, here and in what follows we assume to replace it with a
Borel measurable control ζ such that ζ = z a.e., so that the composition with t(s) is still measurable.
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holds true for all ξ ∈ [0, 1].
Remark A.1. Due to Proposition A.2, the canonical representative of any control

(w0, w) ∈ Up(T,K) is bounded, in that |(wc
0, w

c)|p(s) ≤ 2p(T +Kp) for a.e. s ∈ [0, 1].
Moreover, the reachable setRp(T,K) and the minimum time and the minimum energy
functions do not change if one considers only canonical representatives of controls.
Hence in the extended problems one deals in fact with bounded valued controls.

Acknowledgment. We would like to sincerely thank Rosa Maria Bianchini for
giving us very useful information about the controllability conditions in nonlinear
systems and for her kind help.
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Abstract. In this paper we prove the large deviation principle for a class of random walks with
state-dependent noise. This type of model has important applications in queueing and communica-
tion theory and in the area of stochastic approximation.
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AMS subject classifications. 60F10, 60K30

DOI. 10.1137/S0363012901396618

1. Introduction. This paper is concerned with proving a large deviation prin-
ciple for a certain class of random walks, where the evolution of the noise process de-
pends on the state of the random walk. This type of model arises in a natural way in
the study of recursive algorithms, which have important applications in queueing and
communication theory and in the area of stochastic approximation. In fact, our main
motivation for the study of these models is their application to the state-dependent
stochastic approximation algorithms presented in [10]. The convergence and rate of
convergence analysis of algorithms is, in general, difficult, and it is associated with the
solution of a deterministic differential equation. This approach is developed in detail
in [10], where a number of different models are analyzed, including classical models
like Robbins–Monro and ARMAX. Further examples arising from nonlinear filtering
and off-line identification can be found in [12] and from parameter tracking in [9].

A general recursive algorithm has the form

θk+1 = θk + γkF (θk, ηk+1), k = 0, 1, . . . ,(1.1)

with θk ∈ R
d, ηk ∈ R

m, and {γk, k = 0, 1, . . .} is a sequence of positive numbers
such that γk → 0 as k → ∞. As in the Robbins–Monro algorithm, θk represents an
“estimate” of an object of interest, while ηk is a random variable (or observation) with
distribution function possibly depending on previous estimates and observations. In
our model ηk will represent the noise entering the system (1.1) and its distribution
may be affected by θk−1 and ηk−1. The sequence {ηk, k ∈ N} has its own structure,
depending on the type of application at hand. It can have a linear structure, as in
the identification problem described in [11], or nonlinear, as in the random direction
problem in [10, p. 16]. Let us suppose that observations are given by the recursive
formula

ηk+1 = G(θk, ηk, νk+1), k = 0, 1, . . . ,(1.2)
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where νk are R
d valued independent and identically distributed random variables

with strictly positive density g and, for each k, νk+1 is independent of θj , ηj , j ≤
k. Assume that, given θ and η, G(θ, η, ·) is a diffeomorphism on R

m with inverse
H(θ, η, ·). Then, given A, a Borel set in R

d,

Prob[ηk+1 ∈ A|θ0, . . . , θk, η0, . . . , ηk]

= Prob[νk+1 ∈ H(θk, ηk, A)|θ0, . . . , θk, η0, . . . , ηk]

=

∫
H(θk,ηk,A)

g(y)dy

=

∫
A

g(H(θk, ηk, y))|J(θk, ηk, y)|dy,

where J is the Jacobian of H and |J | denotes its determinant. From this argument
it can be seen that, under broad general conditions on F, G, and g, the algorithm
(1.1)–(1.2) satisfies Hypothesis H.1 below, so that the conclusions of our main theorem
apply.
The model. Let S be a Polish space, and let p(dζ|x, ξ) be a stochastic kernel

on S given R
d × S. For each n ∈ N, we consider a sequence of random variables

{(Xn
j , Z

n
j ), j = 0, . . . , n} defined on a probability space (Ω,F , P ) and taking values in

R
d × S. For x ∈ R

d, ξ ∈ S, and b a function mapping R
d × S into R

d, this sequence
is defined by setting Xn

0
.
= x, Zn

0
.
= ξ, and letting

Xn
j+1

.
= Xn

j +
1

n
b(Xn

j , Z
n
j+1),

where for j ∈ {0, 1, . . . , n − 1} the conditional distribution of Zn
j+1 given the past is

given by

Px,ξ

{
Zn
j+1 ∈ dζ|(Xn

i , Z
n
i ), i = 0, . . . , j

}
= p(dζ|Xn

j , Z
n
j ).(1.3)

Here Px,ξ denotes probability conditioned on Xn
0 = x, Zn

0 = ξ. We assume that the
stochastic kernel p and the function b satisfy the following hypothesis.

Hypothesis H.1.
(a) b(x, ξ) is bounded, continuous in ξ, and Lipschitz continuous with constant

K in x, uniformly in ξ.
(b) p(dζ|x, ξ) is weakly continuous in (x, ξ), and there exist a probability measure

ϑ on S and a measurable function p̃x(ξ, ζ) on S × S such that

p(dζ|x, ξ) = p̃x(ξ, ζ)ϑ(dζ).

(c) Given any compact set ∆ ⊂ R
d, there exist constants 0 < a ≤ A < ∞ such

that

a ≤ p̃x(ξ, ζ) ≤ A

for all x ∈ ∆. Moreover, p̃x(ξ, ζ) is continuous in x uniformly in ξ and ζ, for x ∈ ∆.
Let Xn = {Xn(t), 0 ≤ t ≤ 1} be the piecewise linear interpolation on [0, 1] of

{Xn
j , j = 0, . . . , n}. More precisely, for t ∈ [j/n, (j + 1)/n] and j = 0, . . . , n− 1,

Xn(t)
.
= Xn

j +

(
t− j

n

)
b(Xn

j , Z
n
j+1).(1.4)

The main result of the paper, Theorem 2.1, states the large deviation principle for the
sequence {Xn, n ∈ N}. Although our main theorem, Theorem 2.1, is closely related to
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the results in [3], the proof there relies on technical assumptions for the function Λ (see
(2.1) and (2.3) below), which is assumed to exist. Under Hypothesis H.1, the function
Λ indeed exists and satisfies the technical assumptions required there (see section 4.3
in [3]), thereby implying the large deviation principle. However, our aim is to establish
a more direct connection with the applications. The proof presented here depends on
assumptions made on the evolution of the process itself (the transition kernels and the
function b). This has several advantages. First, for the purposes of using the results in
applications, assumptions must be made on the processes, since these are the type of
assumptions that can be used there. Moreover, knowledge about the process provides
a lot of intuition concerning the averaging procedure required for the proof. This
intuition has been heavily exploited by some of the proofs of convergence of state-
dependent stochastic algorithms (see [8, 10]), and we have incorporated some of their
underlying ideas into the proof. Finally, seeing where each one of the properties of the
process is needed in the proof has enabled us to understand the ergodicity properties
required to extend our results to more general state-dependent processes. Extensions
will be dealt with elsewhere.

2. The main theorem.
Theorem 2.1. Let S be compact. Under Hypothesis H.1 the sequence {Xn, n ∈

N} defined in (1.4) satisfies a large deviation principle with rate function Ix(·), where

Ix(φ)
.
=

{ ∫ 1

0
L(φ, φ̇)dt if φ is absolutely continuous and φ(0) = x,

∞ otherwise.

Here L(x, ·) is the Legendre–Fenchel transform with respect to the second variable of
the function Λ(x, ·), which is solution to the eigenvalue problem given by

eΛ(x,α)+Ψ(ξ) =

∫
S
e〈α,b(x,ζ)〉+Ψ(ζ)p(dζ|x, ξ).(2.1)

That is, for x and β in R
d,

L(x, β)
.
= sup

α∈Rd

{〈α, β〉 − Λ(x, α)}.(2.2)

Remarks.
(1) We have made the strong assumption of compactness of the state space S in

order to guarantee tightness of the measures involved in the proof (see part (a) of
Theorem C.1). If the state space is not compact, further assumptions are required.
These are discussed in section 5.

(2) C([0, 1] : R
d) maps this space into [0,∞] and has compact level sets.

(3) For a fixed x ∈ R
d, define the operator T on the set of bounded and measurable

functions ψ : S → R as

Tψ(ξ) =

∫
S
e〈α,b(x,ζ)〉ψ(ζ)p(dζ|x, ξ).

The eigenvalue problem mentioned in (2.1) consists in finding the largest eigenvalue
of this operator. Under Hypothesis H.1, Theorem 10.1 in [6] guarantees the existence
and uniqueness of a solution to this problem, with a bounded and uniformly positive
associated eigenfunction, corresponding to eΨ in (2.1). In fact, we can identify the
solution function Λ(x, α) in a very explicit manner. Given x ∈ R

d and ξ ∈ S, set
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ξx0 = ξ and let {ξxj , j ≥ 0} be a Markov process with transition kernel p(·|x, ξxj ). Then
the function Λ(x, α) satisfies

Λ(x, α) = lim
N→∞

1

N
logEξ


exp

〈
α,

N∑
j=1

b(x, ξxj )

〉
 ,(2.3)

where Eξ denotes expectation conditioned on ξx0 = ξ. We refer to the process {ξxj , j ≥
0} as the “fixed x” process. As can be seen, it is the Markov chain that results if
the parameter Xn

j in (1.3) is held constant at value x. This process is intimately
connected with the process {Xn

j }. Indeed, if n is large, then Xn
j varies slowly and

thus the “local” evolution of b(Xn
j , Z

n
j+1) is very similar to the evolution of the same

quantity but with Xn
j taken to be constant (see [10, sections 2.5 and 8.4]). This idea

will be exploited heavily throughout the paper; we especially refer the reader to the
proof of part (e) of Theorem C.1.

Let Wn(x, ξ)
.
= −1/n logEx,ξ {exp[−nh(Xn)]}, with h in C([0, 1] : R

d). The proof
of Theorem 2.1 is done in two parts. We start by proving an upper bound of the form

lim inf
n→∞ Wn(x, ξ) ≥ inf

φ∈C([0,1]:Rd)
{Ix(φ) + h(φ)} .(2.4)

This is the content of section 3. The lower bound

lim sup
n→∞

Wn(x, ξ) ≤ inf
φ∈C([0,1]:Rd)

{Ix(φ) + h(φ)}(2.5)

is then proved in section 4. These two inequalities are equivalent to a large deviation
principle, as is proved in Theorems 2.2.1 and 2.2.3 in [4]. In both cases, a key step in
the proof is based on studying (via weak convergence arguments) the limit properties
of a sequence of associated stochastic control problems. The underlying simplicity of
the basic arguments will be made clear below.

3. Proof of the upper bound. This section is devoted to the proof of (2.4).
The proof can be summarized simply as follows. Based on the variational representa-
tion given in the next theorem, we associate with Wn(x, ξ) an appropriate sequence
of controlled processes and of control measures. The limit properties of this sequence,
derived in Theorem C.1, will yield (2.4).

Let us start by introducing all the relevant quantities appearing in the repre-
sentation for Wn(x, ξ) (obtained in Theorem 3.1 below). The representation can be
derived easily by following the same steps as those given in [4, section 4.4].

We define a discrete-time controlled process taking values in R
d × S denoted by

{(X̄n
j , Z̄

n
j ), j = 0, . . . , n}. The control at time j is the distribution of the controlled

random variable Z̄n
j . It is given by a stochastic kernel νnj (dζ|X̄n

0 , . . . , X̄
n
j , Z̄

n
j ) on S

given (Rd)j+1×S. That is, νnj is a random variable mapping (Rd)j+1×S into P(S).1

A sequence of controls {νnj , j = 0, . . . , n − 1} is what we refer to as an admissible

control sequence. Now, setting Z̄n
0 = ξ and X̄n

0 = x, the evolution of the controlled
process is through the relation

X̄n
j+1 = X̄n

j +
1

n
b(X̄n

j , Z̄
n
j+1),

1For ease of presentation, the dependence on the underlying probability space of all stochastic
kernels appearing in this paper is not made explicit in the notation.
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where the conditional distribution of Z̄n
j+1 is given by

P̄x,ξ

{
Z̄n
j+1 ∈ dζ|X̄n

0 , . . . , X̄
n
j , Z̄

n
0 , . . . , Z̄

n
j

}
= νnj (dζ|X̄n

0 , . . . , X̄
n
j , Z̄

n
j ).

Finally, we let X̄n = {X̄n(t), t ∈ [0, 1]} be the piecewise linear interpolation of
{X̄n

j , j = 0, . . . , n}.
Theorem 3.1. Let h be a bounded measurable function mapping C([0, 1] : R

d) �→
R. Then for all n ∈ N, x ∈ R

d, and ξ ∈ S we have the representation

Wn(x, ξ) = inf
{νn
j
}
Ēx,ξ


 1

n

n−1∑
j=0

R(νnj (·)‖p(·|X̄n
j , Z̄

n
j )) + h(X̄n)


 .(3.1)

Here R is the relative entropy function; νnj (·) = νnj (·|X̄n
0 , . . . , X̄

n
j , Z̄

n
j ); the infimum

is taken over all admissible control sequences {νnj , j = 0, . . . , n − 1}; Ēx,ξ denotes

expectation conditioned on X̄n
0 = x and Z̄n

0 = ξ; and {(X̄n
j , Z̄

n
j ), j = 0, . . . , n} is the

controlled process associated with a particular control sequence {νnj }.
Let ε > 0 be given. For each n ∈ N, let {νnj , j = 0, . . . , n − 1} be a sequence of

nearly optimal admissible controls for the variational problem in (3.1), so that

Wn(x, ξ) + ε ≥ Ēx,ξ


 1

n

n−1∑
j=0

R(νnj (·)‖p(·|X̄n
j , Z̄

n
j )) + h(X̄n)


 .(3.2)

Here {(X̄n
j , Z̄

n
j ), j = 0, . . . , n} is the controlled process associated with the nearly

optimal sequence of controls.
We will obtain the limit inferior of the right-hand side of (3.2) by rewriting it

in terms of a new sequence of control measures. These are defined as conveniently
averaged controls in a space that is independent of n. For that purpose, let {mn, n ∈
N} be a sequence of real numbers satisfying mn → ∞ as n → ∞ and such that if
kn

.
= mn/n, then limn→∞ kn = 0. Also, suppose that 1 is an integer multiple of kn.

Given ξ ∈ S, let δξ denote the unit point measure at ξ. For l = 0, . . . , 1/kn − 1, and
Borel subsets B1 and B2 of S, let

ν̃nl (B1 ×B2)
.
=

1

mn

(l+1)mn−1∑
j=lmn

δZ̄n
j

(B1)× νnj (B2|X̄n
j , Z̄

n
j ).

The quantity ν̃nl is a stochastic kernel on S × S with marginals

(νnl )1(B1)=
1

mn

(l+1)mn−1∑
j=lmn

δZ̄n
j

(B1) and (νnl )2(B2)=
1

mn

(l+1)mn−1∑
j=lmn

νnj (B2|X̄n
j , Z̄

n
j ).

These definitions naturally result when one thinks of collecting terms of the sum ap-
pearing in (3.2) in groups of size mn for the purposes of averaging. As was mentioned
earlier, this technique is common in the proofs of convergence of state-dependent
stochastic algorithms (see [8, 10]).

Now for each n ∈ N and t ∈ [0, 1] define

νn(B1 ×B2|t) .
=

{
ν̃nl (B1 ×B2) if t ∈ [lkn, (l + 1)kn) for l = 0, . . . , 1/kn − 2,
ν̃n
( 1
kn

−1)
(B1 ×B2) if t ∈ [1− kn, 1].
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Finally define the admissible control measure νn to be the random probability measure
defined for Borel subsets B1, B2 of S and C of [0, 1] through

νn(B1 ×B2 × C)
.
=

∫
C

νn(B1 ×B2|t)dt.(3.3)

If for B1 ∈ B(S) we define the first marginal ν̂n1 (dζ|t) of νn(dζ × dy|t) through
ν̂n1 (B1|t) .

= νn(B1×S|t), then for Borel subsets B1, B2 of S and C of [0, 1], Theorem
A.5.6 in [4] gives the decomposition

νn(B1×B2×C)=

∫
C

∫
B1×B2

ν̂n1 (dζ|t)ν̂n2 (dy|ζ, t)dt=

∫
C

∫
B1

ν̂n2 (B2|ζ, t)ν̂n1 (dζ|t)dt,(3.4)

where ν̂n2 (dy|ζ, t) is a stochastic kernel on S given S× [0, 1]. Following the notation in
[4], we summarize this decomposition as νn(dζ×dy×dt) = ν̂n1 (dζ|t)⊗ ν̂n2 (dy|ζ, t)⊗λ,
where λ is Lebesgue measure on [0, 1].

We can now rewrite the right-hand side of (3.2) in terms of the control measures
νn. We first use the fact (see [4, Lemma 1.4.3(f)]) that R(β‖γ) = R(α × β‖α × γ)
for any probability measures α, β, and γ on S. This formula applied term by term
enables us to write

Ēx,ξ


 1

n

n−1∑
j=0

R(νnj (·)‖p(·|X̄n
j , Z̄

n
j ))




= Ēx,ξ




1
kn

−1∑
l=0

kn
1

mn

(l+1)mn−1∑
j=lmn

R
(
δZ̄n

j
(·)× νnj (·) ‖ δZ̄n

j
(dζ)⊗ p(·|X̄n

j , ζ)
)
 ,

where we have used the notation δZ̄n
j

(·)×p(·|X̄n
j , Z̄

n
j ) = δZ̄n

j
(dζ)⊗p(·|X̄n

j , ζ). Applying

Jensen’s inequality to the convex function R(·‖·), the right-hand side of the preceding
display is no less than

Ēx,ξ




1
kn

−1∑
l=0

knR


 1

mn

(l+1)mn−1∑
j=lmn

δZ̄n
j

(dζ)× νnj (·|X̄n
j , ζ)

∥∥∥ 1

mn

(l+1)mn−1∑
j=lmn

δZ̄n
j

(dζ)⊗ p
(·|X̄n

j , ζ
)

 ,

which is clearly equal to

Ēx,ξ

{∫ 1

0

R(νn(·|t)‖γn(·|t))dt
}
.(3.5)

In (3.5), for each n ∈ N and t ∈ [0, 1], we have defined

γn(B1 ×B2|t) .
=

1

mn

(l+1)mn−1∑
j=lmn

δZ̄n
j

(B1)⊗ p(B2|X̄n
j , ζ) if t ∈ [lkn, (l + 1)kn),

for l = 0, . . . , 1/kn− 1. Now define the measure γn on S ×S × [0, 1] through γn(B1×
B2 × C)

.
=
∫
C
γn(B1 × B2|t)dt. Since for all stochastic kernels α and β on S given

[0, 1] and probability measures γ on [0, 1], we have (see [4, Lemma 1.4.3(f)])∫
[0,1]

R(α(·|x)‖β(·|x))γ(dx) = R(α⊗ γ‖β ⊗ γ);(3.6)

(3.5) can be rewritten as Ēx,ξ {R(νn‖γn)}. (Recall the definition of νn given in (3.3).)
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Combining this series of inequalities with (3.2), we obtain

Wn(x, ξ) + ε ≥ Ēx,ξ

{
R(νn‖γn) + h(X̄n)

}
.

We now wish to take the limit inferior as n→∞ of both terms in the last inequal-
ity. The asymptotic properties of the sequence {(νn, γn, X̄n), n ∈ N} required to do
this are proved in Theorem C.1. According to that theorem, there exists a probability
space on which a subsequence of {(νn, γn, X̄n), n ∈ N} converges in distribution to
some limit (ν, γ, X̄). The stochastic kernels ν and γ and the random variable X̄ satisfy
all the conclusions stated in Theorem C.1. Thanks to the Skorohod representation
theorem [5, p. 102] we can assume that convergence takes place with probability 1
(w.p.1). Along the convergent subsequence we thus have that

lim inf
n→∞ Wn(x, ξ) + ε

≥ Ēx,ξ

{
R(ν‖γ) + h(X̄)

}
= Ēx,ξ

{
R(ν̂1(dζ|t)⊗ ν̂2(dy|ζ, t)⊗ dt‖ν̂1(dζ|t)⊗ p(dy|X̄(t), ζ)⊗ dt) + h(X̄)

}
= Ēx,ξ

{∫ 1

0

∫
S
R(ν̂2(dy|ζ, t)‖p(dy|X̄(t), ζ))ν̂1(dζ|t)dt + h(X̄)

}

≥ Ēx,ξ

{∫ 1

0

L

(
X̄(t),

∫
S
b(X̄(t), ζ)ν̂1(dζ|t)

)
dt + h(X̄)

}
= Ēx,ξ

{
Ix(X̄) + h(X̄)

} ≥ inf
φ∈C([0,1]:Rd)

{Ix(φ) + h(φ)} .

Lower semicontinuity of R(·‖·), Fatou’s lemma, and continuity of h yield the second
line of the above display. The third line uses parts (b) and (f) of Theorem C.1 and
the fourth uses (3.6). Finally, part (b) of Lemma B.2 and part (e) of Theorem C.1
give the fifth and sixth lines, respectively. Since the above inequality is valid for all
ε > 0, (2.4) follows, concluding the proof of the upper bound.

4. Proof of the lower bound. This section is devoted to showing that (2.5)
holds for all h in C([0, 1] : R

d) that are Lipschitz continuous. Thanks to [4, Corollary
1.2.5(b)], this is enough to show that (2.5) holds for all h in C([0, 1] : R

d). As in
the proof of Proposition 6.6.1 in [4], the proof of (2.5) is done by introducing a
perturbation to the original random walk by means of a random walk with Gaussian
noise. This allows one to obtain necessary smoothness properties for a function Lσ,
which is the analogue of the function L defined in (2.2) but for the perturbed process.
Weak convergence arguments make use of these continuity properties, implying the
desired lower bound when taking the perturbation to be sufficiently small.

Let us first focus on the perturbed problem; the connection with (2.5) will be
clear after (4.3). Given σ > 0, let {Gj,σ, j ∈ N0} be a sequence of independent and
identically distributed random variables on R

d with common Gaussian distribution
ρσ, with mean zero and variance σI. We assume them to be independent of {ξxj , x ∈
R
d, j ∈ N0}, where ξxj is the “fixed x” Markov process with transition kernel p(·|x, ξxj ).

Given n ∈ N and j ∈ {0, 1, . . . , n− 1}, let Xn
j and Zn

j be as before, and define

Un
0,σ

.
= 0, Un

j+1,σ
.
= Un

j,σ +
1

n
Gj,σ.

Denote by Xn(t) and Un
σ (t) the piecewise linear interpolations of {Xn

j , j = 1, . . . , n}
and {Un

j,σ, j = 0, . . . , n} on [0, 1], respectively (see (1.4)). Also, define

Y n
σ (t)

.
= Xn(t) + Un

σ (t),(4.1)
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which is the piecewise linear interpolation of {Xn
j +Un

j,σ}. As was mentioned earlier,
the point of introducing a perturbation is to replace the function L by a continuous
function Lσ. This latter function is defined as the Legendre–Fenchel transform of
some convex function Λσ. Once again, the function Λσ is identified via an eigenvalue
problem, which we now describe.

For fixed x ∈ S, we can identify an additive component of the process (see [7,
p. 376]), namely, b(x, ξxj ) + Gj,σ. Here ξxj is the “fixed x” Markov process described

earlier. Let Qx
σ be the stochastic kernel on S × R

d given ξ ∈ S defined by

Qx
σ(B1 ×B2|ξ) =

∫
B1

∫
Rd

1B2(b(x, ζ) + y)ρσ(dy)p(dζ|x, ξ),

where B1 ∈ B(S) and B2 ∈ B(Rd). Then, letting

υσ(B1 ×B2|x)
.
=

∫
B1

∫
Rd

1B2
(b(x, ζ) + y)ρσ(dy)ϑ(dζ),

with ϑ as in Hypothesis H.1, B1 ∈ B(S), and B2 ∈ B(Rd), we have

aυσ(B1 ×B2|x) ≤ Qx
σ(B1 ×B2|ξ) ≤ Aυσ(B1 ×B2|x).

These bounds on Qx
σ(·, ·|ξ) and the fact that the convex hull of the support of υσ(S ×

·|x) is R
d guarantee the existence of a solution to the eigenvalue problem for each

x, α ∈ R
d [7, Lemma 3.1]. That is, for each x, α ∈ R

d, there exist a unique Λσ(x, α) ∈
R and a bounded function Ψσ(x;α, ·) : S �→ R such that

eΛσ(x,α)+Ψσ(x;α,ξ) =

∫
S

∫
Rd

e〈α,b(x,ζ)+y〉+Ψσ(x;α,ζ)ρσ(dy)p(dζ|x, ξ).

Furthermore, Λσ(x, α) = Λ(x, α) + σ2

2 ||α||2, and Ψσ(x;α, ξ) = Ψ(x;α, ξ), where
Ψ(x;α, ξ) is the eigenfunction associated with Λ(x, α) (see (2.1)). The Legendre–
Fenchel transform of Λσ is given by

Lσ(x, β)
.
= sup

α∈Rd

{〈α, β〉 − Λσ(x, α)}.(4.2)

Having introduced the necessary definitions, we now proceed to relate the original
and the perturbed processes. Let K1 be the Lipschitz constant of h and define B

.
=

2||h||∞. Then

h(Y n
σ ) = h(Xn + Un

σ ) ≥ h(Xn)− (K1||Un
σ ||∞ ∧B),

and, because of independence,

1

n
logEx,ξ{exp[−nh(Y n

σ )]} ≤ 1

n
logEx,ξ{exp[−nh(Xn)] · exp[n(K1||Un

σ ||∞ ∧B)]}

= −Wn(x, ξ) +
1

n
logEx,ξ{exp[n(K1||Un

σ ||∞ ∧B)]}.

Hence

lim sup
n→∞

Wn(x, ξ) ≤ lim sup
n→∞

(
− 1

n
logEx,ξ{exp[−nh(Y n

σ )]}
)

+
K2

1σ
2

2
,
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where the second term of the inequality follows from [4, p. 189]. This implies that
(2.5) holds as long as we can show that

lim sup
n→∞

Wn
σ (x, ξ) ≤ inf

ϕ∈C([0,1]:Rd)
{Ix(ϕ) + h(ϕ)}+ θ(σ),(4.3)

with Wn
σ

.
= − 1

n logEx,ξ exp[−nh(Y n
σ )] and θ(σ)→ 0 when σ → 0. What we will show

in fact is that, given ε > 0 and ψ ∈ C([0, 1] : R
d) satisfying

Ix(ψ) + h(ψ) ≤ inf
ϕ∈C([0,1]:Rd)

{Ix(ϕ) + h(ϕ)}+ ε <∞,(4.4)

we have

lim sup
n→∞

Wn
σ (x, ξ) ≤

∫ 1

0

Lσ(ψ(t), ψ̇(t))dt + h(ψ) + θ(σ).(4.5)

Since Lσ(x, β) ≤ L(x, β) for all x and β ∈ R
d (part (a) of Lemma B.3), (4.3) will

follow after that.
The steps in the proof of (4.5) can be described in simple terms. Starting with

the nearly optimal function ψ in (4.4), we construct a sequence of nearly optimal
admissible controls for the stochastic control problem that is associated with Wn

σ (x, ξ)
through the representation in Theorem A.1. The limit properties of this sequence, as
well as estimates on the associated sequence of running costs (where continuity of Lσ

is required), will lead directly to (4.5).
Let ψ satisfy (4.4), and let ψ∗ be as in part (e) of Lemma B.3. The admissi-

ble control sequence that we define based on ψ∗ (see (4.20) below) has the following
properties: the running costs are nearly optimal in (A.3), and, with probability con-
verging to 1, the associated controlled process Ȳ n .

= X̄n + Ūn (see (A.1)) enters a
small neighborhood of ψ∗ as n → ∞. The construction is given in the following
paragraphs.

Define the compact set

∆ ≡ ∪t∈[0,1]{y ∈ R
d : ||y − ψ∗(t)|| ≤ 1}.

Let η = η(∆, σ) ∈ (0, 1) satisfy the conclusions of part (d) of Lemma B.3 when taking
ε = σ. Also, let {xj , j = 1, . . . , n} be a sequence in ∆ satisfying ‖ψ∗(j/n)− xj‖ < η.

For every n ∈ N, j = 1, . . . , n, and with x = ψ∗(j/n), y = xj , and β = ψ̇∗(j/n), part
(d) of that lemma implies that there exists β̄n

j ∈ R
d such that

Lσ(xj , β̄
n
j )− Lσ(ψ∗(j/n), ψ̇∗(j/n)) ≤ σ(4.6)

and

||β̄n
j − ψ̇∗(j/n)|| ≤ K‖ψ∗(j/n)− xj‖.

Further, β̄n
j = β̄1,n

j + β̄2,n
j , with

β̄1,n
j =

∫
S
b(xj , ξ)µ∗

j,n(dξ) and β̄2,n
j =

∫
Rd

yν∗j,n(dy).

Here µ∗
j,n is the invariant measure corresponding to the kernel γ∗

j,n defined for B1 ∈
B(S) as

γ∗
j,n(B1|ψ∗(j/n), ξ) =

∫
B1

exp{〈α, b(ψ∗(j/n), ζ)〉 − Λ(ψ∗(j/n), α)

+Ψσ(ψ∗(j/n);α, ζ)−Ψσ(ψ∗(j/n);α, ξ)}p(dζ|ψ∗(j/n), ξ),



LARGE DEVIATIONS FOR STATE-DEPENDENT RANDOM WALKS 819

and for B2 ∈ B(Rd) as

ν∗j,n(B2) =

∫
B2

exp

{
〈α, y〉 − σ2||α||2

2

}
ρσ(dy).

Note that α = α(ψ∗(j/n), ψ̇∗(j/n)) and ψ̇∗(j/n) =
∫
S b(ψ∗(j/n), ξ)µ∗

j,n(dξ)+∫
Rd

yν∗j,n(dy). We observe that, from part (b) of Lemma B.2 in Appendix B,

L(xj , β̄
1,n
j ) ≤

∫
S
R(γ∗

j,n(·|ψ∗(j/n), ξ)‖p(·|xj , ξ))µ∗
j,n(dξ)

= 〈α(ψ∗(j/n), ψ̇∗(j/n)), β̄n
j − β̄2,n

j 〉 − Λ(ψ∗(j/n), α(ψ∗(j/n), ψ̇∗(j/n)))

≤ L(ψ∗(j/n), β̄n
j − β̄2,n

j ).

Now, from part (c) of Lemma B.3 and for β̄n
j as in (4.6), the stochastic kernel

γ1,n
j (·|xj , ξ) on S given S ×R

d (with invariant measure µn
j ) and the measure γ2,n

j on

R
d given by

γ1,n
j (B1|xj , ξ) =

∫
B1

e〈α,b(xj ,ζ)〉+Ψσ(xj ;α,ζ)−Ψσ(xj ;α,ξ)−Λ(xj ,α)p(dζ|xj , ξ)(4.7)

and

γ2,n
j (B2) =

∫
B2

e〈α,y〉−
σ2

2 ‖α‖2

ρσ(dy)

achieve the infimum in the representation for Lσ. That is,

Lσ(xj , β̄
n
j ) =

∫
S
R(γ1,n

j (·|xj , ξ)||p(·|xj , ξ))µn
j (dξ) + R(γ2,n

j (·)||ρσ(·)),(4.8)

and

β̄n
j =

∫
S
b(xj , ξ)µn

j (dξ) +

∫
Rd

yγ2,n
j (dy) = β̄1,n

j + β̄2,n
j ,

where we have used the fact that [4, Corollary C.3.3] for any probability measures γ
and θ on S, and λ and µ on R

d,

R(γ × λ‖θ × µ) = R(γ‖θ) + R(λ‖µ).(4.9)

Note that α = α(xj , β̄
n
j ) = α(xj , ψ

∗(j/n), ψ̇∗(j/n)) in both γ1,n
j and γ2,n

j . Hence γ2,n
j

depends implicitly on xj (through α), but we do not write this dependence explicitly
for ease of notation.

We now use the kernels γ1,n
j and γ2,n

j to finish the definition of the required
sequence of admissible controls. As was the case in section 3, grouping for the purposes
of averaging motivates part of the construction. Let {mn, n ∈ N} be a sequence
as the one used there, so that mn → ∞ and kn = mn/n → 0 as n → ∞. Let
l ∈ {0, . . . , 1

kn
− 1}. Then for lmn ≤ j < (l + 1)mn − 1 we define

ν1,n
j (dζ|x0, . . . , xj , u0, . . . , uj , ξj)

.
=




γ1,n
lmn

(dζ|xlmn , ξj) if max
0≤i≤j

‖xi − ψ∗(i/n)‖≤η,

p(dζ|xj , ξj) if max
0≤i≤j

‖xi − ψ∗(i/n)‖>η

(4.10)
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and

ν2,n
j (dy|x0, . . . , xj , u0, . . . , uj , ξj)

.
=

{
γ2,n
lmn

(dy) if max0≤i≤j ‖xi − ψ∗(i/n)‖ ≤ η,
ρσ(dy) if max0≤i≤j |xi − ψ∗(i/n)| > η.

(4.11)
To simplify notation we have not made explicit the dependence on σ of ν1,n

j and ν2,n
j .

Finally, we define the required admissible control sequence {νnj,prod, j = 0, . . . , n− 1}
on S × R

d as

νnj,prod(dζ × dy) = ν1,n
j (dζ)× ν2,n

j (dy).(4.12)

To show that the control sequence just constructed is nearly optimal in (A.3), we
compute the associated running cost directly. In what follows, X̄n

j , Z̄n
j , j = 0, . . . , n,

are controlled random variables associated with the sequence {νnj } through definitions
(A.1) and (A.2).

Let τn
.
= 1

n (min{j ∈ {0, 1, . . . , n} : ‖X̄n
j − ψ∗(j/n)‖ > η} ∧ n). Then (4.9) and

the definition of τn give

Ēx,ξ


 1

n

n−1∑
j=0

R(νnj,prod(·)||(p× ρσ)(·|X̄n
j , Z̄

n
j ))




= Ēx,ξ


 1

n

nτn−1∑
j=0

[
R(ν1,n

j (·)‖p(·|X̄n
j , Z̄

n
j )) + R(ν2,n

j (·)‖ρσ(·))]



= Ēx,ξ




qn−1∑
l=0

kn


 1

mn

(l+1)mn−1∑
j=lmn

R(γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )‖p(·|X̄n

j , Z̄
n
j ))+R(γ2,n

lmn
(·)‖ρσ(·))




+
1

n

nτn−1∑
j=qnmn

[
R(γ1,n

qnmn
(·|X̄n

qnmn
, Z̄n

j )‖p(·|X̄n
j , Z̄

n
j )) + R(γ2,n

qnmn
(·)||ρσ(·))]


 ,(4.13)

where qn is such that nτn = qnmn + rn, with 0 ≤ rn < mn and qn, rn ∈ N0.
To continue our estimates on the running costs, we must prove the following claim:

for each j ≤ nτn − 1, lmn ≤ j ≤ (l + 1)mn − 1 for some l ∈ {0, . . . , qn}, and n large
enough,

R(γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )‖p(·|X̄n

j , Z̄
n
j ))≤R(γ1,n

lmn
(·|X̄n

lmn
, Z̄n

j )‖p(·|X̄n
lmn

, Z̄n
j ))+σ.(4.14)

We first note that part (c) of Hypothesis H.1 implies that for any x, y ∈ ∆, there
exists δ > 0 such that for ‖x− y‖ < δ

p̃y(ξ, ζ)

p̃x(ξ, ζ)
= 1 +

p̃y(ξ, ζ)− p̃x(ξ, ζ)

p̃x(ξ, ζ)
≤ 1 +

p̃y(ξ, ζ)− p̃x(ξ, ζ)

a
≤ eσ.(4.15)

Then taking n large enough so that mn‖b‖∞/n < δ, we have ‖X̄n
lmn+i − X̄n

lmn
‖ ≤

i
n‖b‖∞ < δ for 0 ≤ i < mn, and hence

γ1,n
lmn

(B1|X̄n
lmn

, Z̄n
j )

=

∫
B1

e〈α,b(X̄
n
lmn

,ζ)〉+Ψσ(X̄n
lmn

;α,ζ)−Ψσ(X̄n
lmn

;α,ξ)−Λ(X̄n
lmn

,α)p(dζ|X̄n
lmn

, Z̄n
j )

≤ eσ
∫
B1

e〈α,b(X̄
n
lmn

,ζ)〉+Ψσ(X̄n
lmn

;α,ζ)−Ψσ(X̄n
lmn

;α,ξ)−Λ(X̄n
lmn

,α)p̃X̄
n
j (Z̄n

j , ζ)ϑ(dζ)
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for any B1 ∈ B(S). From the above we get that γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j ) is absolutely

continuous with respect to p(·|X̄n
j , Z̄

n
j ) and that

dγ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )

dp(·|X̄n
j , Z̄

n
j )

≤ eσ · dγ
1,n
lmn

(·|X̄n
lmn

, Z̄n
j )

dp(·|X̄n
lmn

, Z̄n
j )

,

which implies (4.14).
Now fix ξ̄ ∈ S and normalize Ψσ in such a way that Ψσ(x;α, ξ̄) = 0. Then,

observing that

a

A
eΨσ(x;α,ξ1) ≤ eΨσ(x;α,ξ2) ≤ A

a
eΨσ(x;α,ξ1)

for all ξ1, ξ2 ∈ S, and taking ξ1 = ξ̄, we get that

a

A
≤ eΨσ(x;,α,ξ) ≤ A

a
∀ξ ∈ S, x, α ∈ R

d.

Then, from (4.7),

γ1,n
lmn

(dζ|x, ξ) = e〈α,b(x,ζ)〉+Ψσ(x;α,ζ)−Ψσ(x;α,ξ)−Λ(x,α)p̃x(ξ, ζ)ϑ(dζ),

with α = α(x, β̄n
lmn

), x ∈ ∆, and β̄n
lmn

to satisfy (4.6), and hence

γ1,n
lmn

(dζ|x, ξ) ≥ a3

A2
e〈α,b(x,ζ)〉−Λ(x,α)ϑ(dζ) ≥ a3

A2
e
−2||b||∞ max

x∈∆,β∈Θ
{‖α(x,β)‖}

ϑ(dζ),

where Θ
.
= ∪t∈[0,1]{β ∈ R

d : ||β − ψ̇∗(t)|| ≤ K}. Using the fact that (x, β) �→ α(x, β)
is continuous (part (f) of Lemma B.3), we get that for x ∈ ∆, β̄n

#mn
belongs to Θ and,

moreover, that maxx∈∆,β∈Θ{‖α(x, β)‖} is bounded. Denoting the jth iteration of the

kernel γ1,n
lmn

by γ1,n,j
lmn

, we observe that [13, Theorem 16.0.2]

‖γ1,n,j
lmn

(·|x, ζ)− µn
lmn

(·)‖ ≤
(

1− a3

A2
e−2 maxx,ζ |〈α,b(x,ζ)〉|

)j

.(4.16)

We complete the estimate on the running cost for our admissible control sequence
in the inequalities that follow, using (4.14), standard properties of conditional expec-
tation, and (4.7). We have that (4.13) is less than or equal to

Ēx,ξ




qn−1∑
l=0

kn


 1

mn

(l+1)mn−1∑
j=lmn

R(γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )||p(·|X̄n

lmn
, Z̄n

j )) +R(γ2,n
lmn

(·)||ρσ(·))



+
1

n

nτn−1∑
j=qnmn

[
R(γ1,n

qnmn
(·|X̄qnmn

, Z̄n
qnmn

)||p(·|X̄n
qnmn

, Z̄n
j ))+R(γ2,n

qnmn
(·)||ρσ(·))]




+ σ

≤
1/kn∑
r=1

knĒx,ξ




r−1∑
l=0


 1

mn

(l+1)mn−1∑
j=lmn

R(γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )||p(·|X̄n

lmn
, Z̄n

j ))

+ R(γ2,n
lmn

(·)||ρσ(·))

 1[(r−1)mn<nτn≤rmn]


+ σ(4.17)
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=

1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ


1[(r−1)mn<nτn≤rmn]

·Ēx,ξ


 1

mn

(l+1)mn−1∑
j=lmn

R(γ1,n
lmn

(·|X̄n
lmn

, Z̄n
j )||p(·|X̄n

lmn
, Z̄n

j ))

+ R(γ2,n
lmn

(·)||ρσ(·))|Z̄n
0 , . . . , Z̄

n
lmn

, X̄n
0 , . . . , X̄

n
rmn






+ σ

=

1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ


1[(r−1)mn<nτn≤rmn]

·Ēx,ξ


 1

mn

(l+1)mn−1∑
j=lmn

[〈
αlmn

,

∫
S
b(X̄n

lmn
, ζ)γ1,n

lmn
(dζ|X̄n

lmn
, Z̄n

j )
〉

+

∫
S

Ψσ(X̄n
lmn

;αlmn
, ζ)γ1,n

lmn
(dζ|X̄n

lmn
, Z̄n

j )

− Ψσ(X̄n
lmn

;αlmn
, Z̄n

j )

− Λ(X̄n
lmn

, αlmn
)

]

+ R(γ2,n
lmn

(·)||ρσ(·))|Z̄n
0 , . . . , Z̄

n
lmn

, X̄n
0 , . . . , X̄

n
lmn






+ σ.

Now, adding and subtracting
∫
S R(γ1,n

lmn
(·|X̄n

lmn
, ξ)||p(·|X̄n

lmn
, ξ))µn

lmn
(dξ) inside the

expectation and collecting terms, we get that the above expression is less than or
equal to

1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ




 1

mn

(l+1)mn−1∑
j=lmn

〈
αlmn ,

∫
S
b(X̄n

lmn
, ζ)γ1,n,j+1

lmn
(dζ|X̄n

lmn
, Z̄n

lmn
)

−
∫
S
b(X̄n

lmn
, ζ)µn

lmn
(dζ)

〉

+

∫
S
R(γ1,n

lmn
(·|X̄n

lmn
, ξ)||p(·|X̄n

lmn
, ξ))µlmn(dξ)

+ R(γ2,n
lmn

(·)||ρσ(·))

 1[(r−1)mn<nτn≤rmn]


+

4

n
ln

A

a
+ σ(4.18)

≤ 4

n
ln

A

a
+ σ +

1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ

{
1[(r−1)mn<nτn≤rmn]

·
[ ||b||∞A2

mna3
max

x∈∆,β∈Θ
{‖α(x, β)‖}e

2||b||∞ max
x∈∆,β∈Θ

{‖α(x,β)‖}
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+

∫
S
R(γ1,n

lmn
(·|X̄n

lmn
, ξ)||p(·|X̄n

lmn
, ξ))µn

lmn
(dξ) + R(γ2,n

lmn
(·)||ρσ(·))

]}

≤ 4

n
ln

A

a
+ σ +

||b||∞A2

na3
max

x∈∆,β∈Θ
{||α(x, β)‖}e

2||b||∞ max
x∈∆,β∈Θ

{‖α(x,β)‖}

+

1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ

{
1[(r−1)mn<nτn≤rmn]

[
Lσ(X̄n

lmn
, β̄n

lmn
)

]}

≤
1/kn∑
r=1

kn

r−1∑
l=0

Ēx,ξ

{
1[(r−1)mn<nτn≤rmn]Lσ(ψ∗(lmn/n), ψ̇∗(lmn/n))

}

+
4

n
ln

A

a
+ 2σ +

||b||∞A2

na3
max

x∈∆,β∈Θ
{‖α(x, β)‖}e

2||b||∞ max
x∈∆,β∈Θ

{‖α(x,β)‖}

≤ Ēx,ξ




[ τ
n

kn
]∑

l=0

knLσ(ψ∗(lmn/n), ψ̇∗(lmn/n))


+ 3σ for n large enough,

≤ kn

[1/kn]∑
l=0

Lσ(ψ∗(lmn/n), ψ̇∗(lmn/n)) + 3σ.

In the first, second, and third inequalities we have used (4.16), (4.8), and (4.6), re-
spectively. We conclude that the admissible control sequence that we constructed has
a running cost which is nearly optimal, as we had claimed.

We can now return to the proof of (4.5). Using (A.3), (4.18), and Lemma B.3(e)
(with ε = σ), we get that

lim sup
n→∞

Wn
σ (x, ξ)

≤ lim sup
n→∞

Ēx,ξ


 1

n

n−1∑
j=1

[R(ν1,n
j (·)||p(·|X̄n

j , Z̄
n
j )) + R(ν2,n

j (·)||ρ(·))] + h(Ȳ n)




≤
∫ 1

0

Lσ(ψ∗(t), ψ̇∗(t))dt + 3σ + lim sup
n→∞

Ēx,ξ{h(Ȳ n)}

≤
∫ 1

0

Lσ(ψ(t), ψ̇(t))dt + 4σ + lim sup
n→∞

Ēx,ξ{h(Ȳ n)}.

Thus, the proof of (4.5) will be complete once we prove that

lim sup
n→∞

Ēx,ξ{h(Ȳ n)} ≤ h(ψ) + θ̃(σ),

with θ̃(σ)→ 0 when σ → 0. This in turn will be implied by

lim
σ→0

lim sup
n→∞

P̄x,ξ

{
sup

t∈[0,1]

||Ȳ n(t)− ψ∗(t)|| ≥ σ

}
= 0,(4.19)

because of the Lipschitz property of h and part (e) of Lemma B.3.

To show (4.19), it is convenient to define a sequence of control measures associated
with the controls ν1,n

j and ν2,n
j given in (4.10) and (4.11). For B1, B2 ∈ B(S), B ∈
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B(Rd), define

ν̃1,n
l (B1 ×B2)

.
=

1

mn

(l+1)mn−1∑
j=ln

δZ̄n
j

(B1)× ν1,n
j (B2|X̄n

0 , . . . , X̄
n
j , Z̄

n
j ),

ν̃2,n
l (B)

.
=

1

mn

(l+1)mn−1∑
j=lmn

ν2,n
j (B|X̄n

0 , . . . , X̄
n
j ),

ν̃1,n(·|t) .
=

{
ν̃1,n
l (·) if t ∈ [lkn, (l + 1)kn) for l = 0, . . . , 1/kn − 2,

ν̃1,n

( 1
kn

−1)
(·) if t ∈ [1− kn, 1],

and

ν̃2,n(·|t) .
=

{
ν̃2,n
l (·) if t ∈ [lkn, (l + 1)kn) for l = 0, . . . , 1/kn − 2,

ν̃2,n

( 1
kn

−1)
(·) if t ∈ [1− kn, 1].

With B1, B2, and B as before, and with C ∈ B([0, 1]), now define the random measures
ν1,n and ν2,n on S × S × [0, 1] and R

d × [0, 1], respectively, by

ν1,n(B1 ×B2 × C)
.
=

∫
C

ν1,n(B1 ×B2|t)dt and ν2,n(B × C)
.
=

∫
C

ν2,n(B|t)dt.

Finally, let νnprod be the random measure on S × S × R
d × [0, 1] defined as

νnprod(B1 ×B2 ×B × C) =

∫
C

ν1,n(B1 ×B2|t)ν2,n(B|t)dt.(4.20)

Let us also define

S1,n(t)
.
= x +

∫
S×S×[0,t]

b(S1,n(s), y)ν1,n(dζ × dy × ds)

and

S2,n(t)
.
=

∫
Rd×[0,t]

yν2,n(dy × ds).

Since Lσ is continuous, ψ∗ is continuous and ψ̇∗ has only a finite number of
discontinuities,

sup
n

Ēx,ξ


 1

n

n−1∑
j=0

R(ν1,n
j (·)× ν2,n

j (·)||p(·|X̄n
j , Z̄

n
j )× ρσ(·))


 <∞.

Theorem 5.3.5 in [4], the fact that S and [0, 1] are compact, and arguments anal-
ogous to the proof of Theorem C.1(e) then imply that given any subsequence of
{(ν1,n, ν2,n, X̄n, Ūn, τn, S1,n, S2,n), n ∈ N} there exists a subsubsequence such that
(ν1,n, ν2,n, X̄n, Ūn, τn, S1,n, S2,n) converges in distribution to (ν1, ν2, X̄, Ū , τ, X̄, Ū)
when n→∞. We define Ȳ (t)

.
= limn→∞(X̄n(t) + Ūn(t)).

From the definition of β̄1,n
j and Lemma B.3(d), for each l ∈ {0, . . . , [ τnkn ]},

||β̄n
lmn
− ψ̇∗(lmn/n)|| = ||β̄1,n

lmn
+ β̄2,n

lmn
− ψ̇∗(lmn/n)||

=

∥∥∥∥
∫
S
b(X̄n

lmn
, ξ)µn

lmn
(dξ) +

∫
Rd

yν̃2,n
lmn

(dy)− ψ̇∗(lmn/n)

∥∥∥∥
≤ K||X̄n

lmn
− ψ∗(lmn/n)||.
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Then for t ∈ [0, τ ]

||Ȳ (t) − ψ∗(t)|| = lim
n→∞

∥∥∥∥∥
∫
S×S×[0,t]

b(S1,n(s), y)ν1,n(dζ × dy × ds)

−
∫
S×S×[0,t]

b(X̃n(s), y)ν1,n(dζ × dy × ds)

+

∫
S×S×[0,t]

b(X̃n(s), y)ν1,n(dζ × dy × ds)

+

[ tkn ]∑
l=0

kn

∫
Rd

yν̃2,n
lmn

(dy)−
[ tkn ]∑
l=0

kn

∫
S
b(X̃n

lmn
, ξ)µn

lmn
(dξ)

+

[ tkn ]∑
l=0

kn

∫
S
b(X̃n

lmn
, ξ)µn

lmn
(dξ)−

∫ t

0

ψ̇∗(s)ds

∥∥∥∥∥∥
≤ lim sup

n→∞

∫ 1

0

(K||S1,n(s)− X̃n(s)|| ∧ 2‖b‖∞)ds

+ lim sup
n→∞

[ tkn ]∑
l=0

kn

∥∥∥∥∥∥
1

mn

(l+1)mn∑
j=l

∫
S
b(X̄lmn

, ζ)γ1,n,j
lmn

(dζ|X̄n
lmn

, Z̄lmn
)

−
∫
S
b(X̄n

lmn
, ξ)µn

lmn
(dξ)

∥∥∥∥∥∥
+ lim sup

n→∞
K

∫ t

0

||X̄n(s)− ψ∗(s)||ds

≤ lim sup
n→∞

[ tkn ]∑
l=0

kn||b||∞ A2

na3
e2||b||∞ maxx∈∆,β∈Θ{‖α(x,β)‖}

+K

∫ t

0

||X̄(s)− ψ∗(s)||ds

≤ K sup
s∈[0,τ ]

||X̄(s)− Ȳ (s)||+ K

∫ t

0

||Ȳ (s)− ψ∗(s)||ds.

Gronwall’s inequality with K̄
.
= KeK gives

sup
s∈[0,τ ]

||Ȳ (s)− ψ∗(s)|| ≤ K̄ sup
s∈[0,τ ]

||X̄(s)− Ȳ (s)|| = K̄ sup
s∈[0,τ ]

||Ū(s)||,

which together with Lemma C.2 implies that

lim
σ→0

P̄x,ξ

{
sup

s∈[0,τ ]

||Ȳ (s)− ψ∗(s)|| ≥ σ

2

}
≤ lim

σ→0
P̄x,ξ

{
sup

s∈[0,τ ]

||Ū(s)|| ≥ σ

2K̄

}
= 0.

Finally, writing τ = τσ and following the same arguments given in [4, pp. 205–206],
it is proved that limσ→0 P̄x,ξ{τσ < 1} = 0. Since Ȳ n → Ȳ w.p.1 uniformly on [0, 1],
we obtain (4.19), which completes the proof of the lower bound.
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5. The case of noncompact S. Without the assumption of compactness of S,
a strong positive recurrence hypothesis on p(dζ|x, ξ) is required to guarantee tightness
of the measures appearing in the proof of Theorem 2.1. This hypothesis is analogous
to Condition 8.2.2 in [4].

Hypothesis H.2. There exists a measurable function U : S → [0,∞) with the
following properties:

(a) infζ∈S
{
U(ζ)− log

∫
Se

U(ζ)p(dζ|x, ξ)
}
> −∞ .

(b) For each M <∞ and compact set ∆ ⊂ R
d, the set

Z(M,∆) =

{
(ξ, y) ∈ S ×∆ : c(ξ, y) := U(ξ)− log

∫
S
eU(ζ)p(dζ|y, ξ) ≤M

}

is a compact subset of S × R
d.

(c) U is bounded above on every compact subset of S.
Under Hypothesis H.2, part (a) of Theorem C.1 remains valid for S noncompact,

which implies Theorem 2.1 as well. Because the proof requires only small changes in
the proofs of Lemma 8.2.4 and Proposition 8.2.5 in [4], we omit the details.

Appendix A. A representation formula. In this appendix we state the
variational representation formula required in the proof of the lower bound. It can be
derived easily by following the same steps as those given in [4, section 4.4].

Let p × ρσ be the stochastic kernel on S × R
d given ξ ∈ S, x ∈ R

d defined by
(p×ρσ)(dζ×dy|x, ξ)

.
= p(dζ|x, ξ)×ρσ(dy). We consider admissible control sequences

consisting of stochastic kernels νnj (dζ × dy|X̄n
0 , . . . , X̄

n
j , Ū

n
0 , . . . , Ū

n
j , Z̄

n
j ) on S × R

d

given (Rd)j+1× (Rd)j+1×S. For each admissible control sequence {νnj , j = 0, . . . , n−
1}, the controlled system is defined by setting X̄n

0
.
= x, Ūn

0
.
= 0 and for j = 0, . . . , n−1

through

X̄n
j+1

.
= X̄n

j +
1

n
b(X̄n

j , Z̄
n
j+1), Ūn

j+1
.
= Ūn

j +
1

n
Ḡn

j , and Ȳ n
j = X̄n

j + Ūn
j ,(A.1)

where the conditional distribution of (Z̄n
j+1, Ḡ

n
j ) is given by

P̄x,ξ

{
(Z̄n

j+1, Ḡ
n
j ) ∈ (dζ × dy)|X̄n

0 , . . . , X̄
n
j , Ū

n
0 , . . . , Ū

n
j , Z̄

n
j

}
= νnj (dζ × dy|X̄n

0 , . . . , X̄
n
j , Ū

n
0 , . . . , Ū

n
j , Z̄

n
j ).(A.2)

We define the processes X̄n .
= {X̄n(t), t ∈ [0, 1]}, Ūn = {Ūn(t), t ∈ [0, 1]}, and Ȳ n .

=
{Ȳ n(t), t ∈ [0, 1]} as the linear interpolations of {X̄n

j }, {Ūn
j }, and {Ȳ n

j }, respectively.
Theorem A.1. Let Wn

σ (x, ξ)
.
= −1/n logEx,ξ {exp[−nh(Y n

σ )]}, where Y n
σ is

defined by (4.1), Ex,ξ denotes expectation conditioned on Xn
0 = x and Zn

0 = ξ, and
h is a bounded measurable function mapping C([0, 1] : R

d) �→ R. Then for all n ∈ N,
x ∈ R

d, ξ ∈ S, and σ > 0, we have the representation

Wn
σ (x, ξ) = inf

{νn
j
}
Ēx,ξ


 1

n

n−1∑
j=0

R(νnj (·)||(p× ρσ)(·|X̄n
j , Z̄

n
j )) + h(Ȳ n)


 .(A.3)

Appendix B. Properties of the functions Λ, L, and Lσ. In this appendix
we establish properties of the functions Λ(x, α) and L(x, β) defined in (2.3) and (2.2),
respectively, and of the function Lσ defined in (4.2).
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Lemma B.1. Under Hypothesis H.1, the function Λ(x, α) defined in (2.3) satisfies
the following properties. For each x ∈ R

d, Λ(x, α) is a finite strictly convex function of
α ∈ R

d which is differentiable for all α. In addition, Λ(x, α) is a continuous function
of (x, α) ∈ R

d × R
d.

These properties follow from Lemmas 3.1 and 3.4 in [7] given the relation between
the function Λ and the solution to the eigenvalue problem given in (2.1).

Lemma 2.1 in [3] gives a list of properties that are satisfied by the function L, the
Legendre–Fenchel transform of Λ. These include convexity and lowersemicontinuity
in β, positivity, and uniqueness. Part (a) of the following lemma is also among those
properties, and we state it here for use in the proof of part (b), which provides an
important variational representation for the function L.

Lemma B.2. Under Hypothesis H.1, the function L(x, β) defined in (2.2) satisfies
the following properties.

(a) If L(x, β) is finite in a neighborhood of β′, then ∇L(x, β′) exists and
L(x, β′) = 〈α, β′〉 − Λ(x, α) if and only if α = ∇L(x, β′).

(b) For each x and β in R
d,

L(x, β) = inf

{∫
S
R(γ(·|x, ξ)‖p(·|x, ξ))µ(dξ) : γµ = µ,

∫
S
b(x, ξ)dµ = β

}
.

If L is finite, then the infimum is attained uniquely.
Proof. (a) Since Λ(x, ·) is strictly convex on R

d, L(x, ·) is differentiable on
int(domL(x, ·)). See Theorem D.2.8 in [4]. The last part follows from standard
results.

(b) First we consider the case when β ∈ ri(domL(x, ·)). For α ∈ R
d let γα be the

stochastic kernel defined by

dγα(·|x, ξ)

dp(·|x, ξ)
(ζ) =

e〈α,b(x,ζ)〉+ψ(ζ)∫
S e〈α,b(x,ζ)〉+ψ(ζ)p(dζ|x, ξ)

.

In terms of the function Λ defined in (2.1) we can write

dγα(·|x, ξ)

dp(·|x, ξ)
(ζ) = e−Λ(x,α)−ψ(ξ)+〈α,b(x,ζ)〉+ψ(ζ).

Let µα be the unique invariant measure of γα. (Proposition 4.1 in [7] guarantees that
such a measure exists.) Part (a) of the present lemma and the fact that Λ(x, ·) is
strictly convex and differentiable imply that there exists a unique α = α(x, β) such
that

L(x, β) = 〈α(x, β), β〉 − Λ(x, α(x, β))(B.1)

with α(x, β) ∈ ∂L(β) if and only if β = ∇Λ(x, α(x, β)) (see Corollary 26.3.1 in [14]).
Then, Proposition 4.1 in [7] gives

Eγα
µαb(x, ξ) =

∫
S
b(x, ξ)µα(dξ) = β.(B.2)

Now let γ be any kernel (with corresponding invariant measure µγ) satisfying∫
S
b(x, ξ)µγ(dξ) = β and

∫
S
R(γ(·|ξ)‖p(·|x, ξ))µγ(ξ) <∞.
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Then γ(·|x, ξ)� p(·|x, ξ) for µγ-almost all ξ. Since dγα
dp is strictly positive, γ(·|x, ξ)�

γα(·|x, ξ) for almost all ξ (with respect to µγ) and∫
S
R(γ(·|x, ξ)‖p(·|x, ξ))µγ(dξ)

=

∫
S

∫
S

log
dγ(·|x, ξ)

dp(·|x, ξ)
(ζ)γ(dζ|x, ξ)µγ(dξ)

=

∫
S

[∫
S

log
dγ(·|x, ξ)

dγα(·|x, ξ)
(ζ)γ(dζ|x, ξ) +

∫
S

log
dγα(·|x, ξ)

dp(·|x, ξ)
(ζ)γ(dζ|x, ξ)

]
µγ(dξ)

=

∫
S
R(γ(·|x, ξ)‖γα(·|x, ξ))µγ(dξ)

+

∫
S

∫
S

log
[

exp
[〈α, b(x, ζ)〉+ ψ(ζ)− ψ(ξ)− Λ(x, α)

]]
γ(dζ|x, ξ)µγ(dξ)

=

∫
S
R(γ(·|x, ξ)‖γα(·|x, ξ))µγ(dξ)− Λ(x, α)

−
∫
S
ψ(ξ)µγ(dξ) +

∫
S

∫
S

[〈α, b(x, ζ)〉+ ψ(ζ)] γ(dζ|x, ξ)µγ(dξ)

=

∫
S
R(γ(·|x, ξ)‖γα(·|x, ξ))µγ(dξ)− Λ(x, α) +

∫
S
〈α, b(x, ξ)〉µγ(dξ)

=

∫
S
R(γ(·|x, ξ)‖γα(·|x, ξ))µγ(dξ) + L(x, β) ≥ L(x, β).

Equality is obtained if and only if γ ≡ γα. If β does not belong to ri(domL(x, ·)),
analogous arguments to those given in Appendix C.5 in [4] can be adapted.

The next result establishes properties of the function Lσ defined in (4.2) that are
needed in the proof of the lower bound.

Lemma B.3. Given σ > 0, the function Lσ(x, β) satisfies the following proper-
ties:

(a) Lσ(x, β) = infz∈Rd{L(x, β − z) + ||z||2
2σ2 } and Lσ(x, β) ≤ L(x, β).

(b) Lσ(x, β) is a finite, nonnegative, continuous function of (x, β) ∈ R
d × R

d.
Moreover, Lσ(x, ·) is differentiable on R

d.
(c)

Lσ(x, β) = inf

{∫
S
R(γ(·|x, ξ)× υ(·)||p(·|x, ξ)× ρσ(·))µ(dξ) :

µγ = µ,

∫
S
b(x, ξ)µ(dξ) +

∫
Rd

yυ(dy) = β

}
.

Further, for each x, β ∈ R
d there exist a stochastic kernel γ∗ and a measure υ∗ such

that the infimum on the right-hand side is achieved. For Borel sets B1 of S and B2

of R
d, these are given by

γ∗(B1|x, ξ)
.
=

∫
B1

e〈α,b(x,ζ)〉−Λ(x,α)−Ψσ(x;α,ξ)+Ψσ(x;α,ζ)p(dζ|x, ξ)

and

υ∗(B2)
.
=

∫
B2

e〈α,y〉−
σ2||α||2

2 ρσ(dy),

with α = α(x, β) ∈ argmax{〈α, β〉 − Λσ(x, α) : α ∈ R
d}.
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(d) Given any compact set ∆ ⊂ R
d and ε ∈ (0, 1), there exists η ∈ (0, 1) such

that, whenever x, y ∈ ∆, β ∈ R
d, and ||x− y|| ≤ η, there exists β̄ ∈ R

d such that

Lσ(y, β̄)− Lσ(x, β) ≤ ε and ||β̄ − β|| ≤ K||x− y||,
where K is the Lipschitz constant of b.

(e) Given ψ ∈ C([0, 1] : R
d) satisfying Ix(ψ) < ∞ and ε > 0, there exists

ψ∗ ∈ C([0, 1] : R
d), with ψ̇∗ piecewise constant with only finitely many jumps in

the interval (0, 1), such that ||ψ − ψ∗||∞ < ε and∫ 1

0

Lσ(ψ∗(t), ψ̇∗(t))dt ≤
∫ 1

0

Lσ(ψ(t), ψ̇(t))dt + ε ≤ Ix(ψ) + ε.

(f) The function (x, β) → α(x, β) ∈ argmax{〈α, β〉 − Λσ(x, α) : α ∈ R
d} is

continuous.
Proof. (a) The first statement follows from Corollary D.4.2 in [4], while for the

second part we take z = 0.
(b) From Theorem 26.4 in [14] and Lemma 3.4(iv) in [7], we have that

int(Dom Lσ(x, ·)) = Range(∇Λσ(x, ·)) = R
d. So Lσ(x, β) <∞ for all (x, β) ∈ R

d×R
d.

The nonnegativity of Lσ(x, β) follows from the nonnegativity of L(x, β). The conti-
nuity follows from Lemma C.8.1 in [4] and the continuity of Λ(x, α) in both variables.
Finally, the differentiability follows from the strict convexity of Λ and Theorem D.2.8
in [4].

(c) Let x, β ∈ R
d. From part (b) there exists α ∈ R

d, with α = α(x, β), such that
β = ∇αΛσ(x, α) and Lσ(x, β) = 〈α, β〉 − Λσ(x, α). Let

γα(dζ × dy|x, ξ) = exp
{
〈α, b(x, ζ)〉+ Ψ(x;α, ζ)−Ψ(x;α, ξ)− Λ(x, α)

−σ2

2
||α||2

}
p(dζ|x, ξ)ρσ(dy).

From Proposition 4.1 in [7],

β =

∫
S
b(x, ξ)µ(dξ) +

∫
S
ye〈α,y〉−

σ2

2 ||α||2ρσ(dy),

where µ is the unique invariant measure of the first marginal of γα given by

γα,1(dζ|x, ξ;α) = exp{〈α, b(x, ζ)〉+ Ψ(x;α, ζ)−Ψ(x;α, ξ)− Λ(x, α)}p(dζ|x, ξ).

The rest of the proof follows the same arguments given in the proof of Lemma B.2(b)
after (B.2).

(d) Let ∆ ⊂ R
d compact, x, y ∈ ∆, β ∈ R

d, and ε ∈ (0, 1). We know from part
(c) that there exist γ∗ and υ∗ such that the infimum in part (c) is attained for (x, β).
Define β̄

.
=
∫
S b(y, ξ)µγ∗

(dξ) +
∫

Rd
yν∗(dy). Then, from the representation formula

given in part (c),

||β − β̄|| ≤
∣∣∣∣
∫
S

(b(x, ξ)− b(y, ξ))µγ∗
(dξ)

∣∣∣∣ ≤ K‖x− y‖.

Now, for any Borel set B of S, we can use part (c) of Hypothesis H.1 to write

γ∗(B|x, ξ) =

∫
B

exp

{
〈α, b(x, ζ)〉+ Ψσ(x;α, ζ)−Ψσ(x;α, ξ)− Λ(x, α)

}
p̃x(ξ, ζ)ϑ(dζ).
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From the bound that we have on p̃x(·, ·), it follows that γ∗(·|x, ξ) is absolutely con-
tinuous with respect to p(·|y, ξ); from the uniform continuity of p̃x(ξ, ζ), there exists
η > 0 such that ‖x − y‖ < η implies that p̃x(ξ, ζ) ≤ p̃y(ξ, ζ)eε (this is as in (4.15)).
Then, from the variational equivalence given in part (c), Lσ(y, β̄) <∞ and

Lσ(y, β̄) ≤
∫
S
R(γ∗(·|x, ξ)× ν∗(·)||p(·|y, ξ)× ρσ(·))µγ∗

(dξ)

≤
〈
α,

∫
S
b(x, ξ)µγ∗

(dξ)
〉
− Λ(x, α) +

〈
α,

∫
Rd

yν∗(dy)
〉
− σ2

2
||α||2 + ε

= 〈α, β〉 − Λσ(x, α) + ε = Lσ(x, β) + ε.

(e) The proof of this part is based on Lemmas 6.5.3 and 6.5.5 of [4], which in our
case also hold due to the structural properties given in parts (a) and (b).

(f) Given x, β ∈ R
d, part (b) and the differentiability of α→ Λσ(x, α) imply that

there exists a unique α(x, β) such that Lσ(x, β) = 〈α(x, β), β〉 − Λσ(x, α(x, β)), β =
∇αΛσ(x, α(x, β)), and α(x, β) = ∇βLσ(x, β). We observe that β → Lσ(x, β) is con-
tinuously differentiable thanks to [14, Corollary 25.5.1]. Moreover, x → ∇βLσ(x, β)
is continuous [14, Theorem 25.7] and, in fact, (x, β) → ∇βLσ(x, β) is continuous by
the same theorem. Therefore, (x, β) → α(x, β) is continuous in both variables. This
completes the proof of the lemma.

Appendix C. Proofs of some limit results. This appendix is dedicated to
the proofs of some limit results needed in the proof of Theorem 2.1.

Theorem C.1. Let S be compact. For any x ∈ R
d, ξ ∈ S and each n ∈ N,

consider any admissible control sequence such that

sup
n∈N

Ēx,ξ


 1

n

n−1∑
j=0

R(νnj (·)‖p(·|X̄n
j , Z̄

n
j ))


 <∞,

where νnj (·) = νnj (·|X̄n
0 , . . . , X̄

n
j , Z̄

n
j ). In terms of these sequences we define the piece-

wise linear interpolation {X̄n}, the piecewise constant interpolation {X̃n}, the se-
quence of admissible control measures {νn} and its marginals {ν̂n2 ⊗ λ, ν̂n1 ⊗ λ}, and
the measures {γn} as in section 3. Also, for each n ∈ N we define the process
Sn = {Sn(t), t ∈ [0, 1]} by

Sn(t)
.
= x +

∫
S×S×[0,t]

b(Sn(s), y)νn(dζ × dy × ds).

The following conclusions hold.
(a) Given any subsequence of {(νn, ν̂n2 ⊗λ, ν̂n1 ⊗λ, γn, X̄n, X̃n, Sn), n ∈ N}, there

exist a subsubsequence, a stochastic kernel ν on S×S× [0, 1] (given Ω̄) with marginals
µ1, µ2, a stochastic kernel γ on S × S × [0, 1], and random variables X̄ and S map-
ping Ω̄ into C([0, 1] : R

d) such that the subsubsequence converges in distribution to
(ν, µ1, µ2, γ, X̄, X̄, S).

(b) The stochastic kernel ν has the decomposition

ν(B1 ×B2 × C) =

∫
C

ν(B1 ×B2|t)dt =

∫
C

∫
B1

ν̂1(dζ|t)ν̂2(B2|ζ, t)dt

for some stochastic kernels ν(·|t) on S × S given [0, 1], ν̂1(·|t) on S given [0, 1], and
ν̂2(·|ζ, t) on S given S × [0, 1].

(c) We have the equality ν̂1 ⊗ λ = ν̂2 ⊗ λ.
(d) ν̂1(dζ|t) is an invariant measure of ν̂2(dy|ζ, t) for each t ∈ [0, 1].
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(e) W.p.1 for every t ∈ [0, 1]

X̄(t) = x +

∫
S×S×[0,t]

b(X̄(s), y)ν(dζ × dy × ds)(C.1)

= x +

∫ t

0

∫
S
b(X̄(s), ζ)ν̂1(dζ|s)ds.

(f) The stochastic kernel γ has the decomposition

γ(B1 ×B2 × C) =

∫
C

∫
B1×B2

ν̂1(dζ|t)⊗ p(dy|X̄(t), ζ)dt.

Proof. (a) Given the compactness of S, we immediately get tightness of νn, of
γn, and of all the marginals. Tightness of {X̄n} and of {X̃n} on C([0, 1] : R

d) follows
from the bound

wX̄n(δ)
.
= sup

{s,t∈[0,1]:|s−t|≤δ}
‖X̄n(t)− X̄n(s)‖ ≤ 2‖b‖∞δ,(C.2)

and tightness of {Sn} can be verified similarly. Since the function mapping νn into
(νn, ν̂n1 ⊗ λ, ν̂n2 ⊗ λ) is continuous, there exist measures ν and γ over S × S × [0, 1],
measures µ1 and µ2 over S × [0, 1], and random variables X̄ and S on C([0, 1] : R

d)

such that (νn, ν̂n1 ⊗ λ, ν̂n2 ⊗ λ, γn, X̄n, X̃n, Sn)
D−→ (ν, µ1, µ2, γ, X̄, X̄, S) [4, Theorem

A.3.6]. Moreover, w.p.1 µ1 and µ2 equal the marginals of ν over (ζ, t) and over (y, t),
respectively. For the developments below, we note that by the Skorohod representa-
tion theorem we can assume that convergence takes place w.p.1 on some probability
space, which we also denote by (Ω̄, F̄ , P̄ ).

(b) We let µ3 denote the marginal of ν over t. Using the fact that the marginal
of νn over t is Lebesgue measure λ, we have that w.p.1 for any bounded continuous
function g mapping [0, 1] into R,∫ 1

0

g(t)µ3(dt) =

∫
S×S×[0,1]

g(t)ν(dζ × dy × dt)

= lim
n→∞

∫
S×S×[0,1]

g(t)νn(dζ × dy × dt)

= lim
n→∞

∫ 1

0

g(t)dt

=

∫ 1

0

g(t)dt.

Since the class of bounded and continuous functions is a measure determining class
[1, Theorem 1.3], this implies that w.p.1 µ3(·) equals λ(·). By Theorem A.5.6 in [4],
there exists a stochastic kernel ν(dζ × dy|t) on S × S given [0, 1] such that w.p.1

ν(B1 ×B2 × C) =

∫
C

ν(B1 ×B2|t) dt.

Once more Theorem A.5.6 in [4] gives the existence of stochastic kernels ν̂2(dy|ζ, t)
on S given S × [0, 1] and ν̂1(dζ|t) on S given [0, 1] (the second and first marginals of
ν(dζ × dy|t), respectively) such that

ν(B1 ×B2 × C) =

∫
C

∫
B1

ν̂1(dζ|t)ν̂2(B2|ζ, t)dt.

This gives the decomposition of ν(dζ × dy × dt) given in part (b).
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(c) Consider a function f of the form f(y, t) = g(y)h(t), with g ∈ C(S : R
d) and

h ∈ C([0, 1] : R
d). Since

Ēx,ξ

{
g(Z̄n

j+1)−
∫
S
g(y)νnj (dy|X̄0, . . . , X̄

n
j , Z̄

n
j )

}
= 0,

we have that {
g(Z̄n

j+1)−
∫
S
g(y)νnj (dy|X̄n

0 , . . . , X̄
n
j , Z̄

n
j )

}

is a martingale difference sequence. Moreover,

∫
S×[0,1]

f(ζ, t)(ν̂n1 ⊗ λ)(dζ × dt) =

1
kn

−1∑
l=0

∫ (l+1)kn

lkn

h(t)dt ·
∫
S
g(ζ)(ν̃nl )1(dζ)

=

1
kn

−1∑
l=0

∫ (l+1)kn

lkn

h(t)dt · 1

mn

(l+1)mn−1∑
j=lmn

g(Z̄n
j )

and similarly ∫
S×[0,1]

f(y, t)(ν̂n2 ⊗ λ)(dy × dt)

=

1
kn

−1∑
l=0

∫ (l+1)kn

lkn

h(t)dt ·

 1

mn

(l+1)mn−1∑
j=lmn

∫
S
g(y)νnj (dy)


 .

Noting that∥∥∥∥∥∥
1
kn

−1∑
l=0

1

mn

[∫ (l+1)kn

lkn

h(t)dt

] [
g(Z̄n

lmn
)− g(Z̄n

(l+1)mn)

]∥∥∥∥∥∥ ≤
2‖g‖‖h‖

mn
,

we have that if mn ≥ 4‖g‖‖h‖
ε , then

P̄x,ξ

{∣∣∣∣∣
∫
S×[0,1]

fd(ν̂n1 ⊗ λ)−
∫
S×[0,1]

fd(ν̂n2 ⊗ λ)

∣∣∣∣∣ ≥ ε

}

≤ P̄x,ξ



∣∣∣∣∣∣

1
kn

−1∑
l=0

1

mn

[∫ (l+1)kn

lkn

h(t)dt

](l+1)mn−1∑
j=lmn

(
g(Z̄n

j+1)−
∫
g(y)νnj (dy)

)
∣∣∣∣∣∣≥

ε

2




≤ P̄x,ξ



∣∣∣∣∣∣
1

n

n−1∑
j=0

[
g(Z̄n

j+1)−
∫
S
g(y)νnj (dy)

]∣∣∣∣∣∣ ≥
ε

2‖h‖




≤ 4‖h‖2
ε2

Ēx,ξ




1

n2


n−1∑

j=0

[
g(Z̄n

j+1)−
∫
S
g(y)νnj (dy)

]
2



≤ 4‖h‖2
ε2

Ēx,ξ


 1

n2

n−1∑
j=0

(
g(Z̄n

j+1)−
∫
S
g(y)νnj (dy)

)2

 ≤ 16‖h‖2‖g‖2

nε2
.(C.3)
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This implies that
∫
S×[0,1]

fd(ν̂n1 ⊗ λ)− ∫S×[0,1]
fd(ν̂n2 ⊗ λ) converges to zero in prob-

ability and hence in distribution [1, Theorem 4.3]. Given the convergence w.p.1 of
ν̂n1 ⊗ λ and ν̂n2 ⊗ λ to ν̂1 ⊗ λ and ν̂2 ⊗ λ, respectively, we get w.p.1

lim
n→∞

∫
S×[0,1]

f(y, t)(ν̂nr ⊗ λ)(dy × dt) =

∫
S×[0,1]

f(y, t)(ν̂r ⊗ λ)(dy × dt)

for r = 1, 2. Therefore w.p.1∫
S×[0,1]

f(y, t)(ν̂1 ⊗ λ)(dy × dt) =

∫
S×[0,1]

f(y, t)(ν̂2 ⊗ λ)(dy × dt).(C.4)

Theorem A.3.14 in [4] implies that we can extend the equality in (C.4) from f of the
form f(y, t) = g(y)h(t) to all f : S × [0, 1] �→ R that are bounded and continuous.
Since the class of bounded continuous functions is measure-determining, we have that
ν̂1 ⊗ λ = ν̂2 ⊗ λ, as we wanted to show.

(d) We now show that for each t ∈ [0, 1] and Borel subset B1 of S, we have

ν̂1(B1|t) =

∫
S
ν̂2(B1|ζ, t)ν̂1(dζ|t).(C.5)

Let Ub(S) denote the space of bounded, uniformly continuous functions mapping S
into R. Since S is Polish, there exists an equivalent metric m under which Ub(S,m)
is separable with respect to the uniform metric. Let E be a countable dense subset
of Ub(S,m), and let g be any function in E . For each s ∈ [0, 1] let Ei ⊂ [0, 1] be a
sequence of sets which shrinks nicely to s (see [2, p. 353]), and define

f(t, y)
.
= g(y) · 1

λ(Ei)
IEi(t).

Since ν̂1 ⊗ λ = ν̂2 ⊗ λ,

1

λ(Ei)

∫
Ei

∫
S
g(y)ν̂1(dy|t)λ(dt) =

1

λ(Ei)

∫
Ei

∫
S

∫
S
g(y)ν̂2(dy|ζ, t)ν̂1(dζ|t)λ(dt).

Define h1(t)
.
=
∫
S g(y)ν̂1(dy|t) and h2(t)

.
=
∫
S
∫
S g(y)ν̂2(dy|ζ, t)ν̂1(dζ|t). Then we

have

|h1(s)− h2(s)| ≤ 1

λ(Ei)

∫
Ei

|h1(t)− h1(s)| dt +
1

λ(Ei)

∫
Ei

|h2(t)− h2(s)| dt,

which tends to 0 as n → ∞ for almost all s ∈ [0, 1] (see Theorem C.13 in [2]).
This implies that h1(s) = h2(s) a.s., so that there exists a set Bg ∈ B([0, 1]) with
λ(Bg) = 0 and such that

∫
S g(y)ν̂1(dy|t) =

∫
S
∫
S g(y)ν̂2(dy|ζ, t)ν̂1(dζ|t) for all t /∈ Bg.

Now define B
.
= ∪g∈EBg. Then λ(B) = 0 and for all t /∈ B and g ∈ E the same

equality holds. The equality can then be extended to g ∈ Ub(S,m), which implies
that ν̂1(dy|t) = ν̂2(dy|t) for all t /∈ B. Finally, redefining ν̂1 and ν̂2 in an obvious way
for t ∈ B, we get (C.5).

(e) Let {Ȳ n, n ∈ N} and {Ỹ n, n ∈ N} be the sequences of piecewise linear and
piecewise constant interpolations, respectively, of the process {Xn

j , j = 0, . . . , n} but
when observed only at the endpoints of the intervals of size kn. That is, they are
the interpolations of a process {Ȳ n

j , j = 0, . . . , n} defined through Ȳ n
l

.
= X̄n

lmn
for

l = 0, . . . , 1
kn

. The intuition behind this idea is described clearly below (2.3). We
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will relate Ȳ n to X̄n, Ỹ n to X̃n, and both Ȳ n and Ỹ n to Sn in a way that forces all
five sequences to have the same limit [1, Theorem 4.1]. By showing that S and X̄ as
defined in (C.1) are the same w.p.1, the characterization of the limit process X̄ will
follow.

By definition, the process {Ȳ n
l } follows the evolution

Ȳ n
l+1 = Ȳ n

l +
1

n

(l+1)mn−1∑
j=lmn

b(X̄n
j , Z̄

n
j+1).

Moreover, for every l = 0, . . . , 1
kn
− 1 and with i = 1, . . . ,mn − 1, we have

‖Ȳ n
l − X̄n

lmn+i‖ =

∥∥∥∥∥∥
1

n

i−1∑
j=0

b(X̄n
lmn+j , Z̄

n
lmn+j+1)

∥∥∥∥∥∥ ≤
i‖b‖∞

n
.(C.6)

Hence

sup
t∈[0,1]

‖Ȳ n(t)− X̄n(t)‖ ≤ wȲ n(kn) + wX̄n(1/n)

+ max
l∈{0,..., 1

kn
−1}

max
i∈{1,...,mn−1}

‖Ȳ n
l − X̄n

lmn+i‖

≤
(

3kn +
2

n

)
‖b‖∞,

where we have used (C.6), (C.2), and the bound

wȲ n(kn)
.
= sup

{s,t∈[0,1]:|s−t|≤kn}
‖Ȳ n(t)− Ȳ n(s)‖ ≤ 2kn‖b‖∞.(C.7)

This implies that in C([0, 1] : R
d) under the uniform metric, d(X̄n, Ȳ n) converges to

0 in probability. Similarly, in D([0, 1] : R
d) under the Skorohod metric, d(X̃n, Ỹ n)

converges to 0 in probability.
Next we prove that

lim
n→∞ P̄x,ξ

{
sup

t∈[0,1]

∥∥Sn(t)− Ȳ n(t)
∥∥ ≥ ε

}
= 0,(C.8)

which immediately implies the limit limn→∞ P̄x,ξ{supt∈[0,1] ‖Sn(t)− Ỹ n(t)‖ ≥ ε} = 0.
For any t ∈ [0, 1] with lkn ≤ t < (l + 1)kn, we have

‖Ȳ n(t)− Sn(t)‖
≤ wȲ n(kn) + wSn(kn) + Kkn‖b‖∞

+

∥∥∥∥∥∥
l∑

j=0

1

n

(j+1)mn∑
i=jmn

b(Ȳ n
j , Z̄n

i+1)−
∫
S×S×[0,lkn]

b(Ỹ n(s), y)νn(dζ×dy×ds)
∥∥∥∥∥∥

+

∥∥∥∥∥
∫
S×S×[0,lkn]

[
b(Ỹ n(s), y)− b(Ȳ n(s), y)

]
νn(dζ×dy×ds)

∥∥∥∥∥
+

∥∥∥∥∥
∫
S×S×[0,lkn]

[
b(Ȳ n(s), y)− b(Sn(s), y)

]
νn(dζ×dy×ds)

∥∥∥∥∥
≤ 3(1 + K)kn‖b‖∞ + A(t) +

∫ t

0

K‖Ȳ n(s)− Sn(s)‖ds,
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where we have defined

A(t)
.
=

∥∥∥∥∥∥
l∑

j=0

1

n

(j+1)mn∑
i=jmn

b(Ȳ n
j , Z̄n

i+1)−
∫
S×S×[0,lkn]

b(Ỹ n(s), y)νn(dζ×dy×ds)
∥∥∥∥∥∥ .

(Note that dependence on t comes through l.) By Gronwall’s inequality we can then
write

‖Ȳ n(t)− Sn(t)‖

≤ 3(1 + K)kn‖b‖∞ + A(t) +

∫ t

0

K [3(1 + K)kn‖b‖∞ + A(s)] eK(t−s)ds.

≤ eK [3(1 + K)kn‖b‖∞ + A(lkn)] +

l−1∑
j=0

A(jkn)KeKt

∫ (j+1)kn

jkn

e−Ksds

≤ eK
[
3(1 + K)kn‖b‖∞ + (1 + K) max

j∈{0,...,1/kn}
A(jkn)

]
,(C.9)

where in the last step we have used the inequality ejkn−e(j+1)kn ≤ knKe−Kjkn , valid
because of the mean value theorem. Given (C.9), all that remains to show is that
{maxl∈{0,...,1/kn} A(lkn), n ∈ N} converges to zero in probability as n→∞.

Now for all l = 0, . . . , 1/kn we have that

∫
S×S×[0,lkn]

b(Ỹ n(s), y)νn(dζ×dy×ds) =

l∑
j=0

kn
1

mn

(j+1)mn∑
i=jmn

∫
S
b(Ȳ n

j , y)νni (dy|X̄n
i , Z̄

n
i ).

Moreover, the sequence{
b(Ȳ n

j , Z̄n
i+1)−

∫
S
b(Ȳ n

j , y)νni (dy|X̄n
i , Z̄

n
i ), j=0, . . . ,

1

kn
, i=jmn, . . . , (j+1)mn−1

}

forms a martingale difference sequence with respect to the sequence of sigma fields
generated by {(X̄n

r , Z̄
n
r ), r = 0, . . . , i} for i = 0, . . . , n− 1. Therefore, the submartin-

gale inequality [5, Lemma 2.2.3] applied to the submartingale{∥∥∥∥b(Ȳ n
j , Z̄n

i+1)−
∫
S
b(Ȳ n

j , y)νni (dy|X̄n
i , Z̄

n
i )

∥∥∥∥
2
}

implies that for any ε > 0

P̄x,ξ

{
max

l∈{0,...,1/kn}
A(lkn) ≥ ε

}

≤ 1

ε2
Ēx,ξ{A(1)2}

≤ 1

ε2

l∑
j=0

1

n2

(j+1)mn∑
i=jmn

Ēx,ξ

∥∥∥∥b(Ȳ n
j , Z̄n

i+1)−
∫
S
b(Ȳ n

j , y)νni (dy|X̄n
i , Z̄

n
i )

∥∥∥∥
2

≤ 4‖b‖2∞
ε2n

,

which gives (C.8).
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Having shown that all five sequences must converge to the same limit, it remains
to show that S and X̄ as defined in (C.1) are the same w.p.1. We will show that for
each fixed t, S(t) = X̄(t) w.p.1. Equality for all t ∈ [0, 1] w.p.1 follows by considering
the rationals and then extending by continuity.

Fix t ∈ [0.1]. We have

‖Sn(t)− X̄(t)‖ ≤
∫ t

0

K
∥∥Sn(s)− X̄(s)

∥∥ ds
+

∥∥∥∥∥
∫
S×S×[0,t]

b(X̄(s), y)νn(dζ×dy×ds)−
∫
S×S×[0,t]

b(X̄(s), y)ν(dζ×dy×ds)
∥∥∥∥∥ .

Using Gronwall’s inequality if follows that∥∥Sn(t)− X̄(t)
∥∥(C.10)

≤
∥∥∥∥∥
∫
S×S×[0,t]

b(X̄(s), y)νn(dζ×dy×ds)−
∫
S×S×[0,t]

b(X̄(s), y)ν(dζ×dy×ds)
∥∥∥∥∥

+K

∫ t

0

∥∥∥∥∥
∫
S×S×[0,r]

b(X̄(s), y)νn(dζ×dy×ds)−
∫
S×S×[0,r]

b(X̄(s), y)ν(dζ×dy×ds)
∥∥∥∥∥ eK(t−r)dr.

Weak convergence of νn to ν implies that w.p.1

lim
n→∞

∫
S×S×[0,t]

b(X̄(s), y)νn(dζ × dy × ds) =

∫
S×S×[0,t]

b(X̄(s), y)ν(dζ × dy × ds).

This statement is true since we can identify the points of discontinuity of the bounded
function b(X̄(s), y)1[0,t](s) to be S ×S × {t}, which form a set of measure zero under
the limit ν. Hence it follows from (C.10) and the dominated convergence theorem
that for any given ε > 0

lim
n→∞ P̄x,ξ

{‖Sn(t)− X̄(t)‖ ≥ ε
} ≤ lim

n→∞
1

ε
Ēx,ξ

{∥∥Sn(t)− X̄(t)
∥∥} = 0.

Uniqueness of limits implies S(t) = X̄(t) w.p.1, as we wanted to show.
(f) Let f : S × S × [0, 1] be bounded and continuous. Then for each n ∈ N the

function gn mapping (ζ, t) to
∫
S f(ζ, y, t)p(dy|Ȳ n(t), ζ) is also bounded and continu-

ous. Define the bounded and continuous function g mapping (ζ, t) into
∫
S f(ζ, y, t)

p(dy|X̄(t), ζ). Weak continuity of p and a.s. convergence of Ȳ n to X̄ imply that for all
t ∈ [0, 1] and ζ ∈ S we have limn→∞ gn(ζ, t) = g(ζ, t) a.s. We argue that convergence
is, in fact, uniform in S × [0, 1].

Indeed, let ε > 0 be given. Fix N ∈ N satisfying kN < ε/(3‖b‖∞) so that (see
(C.7)) for all n > N and r, s with |r − s| ≤ kN , we have ‖Ȳ n(r) − Ȳ n(s)‖ < ε/3
and ‖X̄(r) − X̄(s)‖ < ε/3. Further, N can be chosen so that for all n ≥ N and
i = 0, . . . , 1

kN
− 1 we have ‖Ȳ n(ikN ) − X̄(ikN )‖ < ε/3. Hence we have that for all

t ∈ [0, 1] and any n ≥ N , ‖Ȳ n(t)− X̄(t)‖ < ε. By Hypothesis H.1 we can then write

gn(ζ, t) =

∫
S
f(ζ, y, t)p(dy|Ȳ n(t), ζ) =

∫
S
f(ζ, y, t)p̃Ȳ

n(t)(ζ, y)ϑ(dy).

By the dominated convergence theorem, this last quantity converges (a.s. uniformly
in ζ and t) to

∫
S f(ζ, y, t)p̃X̄(t)(ζ, y)ϑ(dy) = g(ζ, t).
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It now follows from the weak convergence of ν̂n1 ⊗ λ to ν̂1 ⊗ λ that

lim
n→∞

∫ 1

0

∫
S
gn(ζ, t)ν̂n1 (dζ|t)dt =

∫ 1

0

∫
S
g(ζ, t)ν̂1(dζ|t)dt.

This in turn implies that

lim
n→∞

∫
S×S×[0,1]

f(ζ, y, t)γn(dζ × dy × dt) =

∫
S×S×[0,1]

f(ζ, y, t)γ(dζ × dy × dt),

which completes the proof.
The last lemma in this section establishes an estimate needed in the proof of the

lower bound.
Lemma C.2. For any δ > 0,

lim
σ→0

P̄x,ξ

{
sup

t∈[0,1]

||Ū(t)|| ≥ δ

}
= 0.

Proof. As was discussed in the proof of the lower bound, S2,n → Ū in distribution
in C([0, 1] : R

d), so that by the Skorohod representation theorem and Fatou’s lemma,

Ēx,ξ



(

sup
t∈[0,1]

||Ū(t)||
)2

 ≤ lim inf

n→∞ Ēx,ξ



(

sup
t∈[0,1]

||Sn(t)||
)2

 .

Hence we have that for any δ > 0,

P̄x,ξ

{
sup

t∈[0,1]

||Ū(t)|| ≥ δ

}
≤ 1

δ2
Ēx,ξ



(

sup
t∈[0,1]

||Ū(t)||
)2



≤ 1

δ2
lim inf
n→∞ Ēx,ξ


 1

n

n−1∑
j=0

∥∥∥∥
∫

Rd

yν2,n
j (dy)

∥∥∥∥
2



=
1

δ2
lim inf
n→∞ Ēx,ξ


 1

n

nτn−1∑
j=0

||β2,n
j ||2




≤ 2σ2

δ2
lim inf
n→∞ Ēx,ξ


 1

n

nτn−1∑
j=0

R(γ2,n
j (·)||ρσ(·))




≤ 2σ2

δ2
lim inf
n→∞


kn

[1/kn]∑
l=0

Lσ(ψ∗(lmn/n), ψ̇∗(lmn/n)) + 3σ




≤ 2σ2

δ2
[Ix(ψ) + 4σ].

The fourth inequality follows from 1
2σ2 ||β2,n

j ||2 = L̂σ(β2,n
j ) ≤ R(γ2,n

j (·)||ρσ(·)), where

L̂σ is the Legendre–Fenchel of the moment generating function of ρσ. The fifth line
follows from (4.13) and (4.18), while in line six we have used part (e) of Lemma B.3
with ε = σ. Letting σ → 0 completes the proof.
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CONTINUITY AND EXPONENTIAL STABILITY OF MIXED
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Abstract. For the infinite horizon cost function mixed constrained model predictive control,
the largest possible stabilizable region for stable plants is the entire state space for both state and
output feedback cases. However, for marginal or unstable cases, the largest possible stabilizable
region is the constrained m-step stabilizable set for the state feedback case, and it is the region
where the estimated state is in the constrained m-step stabilizable set throughout the trajectory for
the output feedback case. Only attractivity over the largest stabilizable region is established for the
state feedback case with stable or marginal plants and the output feedback case with stable plants
[A. Zheng and M. Morari, IEEE Trans. Automat. Control, 40 (1995), pp. 1818–1823]. In this paper
we show, for both state and output feedback cases, that the closed loop system with the mixed
constrained model predictive controller possesses the exponential stability property, much stronger
than the attractivity, on the largest possible stabilizable region. Here the exponential stability on the
largest possible stabilizable region means that we can find the exponentially converging envelope for
any initial condition in the region. Clearly this is much stronger than local exponential stability, for
which the region for the envelope is not known and can be arbitrarily small. Moreover, the continuity
properties of the mixed constrained model predictive control are also established.

Key words. model predictive control, continuity, exponential stability
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1. Introduction. Model predictive control, also called receding horizon control,
is a technique for implementing the finite horizon open loop optimal control in the
infinite horizon feedback settings. Such implementation has been tried since the early
1960s when the open loop optimal control problem was vigorously studied [12], [32].
However, the first complete formulation of stabilizing finite horizon cost function
model predictive control and its comprehensive stability result were obtained by Kwon
and his coworkers [19], [20] in the late 1970s. They showed that the stability of
unconstrained model predictive control is assured if the terminal state is constrained to
be zero in the associated open loop optimal control problem. This result is particularly
important since, as mentioned in [2], the closed loop stability with the primitive model
predictive controller is not guaranteed in general.

Constraints are always present in any practical control problems. For instance,
the input cannot assume its value outside a bounded region due to the physical limi-
tations of manipulated variables. Moreover, it is desirable that the states of the plant
lie within a designated area in the state space because of safety, environmental reg-
ulation, and so on. As a way to handle these ever existing constraints, constrained
model predictive control strategies have been proposed and successfully applied to
chemical processes [10], [26]. Driven by these successes in practice, the constrained
model predictive control problem has been the core research topic within the chem-
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ical engineering control community since the late 1970s. Irrespective of this interest
in the constrained model predictive control problem within the chemical engineering
control community, the asymptotic stability of a hard constrained nonlinear model
predictive control law was first established by Keerthi and Gilbert [18] in an effort
to extend the terminal state constraint idea by Kwon and his coworkers to the hard
constrained nonlinear system case. In the early 1990s, Rawlings and Muske [25] pro-
posed an alternate formulation of hard constrained model predictive control for linear
systems employing the infinite horizon cost function instead of terminal state condi-
tion and established its attractivity over the set of all initial conditions for which the
model predictive control law is defined. Their result was then extended by Zheng and
Morari [38] to the mixed constrained stable and marginal linear system cases where,
as proposed in [37], hard input constraints and soft state constraints are employed.
For output feedback cases, the perturbed system stability theory [16] was employed in
[24], [27] to show the local asymptotic stability of the closed loop system with a hard
constrained output feedback model predictive controller. On the other hand, Zheng
and Morari [38] established that the closed loop system with a mixed constrained
output feedback model predictive controller is globally attractive for the stable plant
case.

From the pioneering work of maximal output admissible set by Gilbert and Tan
[13] and the well-known result by Kalman that the global optimal solution of the
unconstrained linear quadratic regulation problem is linear, it is easy to conclude
that the mixed constrained model predictive control is linear in a neighborhood of the
origin, where the constraints are not active throughout the trajectory and the penalty
term for softening is zero, and thus is exponentially stable on the neighborhood. The
explicit statement of this result was pointed out first by Sznaier and Damborg [31]
and played a key role in solving the hard constrained infinite horizon linear quadratic
regulation problem [4], [28] as well as the mixed constrained one [8], [9]. However, this
local exponential stability result is not very interesting since the important stability
result in the constrained case is the one in the nonlinear region where the constraints
play some roles. To this end, in the infinite horizon cost function and mixed constraints
cases, no stability over the largest stabilizable region is proven for the state feedback
case with unstable plants and the output feedback case with marginal1 or unstable
plants, and attractivity over the largest stabilizable region is only established for the
state feedback case with stable or marginal plants and the output feedback case with
stable plants. Moreover, exponential stability over the set of all initial conditions
for which the model predictive control law is defined cannot be concluded from local
exponential stability and attractivity over the set. In this paper we will show, for
both state and output feedback cases, that the closed loop system with the mixed
constrained model predictive controller possesses the exponential stability property,
much stronger than the attractivity, on the set of all initial conditions for which the
mixed constrained model predictive control law is defined throughout the trajectory.
Moreover, the continuity properties of the mixed constrained model predictive control
are also established.

This paper deals with mixed constrained model predictive control, and the control
input to the process is limited by the hard constraints such as saturation. Then the
stability of mixed constrained model predictive control corresponds to the stabiliza-
tion of a hard input constrained linear system by mixed constrained model predictive

1A linear system is marginal if it has some poles on the unit circle and all the others inside the
unit circle.
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control. Hence, the general results on the stabilization of a hard input constrained
linear system will provide some possible guidelines for study of the stability of the
specific constrained model predictive control. Contrary to the unconstrained linear
system cases, the global asymptotic stabilization of a hard input constrained linear
system is not always possible. Indeed, as shown in [30], [35], a hard input constrained
linear discrete time system can be globally asymptotically stabilizable iff all its poles
are located inside or on the unit circle. Clearly, a hard input constrained stable lin-
ear system is globally exponentially stable without any control and, thus, is globally
exponentially stabilizable. It is shown in [5] that the global asymptotic stabilization
of a hard input constrained linear system is possible through linear feedback if the
linear system is marginally stable; i.e., Jordan blocks associated with eigenvalues on
the unit circle are diagonal and all the other eigenvalues are in the open unit disk.
However, Yang [36] showed that the global asymptotic stabilization of hard input con-
strained marginal systems is, in general, impossible through linear feedback. Instead,
Yang [35] was able to construct a nonlinear (nonpredictive) globally asymptotically
stabilizing control law for such systems. It is shown in [9] that the mixed constrained
infinite horizon linear quadratic optimal control that is nonlinear also achieves global
asymptotic stability. On the other hand, Lin and Saberi [22] and Lin [21] showed that
there exists a linear controller that exponentially stabilizes a hard input constrained
marginal system on any bounded subset of the state space. Nevertheless, it is shown
in [6] that the global exponential stabilization of a hard input constrained marginal
system is not possible by any control law. For unstable systems, it was established in
[5] that any input constrained unstable systems can be exponentially stabilized by a
linear periodic variable structure controller on any compact subset of the constrained
asymptotically stabilizable set,2 i.e., the set of all initial states whose unstable sub-
space part can be driven asymptotically to zero with constrained inputs. Moreover,
it is shown in [9] that the mixed constrained infinite horizon linear quadratic optimal
control that is nonlinear achieves asymptotic stability on the constrained asymptoti-
cally stabilizable set. However, Choi [7] showed that the asymptotic stabilization of
a hard input constrained unstable system on the constrained asymptotically stabi-
lizable set is not possible in general by linear feedback. Moreover, it is shown in [6]
that the exponential stabilization of a hard input constrained unstable system on the
constrained asymptotically stabilizable set is not possible by any control law.

In this paper, we first adopt the point-to-set map theory to explore the continuity
properties of the optimal solution to the quadratic program associated with the mixed
constrained state feedback model predictive control law, which are useful for the rest
of the paper. It was brought to the authors’ attention by a reviewer that the conti-
nuity properties of the hard constrained state feedback model predictive control law
were reported using multiparametric programming [1] and a geometric approach [29].
We then establish the exponential stability properties of the mixed constrained model
predictive control law under the assumption that the linear plant in the absence of
the input saturation is stabilizable and detectable. For the state feedback case, the
exponential stability is established by proving that the optimal cost function is an ap-
propriate Lyapunov function for the closed loop system. Indeed, an input constrained
stable system is shown to be globally exponentially stabilized in the sense of Lyapunov
by the mixed constrained state feedback model predictive control law. Moreover, an
input constrained marginal or unstable system is proven to be exponentially stable

2Let Ω∞ = {u : umin ≤ ui ≤ umax, i = 0, 1, . . .}. Then the maximal Ω∞-invariant set w.r.t.
Rn, proposed in [14], coincides with the constrained asymptotically stabilizable set.
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on the constrained m-step stabilizable set that converges to the constrained asymp-
totically stabilizable set as the control horizon m increases. Hence, a marginal system
is semiglobally stabilized by the mixed constrained model predictive control and an
unstable system is exponentially stabilized by the mixed constrained model predictive
control law on any compact subset of the constrained asymptotically stabilizable set.
We also demonstrate that the sum of the optimal objective associated with state feed-
back model predictive control and a positive definite quadratic term of the observer
error forms a Lyapunov function from which one can conclude the exponential stabil-
ity of the mixed constrained output feedback model predictive control. Even if output
is only available for feedback, a stable plant is globally exponentially stabilized. For
the marginal and unstable plant cases, the exponential stability is established on the
set of all initial conditions for which the mixed constrained model predictive control
law is defined throughout the trajectory.

This paper is structured as follows. In the next section, the preliminaries on the
point-to-set map theory are summarized. In section 3, the formulation of the mixed
constrained model predictive control law is presented. The continuity properties of
the quadratic program associated with the mixed constrained model predictive control
law are established in section 4. The exponential stability of mixed constrained state
feedback model predictive control is established in section 5, whereas the output
feedback case is presented in section 6. Finally, the conclusions of the paper are
drawn in section 7.

2. Preliminaries. Later in this paper, the point-to-set map theory is employed
to establish the continuity properties of the quadratic program associated with the
mixed constrained model predictive control law. Hence, in this section, some prelim-
inaries on the point-to-set map theory are summarized as exposed in [17].

Definition 2.1. A point-to-set map Ω from a set X into a set Y is a map which
associates a subset of Y with each point of X.

Definition 2.2. Ω is open at a point x̄ in X if {xk}∞k=0 ⊂ X, xk → x̄, and
ȳ ∈ Ω(x̄) imply the existence of an integer m and a sequence {yk}∞k=0 ⊂ Y such that
yk ∈ Ω(xk) for k ≥ m and yk → ȳ.

Definition 2.3. Ω is closed at a point x̄ in X if {xk}∞k=0 ⊂ X, xk → x̄,
yk ∈ Ω(xk), and yk → ȳ imply that ȳ ∈ Ω(x̄).

Definition 2.4. Ω is continuous at a point x̄ in X if it is both open and closed
at x̄.

Definition 2.5. Ω is uniformly compact near x̄ if there is a neighborhood N of
x̄ such that the closure of the set ∪x∈NΩ(x) is compact.

Consider the following infimal value function associated with an optimization
problem:

v(x) = inf
y∈Ω(x)

f(x, y).(1)

Within the point-to-set map framework, we have the following theorem for the conti-
nuity of a infimal value function.

Theorem 2.1 (see [17]). If Ω is continuous at x̄ and uniformly compact near x̄,
and if f is continuous on x̄× Ω(x̄), then v is continuous at x̄.

Let M be the solution set of (1), defined as

M(x) := {y ∈ Ω(x) : v(x) ≥ f(x, y)}.
Then we have the following theorem for the continuity of the optimal solution to

(1).
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Theorem 2.2 (see [17]). Suppose Ω is continuous at x̄, f is continuous on
x̄ × Ω(x̄), M is nonempty and uniformly compact near x̄, and M is single-valued.
Then M is continuous at x̄.

Before we proceed to the next section, we set up some notations that are used
throughout the paper. Given a vector x, |x| and |x|∞ denote the 2 and ∞ norms of
x, respectively. Given a matrix A, ‖A‖ denotes the induced 2 norm of A. For a given
set Ω, intΩ denotes the interior of Ω. Given a p-dimensional vector w, wl denotes the
lth element of w.

3. Formulation. Consider the input constrained linear discrete time system:

xk+1 = Axk +Bσ(uk),(2)

yk = Cxk,

where xk ∈ Rn, uk ∈ Rq, yk ∈ Rl, and

σi(uk) :=




umini if uki < umini ,
ui if umini ≤ uki ≤ umaxi ,
umaxi if uki > umaxi .

Throughout the paper, system (2) is assumed to be stabilizable and detectable in the
absence of the input saturation.

Assumption 3.1. (A,B) and (A,C) are stabilizable and detectable pairs, respec-
tively.

It is assumed that the control and the state of the system are desired to satisfy
the following inequalities:

umin ≤ uk ≤ umax, k = 0, 1, . . . ,

Gxk ≤ g, k = 0, 1, . . . ,

where G ∈ Rp×n and g ∈ Rp.
Associated with system (2), consider the following quadratic program (QP):

Jm(xk) = min
Um
k
,εk

∞∑
i=1

xTk+i|kRxk+i|k +
m−1∑
i=0

uTk+i|kSuk+i|k + εTkQεk(3)

subject to

xk+i+1|k = Axk+i|k +Buk+i|k, xk|k = xk,(4)

umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1,

uk+i|k = 0, i = m,m+ 1, . . . ,

Gx̂k+i|k ≤ g + εk, i = 1, . . . ,

εk ≥ 0,
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where R > 0 and S > 0 are symmetric matrices, Q > 0 is a diagonal matrix, εk ∈ Rp,
m is finite, and Um

k := [uTk|k uTk+1|k · · · uTk+m−1|k]
T .

Then mixed constrained model predictive control with horizon m (MPCm) is a
nonlinear static state feedback control law whose control output at the kth sampling
time, uk, is the first q elements um∗

k|k of the optimal solution Um∗
k to the quadratic

optimization problem Jm(xk). Since we consider the regulation problem throughout
the paper, the following conditions are assumed to hold for the well-posedness of the
problem.

Assumption 3.2.

0 ∈ int{[v0 · · · vm−1]
T : vi ∈ Rq, umin ≤ vi ≤ umax, i = 0, 1, . . . ,m− 1},

0 ∈ int {z : z ∈ Rn, Gz ≤ g} .

Note that the first condition implies umin < 0 < umax and the second condition
dictates g > 0.

The incremental input constraints

∆umin ≤ ∆uk ≤ ∆umax, k = 0, 1, . . . ,

where ∆uk := uk−uk−1, are also considered in some formulations of model predictive
control. In this paper, the exponential stability of the mixed constrained model pre-
dictive control law is established by showing that the optimal cost function is indeed
a Lyapunov function. However, if the incremental input constraints are considered,
the optimal cost function depends not only on xk but also on uk−1 and, thus, it is
not a Lyapunov function for the exponential stability of the mixed constrained model
predictive control law. Even if the state is augmented with uk−1, the resulting state
constraints are not in the form considered above and, although we consider the dif-
ference form of constraints as well, they may not satisfy Assumption 3.2. Hence,
the results in this paper are not applicable in the presence of the incremental input
constraints.

4. Continuity properties. In this section, we establish the continuity proper-
ties of Jm

3 and the associated optimal solution employing the point-to-set map theory
presented in the preliminaries section.

4.1. Stable plants. Let

Φm(xk, U
m
k , εk) :=

∞∑
i=1

xTk+i|kRxk+i|k +
m−1∑
i=0

uTk+i|kSuk+i|k + εTkQεk,

where

xk+i|k =




Aixk +
i−1∑
j=0

Ai−j−1Buk+j|k, i = 1, . . . ,m− 1,

Aixk +Ai−m m−1∑
j=0

Am−j−1Buk+j|k, i = m,m+ 1, . . . .

3The Lyapunov theorem for exponential stability doesn’t require the continuity of the Lyapunov
function. But the continuity of Jm follows trivially in the middle of establishing the continuity of
the optimal solution and is included.
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Clearly, Φm(xk, U
m
k , εk) is continuous w.r.t. (xk, U

m
k , εk) iff

∑∞
i=1 x

T
k+i|kRxk+i|k is

continuous w.r.t. (xk, U
m
k ). To see the continuity of

∑∞
i=1 x

T
k+i|kRxk+i|k, first observe

that

∞∑
i=1

xTk+i|kRxk+i|k =

m−1∑
i=1

xTk+i|kRxk+i|k + xTk+m|k

[ ∞∑
i=0

(AT )iRAi

]
xk+m|k.(5)

Then the first term on right-hand side (RHS) of (5) is clearly continuous w.r.t.
(xk, U

m
k ). Moreover, since A is stable,

∑∞
i=0(A

T )iRAi =: T is simply a unique positive
definite solution of the following Lyapunov equation [3, p. 215]:

T = ATTA+R.

Hence, the second term on the RHS of (5) is also continuous w.r.t. (xk, U
m
k ), and, in

turn, left-hand side (LHS) of (5) is continuous w.r.t. (xk, U
m
k ).

We now define a point-to-set map. For this, we need the following fact.
Fact 4.1 (see [3, p. 213]). If every eigenvalue of A has magnitude strictly less

than one, there exist ρ ∈ [0, 1) and D ≥ 1 such that

‖Ai‖ ≤ Dρi.

Define

Ωm(xk) :=


 (Um

k , εk) ∈ Rp+mq : umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1,

GAixk +G

i−1∑
j=0

Ai−j−1Buk+j|k ≤ g + εk, i = 1, . . . ,m− 1,

GAixk +GAi−m
m−1∑
j=0

Am−j−1Buk+j|k ≤ g + εk, i = m,m+ 1, . . . ,

g + εk ≤ (max{|g|∞,K1|xk|+K2}+ 1)1,

εk ≥ 0


 ,

where

1 := [1 1 · · · 1]T ,

K1 := ‖G‖D ≥ ‖G‖max
i≥1

Dρi,

K2 := max




max
1≤i≤m−1

max
Um
k

∈Ψm
k

‖G‖
i−1∑
j=0

Dρi−j−1‖B‖√m|uk+j|k|∞

max
i≥m

max
Um
k

∈Ψm
k

‖G‖
m−1∑
j=0

Dρi−j−1‖B‖√m|uk+j|k|∞




= ‖G‖D1− ρm

1− ρ
‖B‖√mϑ,
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Ψm
k :=

{
Um
k ∈ Rmq : umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1

}
,

ϑ := max

{ |umin|∞
|umax|∞

}
.

Associated with Ωm(xk), consider the following QP:

J̃m(xk) := min
(Um
k
,εk)∈Ωm(xk)

Φm(xk, U
m
k , εk).(6)

QP (6) contains some additional constraints compared to QP (3). Hence, Ωm(xk) is a
subset of the feasible region of QP (3) and, thus, Jm(·) ≤ J̃m(·). However, K1 and K2

in the aforementioned additional constraints are chosen such that any optimal feasible
point for QP (3) satisfies them due to the penalty term of εk. Hence, Jm(·) = J̃m(·).

Theorem 4.1. J̃m(·) = Jm(·) is continuous on Rn.
Proof. Φm(xk, U

m
k , εk) is shown to be continuous w.r.t. (xk, U

m
k , εk) right before

Fact 4.1. Hence, from Theorem 2.1, it suffices to show that Ωm(·) is open and closed
on Rn, and Ωm(·) is uniformly compact near any x̄ ∈ Rn.

We first establish that Ωm(·) is open on Rn. To see this, consider x̄ ∈ Rn. Let
{xk}∞k=0 ⊂ Rn, xk → x̄, and (Ūm, ε̄) ∈ Ωm(x̄). Let {δj}∞j=0 be a monotonically
decreasing sequence of positive integers such that δ0 = 1 and δj → 0 as j →∞. Then
there exists N0 such that |xk− x̄| < δ0

3 max{K1,‖G‖D} for all k ≥ N0. Moreover, for each

j ≥ 1, there exists Nj > Nj−1 such that |xk − x̄| < δj
3 max{K1,‖G‖D} for all k ≥ Nj .

Define

fi(U
m
k ) :=

{
G
∑i−1

j=0 A
i−j−1Buk+j|k, 1 ≤ i ≤ m− 1,

GAi−m∑m−1
j=0 Am−j−1Buk+j|k, i ≥ m.

For each 1 ≤ l ≤ p, let γl ≥ 0 be such that

(GAix̄+ fi(Ū
m))l = gl + ε̄l − γl, i ≥ 1.

For Nj ≤ k < Nj+1, let Um
k := Ūm and

εkl :=




ε̄l − δj
3 if gl + ε̄l ≥ max{|g|∞,K1|x̄|+K2}+ 1− δj

3 ,

ε̄l +
δj
3 if γl ≤ δj

3 ,
ε̄l otherwise.

1 ≤ l ≤ p.

The first two cases in the definition of εkl are disjoint because γl ≤ δj
3 implies

gl + ε̄l ≤ max{|g|∞,K1|x̄|+K2}+ γl < max{|g|∞,K1|x̄|+K2}+ 1− δj
3
.

It clearly holds that

umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1.

Moreover, all the other constraints are also satisfied for each case considered in the
definition of εkl because, for each Nj ≤ k < Nj+1, 1 ≤ l ≤ p, the following inequalities
hold.
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The gl + ε̄l ≥ max{|g|∞,K1|x̄|+K2}+ 1− δj
3 case.

(GAixk + fi(U
m
k ))l ≤ (GAix̄+ fi(Ū

m))l +
δi
3
≤ K1|x̄|+K2 +

δj
3

≤ gl + ε̄l − 1 +
2δj
3
≤ gl + ε̄l − δj

3
= gl + εkl, i ≥ 0.

gl+εkl = gl+ ε̄l− δj
3
≤ max{|g|∞,K1|x̄|+K2}+1− δj

3
≤ max{|g|∞,K1|xk|+K2}+1.

εkl = ε̄l− δj
3
≥ max{|g|∞,K1|x̄|+K2}+1− 2δj

3
−gl ≥ max{|g|∞,K1|xk|+K2}−gl ≥ 0.

The γl ≤ δj
3 case.

(GAixk + fi(U
m
k ))l ≤ (GAix̄+ fi(Ū

m))l +
δj
3
≤ gl + ε̄l +

δj
3

= gl + εkl, i ≥ 0.

gl+εkl = gl+ε̄l+
δj
3
≤ gl+ε̄l+1− 2δj

3
≤ gl+ε̄l−γl+1− δj

3
= (GAix̄+fi(Ū

m))l+1− δj
3

≤ max{|g|∞,K1|x̄|+K2}+ 1− δj
3
≤ max{|g|∞,K1|xk|+K2}+ 1.

εk,l = ε̄l +
δj
3
≥ 0.

The gl + ε̄l < max{|g|∞,K1|x̄|+K2}+ 1− δj
3 and γl >

δj
3 case.

(GAixk+fi(U
m
k ))l ≤ (GAix̄+fi(Ū

m))l+
δj
3

= gl+ε̄l−γl+
δj
3

< gl+ε̄l = gl+εkl, i ≥ 0.

gl + εkl = gl + ε̄l < max{|g|∞,K1|x̄|+K2}+ 1− δj
3
≤ max{|g|∞,K1|xk|+K2}+ 1.

εk,l = ε̄l ≥ 0.

Hence, for k ≥ N0, (U
m
k , εk) ∈ Ωm(xk) and (Um

k , εk)→ (Ūm, ε̄).
Next we show that Ωm(·) is closed on Rn. For this, let {xk}∞k=0 ⊂ Rn, xk →

x̄, (Um
k , εk) ∈ Ωm(xk), and (Um

k , εk) → (Ūm, ε̄). Then since all the functionals in
the inequalities that define Ωm(·) are continuous w.r.t. (x0, U

m
k , εk), it holds that

(Ūm, ε̄) ∈ Ωm(x̄).
Finally, we show that Ωm(·) is uniformly compact near any x̄ ∈ Rn. To see this,

consider the closed unit ball Bn(1) around x̄. A set in a finite-dimensional space is
compact iff it is closed and bounded. Hence, we only prove that ∪x∈Bn(1)Ωm(x) is
bounded. But, for any x ∈ Bn(1), Ωm(x) is contained in the bounded set Ψm

k ×{εk ∈
Rp : εk ≥ 0, and g + εk ≤ (max{|g|∞,K1(|x̄|+ 1) +K2}+ 1)1}.
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We now show that Um∗
k is continuous on Rn.

Theorem 4.2. Um∗
k is continuous on Rn.

Proof. We first show that Um∗
k is uniformly compact near any x̄ ∈ Rn. Simi-

lar to the uniform compactness proof of Ωm(·) in Theorem 4.2, we only prove that
∪x∈Bn(1)U

m∗
k is bounded. But, for any x ∈ Bn(1), Um∗

k is contained in the bounded
set Ψm

k .
Since S is positive definite and inputs are upper and lower bounded, it is well

known that the optimal solution Um∗
k to Jm = J̃m for each xk ∈ Rn exists and is

unique. This implies Um∗
k is nonempty and single-valued on Rn. Since Um∗

k is also
uniformly compact near any x̄ ∈ Rn, the continuity of Um∗

k follows from Theorem
2.2.

4.2. Marginal or unstable plants. If A contains marginal and unstable
modes, we partition A as follows:

A = V J V −1 = [VuVs]

[ Ju 0
0 Js

] [
Ṽu
Ṽs

]
,

where Js contains the eigenvalues of A that lie in the open unit disk and Ju contains
the rest. Then for any Um

k such that the objective of MPCm is bounded, the following
equation must be satisfied:

Ṽuxk+m|k = 0(7)

since the objective would be unbounded otherwise. Hence, the necessary and sufficient
condition for the finiteness of the optimum of QP (3) is the existence of Um

k ∈ Ψm
k for

which (7) is satisfied. Clearly, the addition of (7) as constraints to QP (3) does not
alter the optimal solution.

Define the constrained m-step null controllable set as

χm :=

{
x ∈ Rn : 0 = Amx+

m−1∑
i=0

Am−i−1Buk+i|k,

umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1

}
.

Assumption 3.2 dictates that χm contains an open neighborhood of the origin in the
stabilizable subspace of (A,B) for sufficiently large m. Notice that, from Assumption
3.1, the marginal and unstable subspace of (A,B) is contained in the stabilizable
subspace of (A,B). Define

E := {x : ṼuA
mx = 0}.

Then E is independent of m and is indeed the stable subspace of (A,B), because the
following equalities hold:

E =

{
x : Ṽu[VuVs]

[ Jm
u 0
0 Jm

s

] [
Ṽu
Ṽs

]
x = 0

}

=
{
x : ṼuVuJm

u Ṽux+ ṼuVsJm
s Ṽsx = 0

}

=
{
x : Jm

u Ṽux = 0
}
=
{
x : Ṽux = 0

}
.
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Notice that the second last equality follows from the facts that ṼuVu = I and ṼuVs = 0.
Theorem 4.3. There exists Um

k ∈ Ψm
k such that Ṽuxk+m|k = 0 iff

xk ∈ πm := {x ∈ Rn : x = y + z, y ∈ χm, z ∈ E},
where πm is called constrained m-step stabilizable set.4

Proof. The sufficiency part is obvious. To show the necessity, suppose Ṽuxk+m|k =
0. Since Um

k ∈ Ψm
k , there exists y in χm such that

0 = Amy +

m−1∑
i=0

Am−i−1Buk+i|k.

Let

z := xk − y.

Then z ∈ E since Ṽuz �= 0 implies 0 �= Jm
u Ṽuz = ṼuA

mz = Ṽuxk+m|k. Hence, the
theorem follows.

Notice that πm contains an open neighborhood of the origin in Rn for sufficiently
large m because E is the stable subspace of (A,B) and χm contains an open neigh-
borhood of the origin in the marginal and unstable subspace of (A,B) for sufficiently
large m.

From Fact 4.1 and the stability of Js, there exist ν ∈ [0, 1) and H ∈ [1,∞) such
that

‖J i
s‖ ≤ Hνi.

Then a compact set of feasible points for QP (3) that contains the optimal solution is

Ω̄m(xk) :=


 (Um

k , εk) ∈ Rp+mq : umin ≤ uk+i|k ≤ umax, i = 0, 1, . . . ,m− 1,

GAixk +G

i−1∑
j=0

Ai−j−1Buk+j|k ≤ g + εk, i = 1, . . . ,m− 1,

GAixk +GAi−m
m−1∑
j=0

Am−j−1Buk+j|k ≤ g + εk, i = m,m+ 1, . . . ,

g + εk ≤ (max{|g|∞, K̄1|xk|+ K̄2}+ 1)1,

εk ≥ 0,

Ṽuxk+m|k = 0


 ,

where

K̄1 := ‖G‖‖Vs‖‖Ṽs‖HA,

K̄2 := ‖G‖‖Vs‖‖Ṽs‖HmA‖B‖√qϑ.

4Let Ωm = {u : umin ≤ ui ≤ umax, i = 0, 1, . . . ,m − 1, uj = 0, j = m,m + 1, . . .}. Then
the maximal Ωm-invariant set w.r.t. Rn, proposed in [14], coincides with the constrained m-step
stabilizable set.
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Then, for any xk ∈ πm and (Um
k , εk) ∈ Ω̄m(xk), it holds that

∞∑
i=1

xTk+i|kRxk+i|k =

m−1∑
i=1

xTk+i|kRxk+i|k + xTk+m|k

[ ∞∑
i=0

Ṽ T
s J iT

s V T
s RVsJ i

s Ṽs

]
xk+m|k.

Hence, through the same arguments as the stable plant case, Φm(·, ·, ·) is continuous
w.r.t. (xk, U

m
k , εk) on {xk} × Ω̄m(xk) for each xk ∈ πm. We now show that Ω̄m(·) is

open on πm.
For this, we need the following fact, which is proven similarly to Theorem 6.3.
Fact 4.2. Suppose xk, x̄ ∈ πm, (Ūm, ε̄) ∈ Ω̄m(x̄), and

Ξm(Ūm, xk − x̄) := min
Vm
k

∈Υm(Ūm)

∞∑
i=1

ξTk+i|kRξk+i|k +
m∑
i=0

vTk+i|kSvk+i|k,

where

Υm(Ūm) := {V m
k ∈ Rmq : umin − ū ≤ vk+i|k ≤ umax − ū},

ξk+i+1|k = Aξk+i|k +Bvk+i|k, i ≥ 0,

ξk|k = xk − x̄.

Then the solution V m∗
k to Ξm(Ūm, ·) is Lipschitz continuous on {x : x+ x̄ ∈ πm}.

Theorem 4.4. Jm(·) = J̄m(·) is continuous on πm, where

J̄m(xk) := min
(Um
k
,εk)∈Ω̄m(xk)

Φm(xk, U
m
k , εk).(8)

Proof. We first show that Ω̄m(·) is open on πm. For this, consider x̄ ∈ πm. Let
{xk}∞k=0 ⊂ πm, xk → x̄, (Ūm, ε̄) ∈ Ω̄m(x̄), and Um

k = Ūm + V m∗
k . Let {δj}∞j=0 be a

monotonically decreasing sequence of positive integers such that δ0 = 1 and δj → 0
as j →∞. Define

fi(xk, U
m
k ) :=

{
GAixk +G

∑i−1
j=0 A

i−j−1Buk+j|k, 1 ≤ i ≤ m− 1,

GAixk +GAi−m∑m−1
j=0 Am−j−1Buk+j|k, i ≥ m.

Notice that

fi(xk, Ū
m+V m∗

k )−fi(x̄, Ū
m) = GAi−m


Am(xk − x̄) +

m−1∑
j=0

Am−j−1Bvm∗
k+j|k


 , i ≥ m.

Hence, from Fact 4.2, fi(xk, Ū
m + V m∗

k ) − fi(x̄, Ū
m) is Lipschitz continuous w.r.t.

xk − x̄. Let κi denote the smallest Lipschitz constant for given i. We now claim that
κ := maxi κi is finite. To prove this claim, we first notice that for i ≥ m,

fi(xk, Ū
m + V m∗

k )− fi(x̄, Ū
m) = GAi−mξk+m|k.

Since Ṽuξk+m|k = 0, it follows that

fi(xk, Ū
m + V m∗

k )− fi(x̄, Ū
m) = GVsJ i−m

s Ṽsξk+m|k.
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Hence, the claim follows from the stability of Js.
Now there exists N0 such that |xk − x̄| < δ0

3 max{K̄1,κ} for all k ≥ N0. Moreover,

for each j ≥ 1, there exists Nj > Nj−1 such that |xk− x̄| < δj
3 max{K̄1,κ} for all k ≥ Nj .

Let γl and εkl be defined similarly to the stable plant case. Then, the following
inequalities hold.

The gl + ε̄l ≥ max{|g|∞, K̄1|x̄|+ K̄2}+ 1− δj
3 case.

(fi(xk, U
m
k ))l ≤ (fi(x̄, Ū

m))l +
δi
3
≤ K̄1|x̄|+ K̄2 +

δj
3

≤ gl + ε̄l − 1 +
2δj
3
≤ gl + ε̄l − δj

3
= gl + εkl, i ≥ 0.

The γl ≤ δj
3 case.

(fi(xk, U
m
k ))l ≤ (fi(x̄, Ū

m))l +
δj
3
≤ gl + ε̄l +

δj
3

= gl + εkl, i ≥ 0.

The gl + ε̄l ≤ max{|g|∞, K̄1|x̄|+ K̄2}+ 1− δj
3 and γl ≥ δj

3 case.

(fi(xk, U
m
k ))l ≤ (fi(x̄, Ū

m))l +
δj
3
≤ gl + ε̄l − γl +

δj
3
≤ gl + ε̄l = gl + εkl, i ≥ 0.

Moreover, similar to the stable plant case, all the other constraints are satisfied.
Hence, for k ≥ N0, (U

m
k , εk) ∈ Ω̄m(xk) and (Um

k , εk)→ (Ūm, ε̄).
Similar to the stable plant case, Ω̄m(·) is closed and thus continuous on πm and

is uniformly compact near any x̄ ∈ πm. Hence, the theorem follows.
Theorem 4.5. Um∗

k is uniformly compact on πm and, thus, is continuous on
πm.

Proof. Notice that, for any xk ∈ πm and (Um
k , εk) ∈ Ω̄m(xk),

Φm =

m−1∑
i=1

xTk+i|kRxk+i|k + xTk+m|kṼ
T
s RsṼsxk+m|k +

m−1∑
i=0

uTk+i|kSuk+i|k,

where Rs is a unique positive definite solution of the following Lyapunov equation:

Rs = J T
s RsJs + V T

s RVs.

Hence, the similar arguments to the stable plant case establish that Um∗
k is nonempty

and single-valued on πm. Moreover, similar to the stable plant case, it can be shown
that Um∗

k is uniformly compact on πm. Hence the theorem follows.

5. Exponential stability of state feedback model predictive control.

5.1. Stable plants.
Theorem 5.1. The closed loop system with MPCm is globally exponentially

stable.
From the Lyapunov theorem for global exponential stability [34, p. 267], the global

exponential stability can be established if we can find a Lyapunov function for which
there exist a, b, c > 0 such that

a|xk|2 ≤ Jm(xk) ≤ b|xk|2,

∆Jm(xk) ≤ −c|xk|2.
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We will show that Jm(·) is such a Lyapunov function for the closed loop system with
MPCm.

We first show that there exists a > 0 such that Jm(xk) ≥ a|xk|2 for all xk ∈ Rn.
For this, consider the following infinite horizon quadratic optimal control problem:

Jum(xk) = min
Um
k

∞∑
i=1

xTk+i|kRxk+i|k +
m−1∑
i=0

uTk+i|kSuk+i|k

subject to (4) and

uk+i|k = 0, i = m,m+ 1, . . . .

It is shown in [25] that

Jum(xk) = xTk Pm+1xk,

where Pm+1 is a positive definite symmetric matrix which is the solution of the fol-
lowing recursion relation:

PN = R+AT
[
PN−1 − PN−1B(BTPN−1B + S)−1BTPN−1

]
A, N > 1,

P1 =

∞∑
i=1

(AT )iRAi.

Hence, it holds that Jm(xk) ≥ Jum(xk) ≥ λmin(Pm+1)|xk|2 for all xk ∈ Rn.
We next establish that there exists b > 0 such that Jm(xk) ≤ b|xk|2 for all

xk ∈ Rn. Suppose uk+i|k = 0, i ≥ 0. Then xk+i|k = Aixk and, thus, (0, ‖G‖D|xk|1)
is a feasible point for Jm. Thus, it holds that

Jm(xk) ≤
∞∑
i=1

xTkA
iTRAixk +D2‖G‖2|xk|21TQ1

≤ xTkA
TTAxk +D2‖G‖2|xk|21TQ1 ≤ (λmax(A

TTA) +D2‖G‖2λmax(Q)
√
q)|xk|2.

Finally, similar to the result in [38], it can be shown that

∆Jm(xk) := Jm(xk)−Jm(xk−1) ≤ −xTkRxk−uTk−1Suk−1 ≤ −xTkRxk ≤ −λmax(R)|xk|2.
To this end, Jm(·) is a continuous Lyapunov function of the closed loop system

with MPCm, and we have established the global exponential stability of the closed
loop system with MPCm.

Remark 5.1. From Theorem 5.1, xk → 0 as k → 0. Hence it holds that uk → 0
as k → 0 since the optimal solution to QP (3) is 0 at xk = 0 and is continuous w.r.t.
xk as established in section 4.

5.2. Marginal or unstable plants.
Theorem 5.2. The closed loop system with MPCm is exponentially stable on

πm.
To show the exponential stability on πm of the closed loop system with MPCm,

we will first show that Jm(·) is a Lyapunov function on πm for the closed loop system
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with MPCm. However, this establishes local exponential stability only. Exploiting
the fact that xk ∈ πm implies xk+1 ∈ πm, we show that an exponentially converging
envelope can be found that is valid for all x0 ∈ πm.

It can be shown similarly to the stable plant case that there exist a, c > 0 such
that for any xk ∈ πm,

a|xk|2 ≤ Jm(xk), ∆Jm(xk) ≤ −c|xk|2.
However, contrary to the stable plant case, the cost function of Jm with Um

k = 0 is
finite only if xk ∈ E . Hence, the similar arguments to the stable plant case establish
that there exists b > 0 such that for any xk ∈ E ⊂ πm,

Jm(xk) ≤ b|xk|2.
We now show that such a constant indeed exists for all xk ∈ πm. Given x ∈ πm \ E ,
let

y := x− PEx �= 0,

where PEx denotes the projection of x on E . Then y is perpendicular to E . Let
rmax := maxx∈χm |x|. Then, from Theorem 4.3, it holds that

πm ⊂ {x ∈ Rn : dist(x, E) ≤ rmax}.
Hence, since y �= 0, there exists αx ∈ [1,∞) such that αxx ∈ ∂πm. Notice that there
exists (Ûm

k , ε̂k) ∈ Ω̄m(αxx) that drives αxx to a point z ∈ E in m steps. Then, from

the linearity of the plant, ( 1
αx

Ûm
k , 1

αx
ε̂k) ∈ Ω̄m(x) drives x to the point 1

αx
z ∈ E in m

steps. Notice that

|Ûm
k | ≤

√
mqϑ.

Hence it holds that ∣∣∣∣ 1αx Ûm
k

∣∣∣∣ ≤ √mqϑ
1

αx
≤
√
mqϑ

rmin
|x|,

where rmin := minx∈∂πm |x| is greater than 0 because πm contains an open neigh-
borhood of the origin in Rn. Hence, for any x ∈ πm \ E , there exists Ũm

k such that

Ṽuxk+m|k = 0 and

|Ũm
k | ≤

√
mqϑ

rmin
|x|.

Indeed, this property holds for all x ∈ πm since, for any x ∈ E , Ũm
k = 0 results in

Ṽuxk+m|k = 0. Notice that

x̃k+i|k =




Aixk +
i−1∑
j=0

Ai−j−1Bũk+j|k, i = 1, . . . ,m− 1,

VsJ i−m
s ṼsA

mxk + VsJ i−m
s Ṽs

m−1∑
j=0

Am−j−1Bũk+j|k, i = m,m+ 1, . . . .

Define

ε̃k := HA
(
1 +m‖B‖

√
mqϑ

rmin

)
|xk|1,
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where

H := max{1, ‖Vs‖‖Ṽs‖H},

A := max
0≤i≤m

‖Ai‖.

Then (Ũm
k , ε̃k) is a feasible point for Jm(xk). Hence, for any xk ∈ πm,

Jm(xk) ≤
m−1∑
i=1

x̃Tk+i|kRx̃k+i|k +
∞∑
i=0

x̃Tk+m|kṼ
T
s J iT

s V T
s RVsJ i

s Ṽsx̃k+m|k

+

m−1∑
i=0

ũTk+i|kSũk+i|k + ε̃TkQε̃k

≤
[(

m− 1 +
H2‖Vs‖2‖Ṽs‖2

1− ν2

)
A2

(
1 +m‖B‖

√
mqϑ

rmin

)2

λmax(R) +
mqϑ2

r2
min

λmax(S)

+H2A2

(
1 +m‖B‖

√
mqϑ

rmin

)2

pλmax(Q)

]
|xk|2.

To this end, on πm, Jm(·) is a continuous Lyapunov function of the closed loop
system with MPCm for which there exist a, b, c > 0 such that for all xk ∈ πm,

a|xk|2 ≤ Jm(xk) ≤ b|xk|2,

∆Jm(xk) ≤ −c|xk|2.
Hence, we have established the exponential stability of the closed loop system with
MPCm. It is now well known that xk ∈ πm implies xk+1 ∈ πm because, in the
absence of disturbances, xk+1 = x∗

k+1|k ∈ πm−1 ⊂ πm.5 Hence, following the standard
procedure to find the exponentially converging envelope for the trajectory from a, b, c
information [34], there exist σ > 0 and ρ ∈ (0, 1) such that for all x0 ∈ πm,

|xk| ≤ σρk|x0|.
Notice that πm is the largest possible domain of attraction of the closed loop system
because the control law is not defined outside πm from Theorem 4.3. To this end, we
have established Theorem 5.2.

Remark 5.2. Similar to Remark 5.1, it holds that Um∗
k → 0 as k →∞.

We now discuss what kind of constrained stabilization is achieved by the mixed
constrained state feedback model predictive controller. In [33], Tsirukis and Morari
showed that if all unstable eigenvalues of A are in the closed unit disk, for any x ∈ Rn

there exists M such that x ∈ πm for all m ≥ M . Hence, a marginal system subject
to input constraints is semiglobally exponentially stabilized by the mixed constrained
state feedback model predictive control law; for any bounded subset W of Rn, there
exists m < ∞ such that the closed loop with MPCm is exponentially stable on W .
Moreover, it is shown in [5] that πm converges to π∞ as m→∞. Hence, any unstable
system can be exponentially stabilized by the mixed constrained model predictive
control law on any compact subset of π∞.

5{u∗
k+1|k, . . . , u

∗
k−m+1|k} forms a possible m− 1 input sequence for x∗

k+1|k ∈ πm−1 to be true.



CONTINUITY AND STABILITY OF CONSTRAINED MPC 855

6. Exponential stability of output feedback model predictive control.
In many cases, the states of a physical system are not all measurable. Under these cir-
cumstances, a state feedback controller is often cascaded with an asymptotic observer
to form an output feedback control strategy. In this section, we will investigate the
exponential stability properties of the output feedback closed loop system obtained
by combining the mixed constrained state feedback model predictive controller and
an asymptotic observer.

Suppose the state of the plant is estimated by an asymptotic observer:

x̂k+1 = Ax̂k +Buk + L{C[Ax̂k +Buk]− yk+1},
where x̂k denotes the state estimated at the sampling time k. Notice that such
an observer always exists under Assumption 3.1. Then the dynamics of the error
ek := x̂k − xk becomes

ek+1 = (I + LC)Aek.

Then mixed constrained output feedback model predictive control with horizon
m (OFMPCm) is a nonlinear output feedback control law whose control output at the
kth sampling time, uk, is the first q elements um∗

k|k of the optimal solution Um∗
k of the

quadratic optimization problem Jm(x̂k).
For notational convenience, the state evolution constraints (4) in Jm(·) are re-

placed with

x̂k+1|k+1 = x̂k+1 = Ax̂k +Buk + L{C[Ax̂k +Buk]− yk+1},

x̂k+i+1|k+1 = Ax̂k+i|k+1 +Buk+i|k+1, i ≥ 1,

where x̂k = x̂m∗
k|k and uk = um∗

k|k. Define

ξk+i|k+1 := x̂k+i|k+1 − x̂m∗
k+i|k ∀i ≥ 1.

Then

ξk+i+1|k+1 = Aξk+i|k+1 +Bvk+i|k+1, i ≥ 1,(9)

ξk+1|k+1 = LCAek,

where vk+i|k+1 := uk+i|k+1 − um∗
k+i|k.

It can be easily shown that V̂ (x̂k, ek) is a Lyapunov function for the closed loop
system of the estimated state and the observer error on R iff V (x̂k, xk) := V̂ (x̂k, x̂k−
xk) is a Lyapunov function for the closed loop system of the estimated state and the
actual state on P := [ II

0
−I ]R. Hence, we will construct a Lyapunov function for the

closed loop system of the estimated state and the observer error in what follows.

6.1. Stable plants.
Theorem 6.1. If A and (I + LC)A are stable, then the closed loop system with

OFMPCm is globally exponentially stable.
To establish the global exponential stability of the closed loop system with

OFMPCm, consider the following Lyapunov function candidate:

V̂m(x̂k, ek) := Jm(x̂k) +

∞∑
i=0

eTk+i|kOek+i|k = Jm(x̂k) + eTkOek,
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where

ek+i+1|k = (I + LC)Aek+i|k, ek|k = ek,

O is a positive definite n × n matrix, and O is a unique positive definite solution of
the following Lyapunov equation [3, p. 215]:

O = AT (I + LC)TO(I + LC)A+O.

It can be easily shown that V̂m(·, ·) is continuous and there exist a, b > 0 such that

a(|x̂k|2 + |ek|2) ≤ V̂m(x̂k, ek) ≤ b(|x̂k|2 + |ek|2)
because both Jm(x̂k) and eTkOek have such characteristics.

Now from the Lyapunov stability theorem [34, p. 267], the global exponential
stability follows if there exists c > 0 such that

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2).
To show this, we first establish a series of lemmas.

Let F denote the feedback gain of unconstrained model predictive control. Asso-
ciated with F , consider the maximal output admissible set O∞ [13]:

O∞ :=
{
x ∈ Rn

∣∣(A−BF )kx = Ākx ∈ Y, k ≥ 0
}
,

where

Y :=
{
x ∈ Rn

∣∣Gx ≤ g, umin ≤ −Fx ≤ umax
}
.

From Assumption 3.2, Y contains a neighborhood of the origin. Hence, the maximal
output admissible set also contains a neighborhood of the origin. This implies Um∗

k is
linear w.r.t. x̂k in the neighborhood of the origin. Thus, Um∗

k is Lipschitz continuous
in the neighborhood of the origin. Let γ be the radius of a closed ball contained in
the maximal output admissible set and κ be the smallest Lipschitz constant for Um∗

k

on B(γ). Then, for all x̂k ∈ B(γ),

|Um∗
k | ≤ κ|x̂k|.

Moreover, since Um∗
k in Jm is always contained in a compact set, there exists a constant

K > 0 such that for all x̂k ∈ Rn,

|Um∗
k | ≤ K.

To this end, it holds that for all x̂k ∈ Rn,

|Um∗
k | ≤ K|x̂k|,

where K := max{κ, K
γ }. To this end, it is trivial to show the following lemma.

Lemma 6.1.

|x̂m∗
k+1|k| ≤ (‖A‖+ ‖B‖K) |x̂k|.

Lemma 6.2. Suppose A and (I +LC)A are stable and vk+i|k+1 = 0 for all i ≥ 1.
Define ηk := maxi≥1 |Gξk+i|k+1|∞1. Then, the following hold:
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(i) |ξk+i|k+1| ≤ Dρi−1‖LCA‖|ek|.
(ii) |ηk| ≤ √p‖G‖D‖LCA‖|ek|.
Proof. (i) is obvious because ξk+i|k+1 = Ai−1LCAek. Then (ii) follows from the

following inequalities:

|ηk| = max
i≥1

√
p|Gξk+i|k+1|∞ ≤ max

i≥1

√
p‖G‖Dρi−1‖LCA‖|ek|

=
√
p‖G‖D‖LCA‖|ek|.

Lemma 6.3. Suppose Z is a positive semidefinite n × n matrix and a, b are
n-dimensional vectors. Then given δ > 0,

(a+ b)TZ(a+ b) ≤ (1 + δ)aTZa+

(
1 +

1

δ

)
bTZb.

Proof.

0 ≤
(
a− b

δ

)T
Z

(
a− b

δ

)
= aTZa+

1

δ2
bTZb− 2

δ
aTZb

or

2aTZb ≤ δaTZa+
1

δ
bTZb.

From this inequality,

(a+ b)TZ(a+ b) = aTZa+ bTZb+ 2aTZb ≤ (1 + δ)aTZa+

(
1 +

1

δ

)
bTZb.

Theorem 6.2. There exists c > 0 such that

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2).

Proof. Let

uk+i|k+1 = um∗
k+i|k, i = 1, . . . ,m,

εk+1 = εm∗
k + ηk,

where um∗
k+m|k = 0. Then (Um

k+1, εk+1) is a feasible point for Jm(x̂k+1). Let

Uk :=

m−1∑
i=1

um∗T
k+i|kSum∗

k+i|k,

V̂k := x̂m∗T
k+1|kRx̂m∗

k+1|k + um∗T
k|k Sum∗

k|k.

Then,

Jm(x̂k+1) ≤
∞∑
i=2

x̂Tk+i|k+1Rx̂k+i|k+1 + Uk + εTk+1Qεk+1(10)
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=

∞∑
i=2

(x̂m∗
k+i|k + ξk+i|k+1)

TR(x̂m∗
k+i|k + ξk+i|k+1) + Uk + (εm∗T

k + ηk)Q(εm∗
k + ηk)

≤ (1 + δ)

( ∞∑
i=2

x̂m∗T
k+i|kRx̂m∗

k+i|k + Uk + εm∗T
k Qεm∗

k

)

+

(
1 +

1

δ

)( ∞∑
i=2

ξTk+i|k+1Rξk+i|k+1 + ηTk Qηk

)

≤ Jm(x̂k)− V̂k + δJm(x̂k) +

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2
)

,

where δ will be chosen later. As shown in section 5, there exists F > 0 such that
Jm(x̂k) ≤ F|x̂k|2 for all x̂k ∈ Rn. Hence,

∆Jm(x̂k) := Jm(x̂k+1)− Jm(x̂k)

≤ −V̂k+δJm(x̂k)+

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2
)

≤ −λmin(R)|x̂m∗
k+1|k|2+δF|x̂k|2+

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2
)

≤ −α|x̂k|2 + β|ek|2,
where

α := λmin(R) [‖A‖+ ‖B‖K]
2 − δF ,

β :=

(
1 +

1

δ

)[
λmax(R)D2 ρ2

1− ρ2
‖LCA‖2 + λmax(Q)p‖G‖2D2‖LCA‖2

]
.

This implies

∆V̂m(x̂k, ek) ≤ −α|x̂k|2 + β|ek|2 − λmin(O)|ek|2.
Thus, there exists c > 0 such that

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2)
if δ and O are chosen such that δ < λmin(R)[‖A‖+‖B‖K]2

F and β < λmin(O).

To this end, V̂m(·, ·) is a continuous Lyapunov function for the closed loop system
with OFMPCm for which there exist a, b, c > 0 such that

a(|x̂k|2 + |ek|2) ≤ V̂m(x̂k, ek) ≤ b(|x̂k|2 + |ek|2),

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2).
Hence, we established Theorem 6.1.

Remark 6.1. Similar to Remark 5.1, it holds that uk → 0 as k → 0.
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6.2. Marginal or unstable plants. For the marginal or unstable plant case,
the x̂k sequence may leave πm due to the estimation error ek although xk ∈ πm.
Clearly, Jm is well-posed iff x̂k ∈ πm. Hence, a trajectory that starts from an initial
condition (x̂0, e0) is well-posed iff x̂k ∈ πm for all k. Suppose x̂k ∈ πm. Then it holds
that x̂k+1 ∈ πm iff (x̂k, ek) ∈ Σ, where

Σ :=

{
(x̂k, ek) ∈ R2n : ∃V m

k+1 ∈ Πm
k (Um∗

k ),

Ṽuξk+m+1|k+1 = ṼuA
mLCAek + Ṽu

m∑
i=1

Am−iBvk+i|k+1 = 0

}
,

V m
k+1 := [vk+1|k+1 · · · vk+m|k+1],

Πm
k (Um∗

k ) := {V m
k+1 ∈ Rmq : umin−um∗

k+i|k ≤ vk+i|k+1 ≤ umax−um∗
k+i|k, i = 1, . . . ,m}.

This well-posedness requirement sets up the largest possible stabilizable region with
MPCm. However, the quantification of Σ is not possible in general and is an open
question. Notice that Σ ⊂ πm ×Rn. Define

Xm(Um∗
k ) :=

{
w ∈ Rn : Amw +

m∑
i=1

Am−iBvk+i|k+1 = 0,

umin − um∗
k+i|k ≤ vk+i|k+1 ≤ umax − um∗

k+i|k, i = 1, . . . ,m

}
.

Consider the null space of Am:

N (Am) = {F : AmF = 0}.

Let

Q := {ϕ : ϕ = w − PN (Am)w, w ∈ Xm(Um∗
k )}.

Hence given w ∈ Xm(Um∗
k ), there exist F ∈ N (Am), ϕ ∈ Q such that

w = F + ϕ.

We now partition A as follows:

A = V J V −1 = [VzVn]

[ Jz 0
0 Jn

] [
Ṽz
Ṽn

]
,

where Jz contains the zero eigenvalues of A and Jn contains the rest. Notice that Jz
is nilpotent and Jn is invertible. In all the practical situations, m is greater than the
number of rows of the square matrix Jz. Hence we assume Jmz = 0 in the rest of this
paper. Then

0 = AmF = VnJm
n ṼnF
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or equivalently

0 =

[
Ṽz
Ṽn

]
AmF =

[
0

Jm
n ṼnF

]
.

Hence,

N (Am) = {F : ṼnF = 0}.(11)

Clearly,

0 = Amw +

m∑
i=1

Am−iBvk+i|k+1

is equivalent to

0 =

[
Ṽz
Ṽn

]
Amw +

[
Ṽz
Ṽn

] m∑
i=1

Am−iBvk+i|k+1

=

[
0

Jm
n Ṽnw

]
+

m∑
i=1

[ Jm−i
z ṼzBvk+i|k+1

Jm−i
n ṼnBvk+i|k+1

]
.

Moreover, since ϕ = w − PN (Am)w is always in the span of the transposes of rows of

Ṽn from (11),

ϕ = Ṽ T
n ε.

Hence,

Q =

{
Ṽ T
n ε : Jm

n ṼnṼ
T
n ε+

m∑
i=1

Jm−i
n ṼnBvk+i|k+1 = 0,

m∑
i=1

Jm−i
z ṼzBvk+i|k+1 = 0,

umin − um∗
k+i|k ≤ vk+i|k+1 ≤ umax − um∗

k+i|k, i = 1, . . . ,m

}

= {Ṽ T
n ε : ε ∈ Qn},

where

Qn =

{
ε : ε = (ṼnṼ

T
n )−1

(
−J−1

n ṼnBvk+1|k+1 − · · · − J−m
n ṼnBvk+m|k+1

)
,

m∑
i=1

Jm−i
z ṼzBvk+i|k+1 = 0,

umin − um∗
k+i|k ≤ vk+i|k+1 ≤ umax − um∗

k+i|k, i = 1, . . . ,m

}
.

Let

Lmk (Um∗
k ) :=

{
V m
k+1 ∈ Rmq :

m∑
i=1

Jm−i
z ṼzBvk+i|k+1 = 0,

umin − um∗
k+i|k ≤ vk+i|k+1 ≤ umax − um∗

k+i|k, i = 1, . . . ,m

}
.
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SinceQn is the set of all points that are linear combinations of −(ṼnṼ T
n )−1J−i−1

n ṼnB,
i = 0, . . . ,m− 1, whose coefficients are in Lmk (Um∗

k ), it is a polyhedron. Let {wi}pmi=1

be the set of all vertices of Qn. For each i, wi can be represented as

wi = −
m−1∑
j=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvi(j),

where vi(j) ∈ Lmk (Um∗
k ).

Theorem 6.3. There exists a positive constant Z such that for all y ∈ Xm(Um∗
k ),

there exists Ṽ m
k+1 ∈ Πm

k (Um∗
k ) for which

|Ṽ m
k+1| ≤ Z|y|

and

Amy +

m∑
i=1

Ai−1Bvk+i|k+1 = 0.

Proof. Notice that

y = F + Ṽ T
n ε, F ∈ N (Am), ε ∈ Qn,

and, thus,

|ε| = |V T
n Ṽ T

n ε| ≤ ‖V T
n ‖|Ṽ T

n ε| ≤ ‖V T
n ‖|y|.

Notice that the last inequality follows from the fact that the angle between F and
Ṽ T
n ε is right. Hence, the above claim follows if there exists a positive constant Zn

such that for all ε ∈ Qn, there exists Ṽ m
k+1 ∈ Lmk (Um∗

k ) for which

|Ṽ m
k+1| ≤ Zn|ε|

and

ε = −
m−1∑
j=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvi(j).

Suppose ε ∈ Qn. Then there exists a face,6 Sj , of the polyhedron Qn such that ε is
contained in the polyhedral sector defined by the origin and Sj . Let n1 denote the
number of vertices of Sj . Then there exists a unique set of nonnegative real numbers

ajεl’s for which
∑n1

l=1 a
j
εl ≤ 1 such that

ε =

n1∑
l=1

ajεlw
j
l = [wj

1 · · ·wj
n1
]




ajε1
...

ajεn1


 ,

where {wj
l } is the set of all vertices of Sj . Now define

v̂k+i|k+1 :=

n1∑
l=1

ajεlv
j
l (i− 1) = [vj1(i− 1) · · · vjn1

(i− 1)][wj
1 · · ·wj

n1
]†ε,

6In this paper, a face is a simplice that is obtained by possibly dividing a face into simplices.
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where vjl (j) ∈ Lmk (Um∗
k ) such that

wj
l = −

m−1∑
i=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvjl (i),

and M† denotes the pseudo-inverse of M . Notice that

[wj
1 · · ·wj

n1
]

=

[
−
m−1∑
i=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvj1(i) · · · −
m−1∑
i=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvjn1
(i)

]

= −(ṼnṼ T
n )−1

[
J−1
n ṼnB · · · J−m

n ṼnB
]

vj1(0) · · · vjn1
(0)

...
. . .

...

vj1(m− 1) · · · vjn1
(m− 1)


 .

Hence,

Ṽ m
k+1 := Γjε ∈ Lmk (Um∗

k ),

where Γj is a linear mapping from Qn to Lmk (Um∗
k ), defined by

Γj := −




vj1(0) · · · vjn1
(0)

...
. . .

...

vj1(m− 1) · · · vjn1
(m− 1)




×


(ṼnṼ

T
n )−1

[
J−1
n ṼnB · · · J−m

n ṼnB
]

vj1(0) · · · vjn1
(0)

...
. . .

...

vj1(m− 1) · · · vjn1
(m− 1)






†

.

This implies

|V̂ m
k+1| ≤ Zn|ε|,

where Zn := maxj ‖Γj‖. Moreover,

ε =

n1∑
l=1

ajεlw
j
l =

n1∑
l=1

−ajεl

m−1∑
i=0

(ṼnṼ
T
n )−1J−i−1

n ṼnBvlj(i)

=

m−1∑
i=0

−(ṼnṼ T
n )−1J−i−1

n ṼnB

(
n1∑
l=1

ajεlv
l
j(i)

)

=

m−1∑
i=0

−(ṼnṼ T
n )−1J−i−1

n ṼnBv̂k+i|k+1.
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Hence, the theorem follows.
Similar to Theorem 4.3, one can show the following theorem.
Theorem 6.4. There exists V m

k+1 ∈ Πm
k (Um∗

k ) such that Ṽuξk+m|k = 0 iff

ξk+1|k+1 = LCAek ∈Mm(Um∗
k ),

where

Mm(Um∗
k ) := {w ∈ Rn : w = y + z, y ∈ Xm(Um∗

k ), z ∈ E}.

Clearly, Mm(Um∗
k ) contains a nonempty interior in Rn for sufficiently large m.

Now we can easily establish the following theorem.
Theorem 6.5. Given ek such that LCAek ∈ Mm(Um∗

k ), there exists V̂ m
k+1 ∈

Πm
k (Um∗

k ) such that

|V̂ m
k+1| ≤ ζ|ek|,

where ζ = Z‖LCA‖.
Proof. If LCAek ∈ E , choose V̂ m

k+1 = 0 ∈ Πm
k (Um∗

k ). If LCAek ∈ Mm(Um∗
k ) \ E ,

let

y := LCAek − PELCAek �= 0.

Then y is perpendicular to E and is contained in Xm(Um∗
k ). Moreover, it holds that

|y| = |LCAek − PELCAek| ≤ |LCAek|.

Notice that the inequality follows from the fact that the angle between LCAek and
PELCAek is acute. Now choose V̂ m

k+1 = Γj(I − PE)LCAek. Then it holds that, for
all LCAek ∈Mm(Um∗

k ) \ E ,

|V̂ m
k+1| ≤ Z|y| ≤ Z|LCAek| ≤ Z‖LCA‖|ek|.

Hence the theorem follows.
As mentioned before, a trajectory starting from (x̂0, e0) ∈ Σ is well-posed iff

(x̂k, ek) ∈ Σ for all k. Hence,

D := {(x̂0, e0) ∈ Σ : (x̂k, ek) ∈ Σ ∀k}

is the largest possible domain of attraction.
Theorem 6.6. If (I+LC)A is stable, then the closed loop system with OFMPCm

is exponentially stable on D.
To prove Theorem 6.6, we first show that the following Lyapunov function can-

didate is indeed a Lyapunov function of the closed loop system on Σ:

V̂m(x̂k, ek) := Jm(x̂k) +

∞∑
i=0

eTk+i|kOek+i|k = Jm(x̂k) + eTkOek,

where O and O are defined similar to the stable plant case. Then using the fact that
(x̂k, ek) ∈ D implies (x̂k+1, ek+1) ∈ D, we will show that the exponentially converging
envelope is valid for all (x̂0, e0) ∈ D.
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As shown in section 4, Jm(·) is continuous on πm. Hence, V̂m(·, ·) is continuous
on πm ×Rn. Now similar to the stable plant case, it is clear that there exists a > 0
such that for all (x̂k, ek) ∈ πm ×Rn,

a(|x̂k|2 + |ek|2) ≤ V̂m(x̂k, ek).

Moreover, as shown in section 5, there exists K > 0 such that for all x̂k ∈ πm,

|Um∗
k | ≤ K|x̂k|.

Hence, similar to the stable plant case, there exists b > 0 such that for all (x̂k, ek) ∈
πm ×Rn,

V̂m(x̂k, ek) ≤ b(|x̂k|2 + |ek|2)

because such constants also exist for Jm(·) and eTkOek on πm and Rn, respectively.

Now the exponential stability of OFMPCm follows if there exists c > 0 such that
for all (x̂k, ek) ∈ Σ,

∆V̂m(x̂k) ≤ −c(|x̂k|2 + |ek|2).

To show this, we need the following lemma.

Lemma 6.4. Suppose (I +LC)A is stable and V̂ m
k+1 = Γj(I −PE)LCAek. Define

ηk := max
i≥1

|Gξk+i|k+1|∞1,

Vk :=

m∑
i=1

v̂Tk+i|k+1Sv̂k+i|k+1.

Then, it holds that

(i)

|ξk+i|k+1| ≤
{A(‖LCA‖+ ‖B‖ζ)|ek| if 1 ≤ i ≤ m,

Hνi−m−1‖Vs‖‖Ṽs‖A(‖LCA‖+ ‖B‖ζ)|ek| if i ≥ m+ 1,

where A = max0≤i≤m ‖Ai‖;
(ii) |ηk| ≤ √p‖G‖H‖Vs‖‖Ṽs‖A(‖LCA‖+ ‖B‖ζ)|ek|;
(iii) Vk ≤ λmax(S)ζ

2|ek|2.
Proof. Notice that the norms of the terms associated with ek and V̂ m

k+1 in
ξk+i+1|k+1 are bounded by A‖LCA‖|ek| and A‖B‖ζ|ek| for each i ∈ {1, . . . ,m},
whereas they are bounded by Hνi−m−1‖Vs‖‖Ṽs‖A‖LCA‖|ek| and Hνi−m−1‖Vs‖‖Ṽs‖
A‖B‖ζ|ek| for each i ≥ m + 1. Hence, (i) follows. From (i), it is trivial to show (ii).
Finally, (iii) follows from the inequalities

Vk ≤ λmax(S)|Ṽ m
k+1|2 ≤ λmax(S)ζ

2|ek|2.
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Theorem 6.7. There exists c > 0 such that for all (x̂k, ek) ∈ Σ,

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2).
Proof. Let

uk+i|k+1 = um∗
k+i|k + v̂k+i|k+1, i = 1, . . . ,m,

εk+1 = εm∗
k + ηk.

Then (Um
k+1, εk+1) is a feasible point for Jm(x̂k+1). Suppose Uk and Vk are defined as

before and

Vk+1 :=

m∑
i=1

v̂Tk+i|k+1Sv̂k+i|k+1,

Wk+1 :=

m∑
i=1

uTk+i|k+1Suk+i|k+1.

Then,

Jm(x̂k+1) ≤
∞∑
i=2

x̂Tk+i|k+1Rx̂k+i|k+1 +Wk+1 + εTk+1Qεk+1

≤ Jm(x̂k)−V̂k+δJm(x̂k)+

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2 + Vk+1

)
,

where δ will be chosen later. Similar to the stable plant case, it is trivial to establish
that there exists F > 0 such that Jm(x̂k) ≤ F|x̂k|2 for all x̂k ∈ πm. Hence, it holds
that for all (x̂k, ek) ∈ Σ,

∆Jm(x̂k) ≤ −Vk + δJm(x̂k)

+

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2 + Vk+1

)

≤ −λmin(R)|x̂m∗
k+1|k|2 + δF|x̂k|2

+

(
1 +

1

δ

)( ∞∑
i=2

λmax(R)|ξk+i|k+1|2 + λmax(Q)|ηk|2 + Vk+1

)

≤ −α|x̂k|2 + β|ek|2,
where

α := λmin(R) [‖A‖+ ‖B‖K]− δF ,
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β :=

(
1 +

1

δ

)
λmax(R)mA2(‖LCA‖+ ‖B‖ζ)2

+

(
1 +

1

δ

)
λmax(R)H‖Vs‖2‖Ṽs‖2 ν2

1− ν2
A2(‖LCA‖+ ‖B‖ζ)2

+

(
1 +

1

δ

)
λmax(Q)p‖G‖2H‖Vs‖2‖Ṽs‖2A2(‖LCA‖+ ‖B‖ζ)2

+

(
1 +

1

δ

)
λmax(S)ζ

2.

This implies for all (x̂k, ek) ∈ Σ,

∆V̂m(x̂k, ek) ≤ −α|x̂k|2 + β|ek|2 − λmin(O)|ek|2.
Thus, there exists c > 0 such that for all (x̂k, ek) ∈ Σ,

∆V̂m(x̂k, ek) ≤ −c(|x̂k|2 + |ek|2)
if δ and O are chosen such that δ < λmin(R)

F and β < λmin(O).
Since (x̂k, ek) ∈ D implies (x̂k+1, ek+1) ∈ D, there exist σ > 0 and ρ ∈ (0, 1) such

that for all (x̂0, e0) ∈ D,
|(x̂k, ek)| ≤ σρk|(x̂0, e0)|.

To this end, we have proven Theorem 6.6.
Remark 6.2. Similar to the comment following Theorem 5.1, it holds that Um∗

k →
0 as k →∞.

The necessary and sufficient condition for constrained stabilizability is xk ∈ π∞
for all k. The above claim dictates that (x̂0, e0) ∈ D implies xk ∈ π∞ for all k.
However, xk ∈ πm for all k is not necessary and there may exist an initial condition
x0 ∈ π∞ \πm for which there exists e0 such that (x0, e0) is in the domain of attraction
of the closed loop system.

7. Comparison with nonconstructive approach. In the previous section,
the exponential stability of mixed constrained model predictive control is established
by constructing a Lyapunov function of the closed loop system. However, a noncon-
structive approach to the asymptotic stability of hard constrained output feedback
model predictive control with the state constraint dropping scheme has also been pro-
posed [24], [23] based on the stability theory of perturbed systems [16]. In this section,
we comment on this nonconstructive approach to mixed constrained state feedback
model predictive control.

When the unperturbed system is not globally stable, the existing stability theory
of perturbed systems establishes the local stability of the perturbed system but doesn’t
give any explicit information on the corresponding domain of attraction. Hence, for
the marginal and unstable plant cases, the largest possible domain of attraction cannot
be in general identified via the nonconstructive approach. Indeed, such local stability
of the closed loop system without explicit quantification is straightforward since, near
the origin, the output feedback system is linear.

When a state feedback law is combined with an asymptotic observer, the key re-
quirement for the perturbed system stability theory to be applicable is the Lipschitz
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continuity of the state feedback law. The result in [15] is identified as a vehicle to
establish the Lipschitz continuity of hard constrained state feedback model predictive
control with the state constraint dropping scheme [24]. In the original version of the
paper, we have pointed out that the results in [15] are not in general applicable to
mixed constrained state feedback model predictive control. The first reason was the
requirement of the results in [15] that the gradients of binding constraints must be
linearly independent. The example in the appendix was given as the example where
this linear independence condition is violated. The second reason was that the result
in [15] is concerned with a finite-dimensional QP whereas the QP associated with
constrained state feedback model predictive control contains infinite number of con-
straints. Although all but a finite number of constraints are redundant for a given
state [25], [38], the required finite horizon may increase indefinitely with the size of the
state. Thus, the applicability of the result in [15] to the global exponential stability
of constrained model predictive control for stable plants is not clear. There exists an
extension of the result in [15] to infinite-dimensional QPs [11]. However, the result
in [11] requires that the linear map in the constraints be surjective and again is not
applicable to Jm. From one of the reviews, we found that our first concern has been
resolved and the second one has also been pointed out since the submission of this
paper. Indeed it was shown in [1] and [29] that the solution of a hard constrained
model predictive control with a finite number of constraints is continuous and piece-
wise affine on a compact set and thus is Lipschitz continuous over the set. Moreover,
it is also mentioned in [1] that the same is also true for the mixed constrained case.
However, the results in [1] and [29] are only applicable to the problem with a finite
number of constraints, and the required global Lipschitz continuity for stable plants
hasn’t been established yet. We conjecture that the mixed constrained state feedback
model predictive control is globally Lipschitz for stable plants. However, this needs
to be proven before we discuss the applicability of nonconstructive approach to the
stable plant case.

8. Conclusion. In this paper, we established the continuity of mixed constrain-
ed model predictive control. Moreover, the stability properties of mixed constrained
model predictive control for both state feedback and output feedback cases is ad-
dressed as well. The previous efforts in this direction established only the attractivity
of the closed loop system for limited class of plants. However, despite the presence
of nonlinear elements such as the mixed constrained model predictive controller and
the saturation of input, we were able to show that for both state and output feed-
back cases with any plant, the closed loop system with the mixed constrained model
predictive controller possesses the strongest stability property, exponential stability
on the largest possible candidate for the domain of attraction, which is the set of
all initial conditions for which the mixed constrained model predictive control law is
defined throughout the trajectory.

Appendix. Consider the following stable second order plant:

xk+1 =

[
0 0.5
0.5 0

]
xk +

[
10
0

]
σ(uk),

where

σ(u) :=

{−1 if u < −1,
u if −1 ≤ u ≤ 1,
1 if u > 1.
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Suppose the control and the state of the system are desired to satisfy the following
inequalities:

−1 ≤ uk ≤ 1, k = 0, 1, . . . ,

xk ≤
[

15
50

]
, k = 0, 1, . . . .

Associated with the plant, consider MPC2 defined by the following QP:

J2(xk) = min
Um
k
,εk

∞∑
i=1

xTk+i|kxk+i|k +
1∑
i=0

uTk+i|kuk+i|k + εTk εk

subject to

xk+i+1|k =

[
0 0.5
0.5 0

]
xk+i|k +

[
10
0

]
uk+i|k, xk|k = xk,

−1 ≤ uk+i|k ≤ 1, i = 0, 1,

uk+i|k = 0, i = 2, . . . ,

xk+i|k ≤
[

15
50

]
+ εk, k = 1, . . . ,

εk ≥ 0, k = 1, . . . .

Suppose

x0 =

[
100
50

]
.

Then the optimal solution of the QP is u∗
0|0 = u∗

1|0 = −1, ε0 = 0. Thus the binding
constraints are

−1 ≤ u∗
0|0,

−1 ≤ u∗
1|0,

25 + 10u∗
0|0 ≤ 15 + ε01,

50 ≤ 50 + ε02,

25 + 10u∗
1|0 ≤ 15 + ε01,

ε01 ≥ 0,

ε02 ≥ 0.

Clearly, the gradients of the binding constraints are not linearly independent.
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Abstract. This work is concerned with the boundary observability of an abstract system of two
coupled second order evolution equations, the coupling operator being a compact perturbation of
the uncoupled system. We assume that only one of the two components of the unknown is observed.
This is indirect observability. We prove that by observing only one component, one can get back
a full weakened energy of both components under a compatibility condition linking the operators
of each equation and for small coupling. Using the Hilbert uniqueness method, we then establish
an indirect exact controllability result. We apply this abstract result to several coupled systems of
partial differential equations (wave-wave, coupled elastodynamic systems, Petrowsky-Petrowsky, and
wave-Petrowsky systems).
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1. Introduction: Motivations. Let T be a given positive time and Ω be a
bounded open set of R

N with a boundary Γ of class C2. It is well known that the
energy of weak solutions of the wave equation, in Ω,{

utt −∆u = 0 in Ω× (0, T ),

u(., 0) = u0(.), ut(., 0) = u1(.) in Ω,
(1.1)

when subjected to homogeneous Dirichlet conditions on ∂Ω × (0, T ), is conserved
through time, that is, E(u(t)) = E(u(0)) for all t ≥ 0. Here ∆ stands for the
Laplacian with respect to the spatial variables and the subscript t stands for the
partial derivative with respect to the t-variable. We recall that the energy of the
solutions u of the wave equation is defined by

E(u(t)) =
1

2

∫
Ω

(|ut|2 + |∇u|2) dx.

Moreover, these solutions satisfy the following direct inequality (see [25], [26]):∫ T

0

∫
Γ

∣∣∣∣∂u∂ν
∣∣∣∣
2

dγ dt ≤ c2 E(u(0)),(1.2)

where ν stands for the unit outward normal vector to Γ; the positive constant c2
depends on T and on the geometry of Ω. This result implies, in particular, a hidden
regularity result saying that the weak solutions u of the wave equation satisfy, in
addition,

∂u

∂ν
∈ L2(Γ× (0, T )).
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Moreover, if Γ1 is a part of the boundary which satisfies certain geometric conditions
(for instance, it is the exterior boundary of an annulus; see, e.g., [25], [26], [17], and
see [6] for more general conditions), then these solutions satisfy the inverse inequality
(see [25], [26])

∫ T

0

∫
Γ1

∣∣∣∣∂u∂ν
∣∣∣∣
2

dγ dt ≥ c1 E(u(0))(1.3)

for T ≥ T0, where T0 is sufficiently large, and for a positive constant c1 which depends
only on T and on the geometry of Ω. This inequality is also called the “observability
inequality.” In this context, the observed quantity is the L2-norm of the trace of the
solution’s normal derivative, and one wants to get back information on the initial
state of the solution. In particular, if one observes the same quantities, one wants to
make sure that they correspond to the same initial data (unique continuation results).
Of course, an inequality such as (1.3) is more precise.

The above results hold for all initial data (u0, u1) of finite energy. Moreover,
using the Hilbert uniqueness method (HUM), Lions showed that the direct and inverse
inequalities lead to the following exact controllability result: for any T ≥ T0 and all
initial data (y0, y1) ∈ L2(Ω)×H−1(Ω) there exists a control v ∈ L2(Γ1 × (0, T )) such
that the solution of


ytt −∆y = 0 in Ω× (0, T ),

y = v on Σ1 = Γ1 × (0, T ), y = 0 on Σ0 = (Γ− Γ1)× (0, T ),
y(., 0) = y0(.), yt(., 0) = y1(.) in Ω

(1.4)

satisfies, in addition, y(T, ·) = yt(T, ·) = 0 in Ω; i.e., the control v drives back the
system to equilibrium at time T .

In this paper we consider the case of coupled systems. Our goal here is to establish
indirect observability estimates for weakly coupled systems. In this case, one observes
a single component of the solution on Γ1, and one wants to get back the energy of
both components.

To be more precise, we consider the following weakly coupled system of two wave
equations: 



u1,tt −∆u1 + αu2 = 0 in Ω× (0, T ),

u2,tt −∆u2 + αu1 = 0 in Ω× (0, T ),

u1 = 0 on Σ = Γ× (0, T ), u2 = 0 on Σ,

ui(0) = u0
i , ui,t(0) = u1

i ,

(1.5)

where α is a coupling parameter. We then wonder if it is possible to get, for sufficiently
large time T , the following type of observability inequality:

∫ T

0

∫
Γ1

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt ≥ c
(
e1(u1(0)) + e2(u2(0))

)
,(1.6)

where ei(ui(t)) stands for some energy of the corresponding component of the un-
known.

We assume that Ω is a nonempty bounded open set in R
N having a boundary Γ

of class C2. Moreover, {Γ0,Γ1} is a partition of Γ such that Γ0 ∩ Γ1 = ∅ and x0 is a
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point in R
N such that m · ν ≤ 0 on Γ0 and m · ν ≥ 0 on Γ1, where m(x) = x−x0. We

denote by | | the L2-norm on Ω. Then, we prove in this paper the following result.
Theorem 1.1. We assume the above hypotheses on Γ1 and Γ0. Then there exists

α� > 0 such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0 such that for all
T > T0 and all U0 = (u0

1, u
1
1, u

0
2, u

1
2) ∈ H = (H1

0 (Ω)×L2(Ω))2 the solution (u1, u2) of
(1.5) satisfies

2

∫ T

0

∫
Γ1

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt ≥ c1
2

(
|u1

1|2 + |∇u0
1|2
)
+

c3
2

(
|u1

2|2H−1(Ω) + |u0
2|2
)
,(1.7)

where the constants c1, c3 are given by

c1(α, T ) =
a1(T − T3)

(1 + αT )(1 + αT3)
, c3(α, T ) =

αa2(T − T2)(T − T−
2 )

1 + αT
,

where a1, a2 are constants independent on α and T . If we denote by C a generic
positive constant, then T0, |T2|, |T−

2 | behave as Cα−1 and T3 behaves as C as α goes
to zero.

Moreover, if the solution of (1.5) satisfies

∂u1

∂ν
= 0 on Γ1 × (0, T ),

then one has u1 = u2 = 0 in Ω× [0, T ].
By duality, the above result can be translated into an exact indirect controllability

result. For this, we consider the system


y1,tt −∆y1 + αy2 = 0 in Ω× (0, T ),

y2,tt −∆y2 + αy1 = 0 in Ω× (0, T ),

y1 = v on Σ1 = Γ1 × (0, T ), y1 = 0 on Σ0 = Γ0 × (0, T ),

y2 = 0 on Σ = Γ× (0, T ),

(y1, y1,t)(0) = (y0
1 , y

1
1), (y2, y2,t)(0) = (y0

2 , y
1
2) on Ω.

(1.8)

We prove the following theorem.
Theorem 1.2. Assume the hypotheses of Theorem 1.1. Then there exists α� > 0

such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0 such that for all T > T0

and all Y 0 = (y0
1 , y

1
1 , y

0
2 , y

1
2) ∈ L2(Ω)×H−1(Ω)×H1

0 (Ω)×L2(Ω), there exists a control
v ∈ L2([0, T ];L2(Γ1)) such that the solution Y (t) = (y1, y

′
1, y2, y

′
2) of (1.8) satisfies

yi(., T ) = ∂tyi(., T ) = 0 in Ω for i = 1, 2.

For such systems, we remark that several notions of observability (and by du-
ality arguments of controllability) have already been considered. In [25], [26], Lions
introduces three notions of observability, namely complete, partial, and simultaneous
observability. He proved that such complete and partial observability inequalities can
be obtained when one couples a wave equation to a Petrowsky equation, provided
that the coupling parameter is sufficiently small. These results have been extended
to a larger set of coupling parameters in [18] (case of zero order coupling). In the
case of complete observability, one observes both components of the unknown on Γ1

and one wants to know whether this observation can give back the initial energy of
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both components of the solution. More precisely, for system (1.5), this means that
one wants an estimate of the form∫ T

0

∫
Γ1

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt+

∫ T

0

∫
Γ1

∣∣∣∣∂u2

∂ν

∣∣∣∣
2

dγ dt ≥ c
(
|u1

1|2 + |∇u0
1|2 + |u1

2|2 + |∇u0
2|2
)
.

This inequality holds for sufficiently small α (adapting Lions’s method given for a
wave equation coupled with a Petrowsky one). Note that this inequality has been
established in [18] for a set of parameters larger than a single parameter α and with
no smallness restrictions on the parameters. In the partial observability case, one
observes only a single component on the boundary and one wants to get back only
the energy of the first component, while the energy of the second component at the
initial time is set equal to zero. More precisely, this means that one wants to establish
an inequality for the solutions of system (1.5) of the form∫ T

0

∫
Γ1

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt ≥ c
(
|u1

1|2 + |∇u0
1|2
)

for initial data u0
2 = u1

2 = 0 in Ω. Comparing this result to our result, one sees that
the inequality given in (1.7) represents a substantial improvement. Another notion
of observability, the so-called simultaneous observability, has been introduced in [25],
[26]. In this case, one wants to observe simultaneously both components of the system
and to get back the total initial energy of the solutions. The purpose of this paper is
to consider the case of a fourth observability notion, namely the indirect observability,
as was stated before. Since the answer is positive for the system (1.5), then a natural
subsequent question of interest is, Is it possible to obtain a somehow general result for
abstract systems of second order evolution equations? The abstract model we refer to
in this paper is 



u′′
1 +A1u1 + αCu2 = 0 in V ′

1 ,

u′′
2 +A2u2 + αC�u1 = 0 in V ′

2 ,

(u1, u
′
1)(0) = (u0

1, u
1
1) = U0

1 ∈ V1 ×H,

(u2, u
′
2)(0) = (u0

2, u
1
2) = U0

2 ∈ V2 ×H,

(1.9)

where H, V1 ⊂ H, and V2 ⊂ H are separable Hilbert spaces; A1, A2 are coercive
self-adjoint unbounded operators in H, whereas the coupling operator C is assumed
to be bounded in H; C� is the adjoint operator of C; and α is a coupling parameter.
The total energy of a solution (u1, u2) is defined by

E(u1(t), u2(t)) =
1

2

(
|u′

1(t)|2 + |u′
2(t)|2 + |A1/2

1 u1(t)|2 + |A1/2
2 u2(t)|2

)
+ α(u1, Cu2),

where | · | and (·) denote, respectively, the norm and scalar product in H and A
1/2
i ,

i ∈ {1, 2}, denotes the usual fractional power of a coercive self-adjoint operator Ai in
H (see [28]).

Now the question of interest is, Is the above full system indirectly observable?
That is, does there exist a time T0 > 0 such that for any T larger than T0 there exists
a positive constant c depending only on T and on Ω such that the inverse inequality
for T ≥ T0, ∫ T

0

||B�u1||2G dt ≥ c Ẽ(u1(0), u2(0)),(1.10)
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holds for a certain energy Ẽ and a certain linear observation operator B� acting
from D(A1) into a Hilbert space G which involves only the first component u1 of
the solution? Indeed, the energy in (1.10) cannot be the natural one. This is due to
the fact that the coupling in (1.9) is compact. One needs couplings which are not
compact to hope to obtain the natural energy when observing only one component of
the solution.

Of course, we are also interested in the dual exact controllability result, which
means that we want to drive back the full coupled physical system to equilibrium by
only controlling the first component of the system. Many questions arise then: In
which spaces can one hope to obtain such results? If so, can the constants T0 and c
be explicitly given?

Let us also remark that if α = 0, then an inequality such as (1.10) does not hold.
Hence, the results we are looking for cannot be obtained by a perturbation argument
with respect to the case α = 0. Let us now tell more about the method for proving such
results. Three steps are required. The first step is the estimate given in Lemma 4.1.
It gives a hidden property of the system, namely that the second component of the
system can be “controlled” in some way by the first one. The coercivity property (2.8)
and the restrictive assumption (2.9) are required for this result. Let us also mention
that we have already used, in a slightly different way, these properties in [1]. Here,
however, it is very important to have an estimate where only the weakened partial
energy of the second component is involved, that is, where the hypothesis (2.10) is
required. The second step is the obtaining of intermediate estimates, which allows us
to compare the quantity to observe to the time integral of the natural partial energy
of the first component and to the partial natural energy of the first component and
partial weakened energy of the second component at the initial time. Namely, we
want to obtain an estimate of the form

2

∫ T

0

||B�u1||2G dt ≥
∫ T

0

e1(t) dt− c
[
e1(0) + ẽ2(0)

]
,

where c is an explicit positive constant. Note that the hypotheses (2.12) and (2.13)
for the nonhomogeneous uncoupled equation (2.11) are crucial for this second step.
Moreover, the fact that the involved constants δi and ηi do not depend on time T is
essential for the third step. Once the second step is performed, the main difficulty of
establishing the final desired estimate clearly appears. How do we balance the lack of
information on the second component of the system, since in the above estimate we
have a “good” term (which is the time integral of the energy of the first component,
together with its energy at the initial time) and a “bad” term (which is the weakened
energy of the second component)? This is the third step. The key point to overcome
this difficulty is to use a two-level energy balance between the natural and weakened
energies. For this, we have to “sacrifice” an ε-portion of the energy of the first compo-
nent to get a positive contribution of the total weakened energy of both components.
The conservation of this total weakened energy is then the crucial point to absorb the
“bad” term represented by the weakened energy of the second component at initial
time. Note that in the course of this third step, the estimates have to be performed
carefully; the sizes of ε and of α have to be chosen with caution as well.

To conclude this introduction, let us recall some results existing in the literature
which are related to the present paper. Several papers (see, e.g., [9], [27], [31], [23],
[29], [8]) concern the stabilization of hyperbolic-parabolic coupled systems, such as
thermoelasticity, thermoplates. For such systems, the main purpose is to determine
if the dissipation induced by the heat-type equation is sufficient for stabilizing the
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full system obtained by coupling it to an hyperbolic-type equation. Observability
results for coupled hyperbolic-parabolic systems have been obtained in [5] (see also
references therein). Concerning coupled hyperbolic-hyperbolic systems, several re-
sults concerning both stabilization and observability via two control forces have been
obtained. Complete and partial observability (respectively, controllability) results for
coupled systems either of hyperbolic-hyperbolic type or of hyperbolic-parabolic type
can be found in [25], [26]. These results assume that the coupling parameter is suf-
ficiently small. They have been extended in [18] to the cases of arbitrary coupling
parameters (assuming bounded coupling operators). For both references, the multi-
plier method was the main ingredient for obtaining the desired estimates. Complete
observability (respectively, controllability) results have also been obtained in [24] for
systems of coupled second order hyperbolic equations containing first order terms in
both the original and the coupled unknowns. These results are based on Carleman
estimates. One can also look at [16], [20], [22] for stabilization results. Stabilization
and observability results for hyperbolic-hyperbolic systems via a single control force
have been considered more recently. In [14] and [15], wave-wave systems having the
same principal part are coupled through velocity terms. The coupling is therefore
not compact. Indirect observability and uniform stabilization results are established.
In [4] (see also references therein), polynomial decay estimates in the case of indi-
rect internal stabilization case are given. These results have been extended to several
cases (wave-wave coupling, Petrowsky-Petrowsky coupling) for the locally distributed
indirect stabilization case in [7].

This paper is organized as follows. In section 2, we give the main results of this
paper, which are the indirect observability, uniqueness, and indirect exact control-
lability for the abstract system. We also give two examples of application of these
abstract results. In section 3, we establish the well-posedness of the abstract system
and the conservation of the total natural and weakened energies of solutions of this
abstract system, and we prove that they satisfy the direct inequality. We also establish
well-posedness of the inhomogenous abstract system. In section 4, we prove several
intermediate estimates, which will be useful for what follows. In section 5, we give
the proof of the main results, based on the two-level energy method. Applications of
these results to concrete systems such as wave-wave, Petrowsky-Petrowsky, coupled
elastodynamic, wave-wave with different speeds of propagation, and wave-Petrowsky
are given in section 6.

2. Main results. Let Vi, i = 1, 2, and H be separable real Hilbert spaces such
that the injections Vi ⊂ H are dense, compact, and continuous for i = 1, 2.

In what follows we identify H with its dual space, so that the injections Vi ⊂ H ⊂
V ′
i hold and are continuous, dense, and compact. The scalar products on Vi, i = 1, 2,

and H are, respectively, denoted by (, )i and (, ), whereas the corresponding norms
are, respectively, denoted by | |i and | |. Moreover, we denote by | |V ′

i
the norm on

V ′
i , by 〈, 〉V ′

i
, Vi the duality product, and by Ai, i = 1, 2 the duality mapping from Vi

to V ′
i defined by

〈Aiw, z〉V ′
i
, Vi = (w, z)i ∀w, z ∈ Vi.

To avoid too much notation we will still denote by Ai the unbounded operator
in H, acting from D(Ai) = {u ∈ Vi, Aiu ∈ H} into H. Note that these operators are
self-adjoint. For i = 1, 2, we denote by νi the smallest positive constant such that

|u|2 ≤ ν2
i |u|2i ∀u ∈ Vi.
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Hence, we have for i = 1, 2

|u|2 ≤ ν2
i |A1/2

i u|2 ∀u ∈ Vi,(2.1)

which is equivalent to

|A−1/2
i u|2 ≤ ν2

i |u|2 ∀u ∈ H.(2.2)

Moreover, let C be a given linear continuous operator on H. We denote by β2 the
smallest positive constant such that

|Cu| ≤ β2|u| ∀u ∈ H.(2.3)

Hence, we also have

|C�u| ≤ β2|u|.(2.4)

Set

α0 = (β2ν1ν2)
−1.(2.5)

Finally, let α be a given nonzero parameter. For the sake of clarity we will assume
that α is positive; nevertheless, the results in this paper are valid for negative α as
well. We consider the following weakly coupled system:



u′′
1 +A1u1 + αCu2 = 0 in V ′

1 ,

u′′
2 +A2u2 + αC�u1 = 0 in V ′

2 ,

(u1, u
′
1)(0) = (u0

1, u
1
1) = U0

1 ∈ V1 ×H,

(u2, u
′
2)(0) = (u0

2, u
1
2) = U0

2 ∈ V2 ×H.

(2.6)

As will be seen in the next section, this problem is well-posed in the sense of semigroup
theory in the energy space H = H1 ×H2, where Hi = Vi ×H for i = 1, 2. We define
an unbounded operator linear operator Aα on H by

AαU = (−v1, A1u1 + αCu2,−v2, A2u2 + αC�u1),

D(Aα) = {U = (u1, v1, u2, v2) ∈ V1 × V1 × V2 × V2, Aiui ∈ H, i = 1, 2}
= D(A1)× V1 ×D(A2)× V2.

We can now reformulate the system (2.6) as the abstract first order equation{
U ′ +AαU = 0,

U(0) = U0 ∈ H.
(2.7)

Let U = (u1, u
′
1, u2, u

′
2) be a solution of (2.6). (See the next section for more

details.) Then we define the partial and total (natural) energy of the solution U as

ei(u(t)) =
1

2
(|u′|2 + |u|2i )

and

E(U(t)) = e1(u1(t)) + e2(u2(t)) + α(u1, Cu2).
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Moreover, in what follows we will also need to use the partial and total weakened
energies defined, respectively, by

ẽi(u(t)) =
1

2
(|u′|2V ′

i
+ |u|2)

and

Ẽ(U(t)) = ẽ1(u1(t)) + ẽ2(u2(t)) + α(u1, A
−1
1 Cu2).

We now give the assumptions on A1, A2, C and the observability operator B� under
which our main results are valid.

We first assume the following hypothesis, to which we will refer in what follows
as hypothesis (H1):

∃β1 > 0 such that β1|u| ≤ |Cu| ∀u ∈ H.(2.8)

Moreover, we assume the following (strong) compatibility hypothesis on the operators
A1, A2, and C, to which we will refer in what follows as hypothesis (H2):

CV2 ⊂ V1, CD(A2) ⊂ D(A1) and A1Cu = CA2u ∀u ∈ D(A2) ,(2.9)

∃β3 > 0 such that |A1/2
1 CA

−1/2
2 u| ≤ β3|u| ∀u ∈ H .(2.10)

Moreover, let G be a given Hilbert space with norm || ||G and scalar product 〈 〉G.
The space G will be identified with its dual space in all that follows. Also let
B� ∈ L(D(A1), G) be the observability operator. We assume that there exist positive
constants δi, i = 1, 2, 3, ηi, i = 1, 2, 3, 4, such that for all T > 0, all f ∈ C1([0, T ];H),
and all U0

1 = (u0
1, u

1
1) ∈ D(A1)× V1, the solution u1 of{

u′′
1 +A1u1 = f,

(u1, u
′
1)(0) = U0

1
(2.11)

satisfies the next two inequalities (respectively, direct and inverse inequalities), de-
noted, respectively, by hypothesis (H3),∫ T

0

||B�u1||2G dt ≤ δ1

∫ T

0

e1(t) dt+ δ2(e1(T ) + e1(0)) + δ3

∫ T

0

|f |2 dt,(2.12)

and by hypothesis (H4),

(2.13)

η4

∫ T

0

||B�u1||2G dt ≥ (1− η1β)

∫ T

0

e1(t) dt− η2(e1(T ) + e1(0))− η3β
−1

∫ T

0

|f |2 dt

∀β ∈ (0, η−1
1 ).

Before giving our main results, let us make some comments.
Comments. First, the assumption (H4) (i.e., inequality (2.13)) implies that the

first equation of (2.6) decoupled from the second one satisfies an observability inequal-
ity. This can be seen by setting f = 0 in (2.11). Thanks to (2.13), we deduce that e1,
which is conserved through time, satisfies the classical inverse inequality

η4

∫ T

0

||B�u1||2G dt ≥ [(1− η1β)T − 2η2] e1(0) ∀β ∈ (0, η−1
1 ).



TWO-LEVEL ENERGY METHOD FOR BOUNDARY OBSERVABILITY 879

As will be seen later (in section 6), this property is satisfied for most systems (e.g.,
wave, Petrowsky, etc.).

Second, the hypotheses (2.9) and (2.10) give a condition on which types of equa-
tions can be coupled and for which we are able to prove an indirect observability
result for the full system. We will give two abstract conditions, under which these
hypotheses are satisfied (see Corollaries 2.2 and 2.3 below).

Third, note that for u ∈ H, A
−1/2
2 u ∈ V2. Hence, thanks to the hypothesis (2.9),

CA
−1/2
2 u ∈ V1, so that the left-hand side of inequality (2.10) makes sense. Moreover,

for v ∈ V2 we have u = A
−1/2
2 v ∈ D(A2). Hence, using hypothesis (2.9) we deduce

that

A1CA
−1/2
2 v = CA

1/2
2 v ∀ v ∈ V2,

so that

A
1/2
1 CA

−1/2
2 v = A

−1/2
1 CA

1/2
2 v ∀ v ∈ V2.

Using (2.10) together with this last equality, we obtain

|A−1/2
1 CA

1/2
2 u| ≤ β3|u| ∀u ∈ V2.(2.14)

We now state the main result of this paper.
Theorem 2.1. Assume that A1, A2, and B� satisfy the hypotheses (H1)–(H4).

Then there exists α� > 0 such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0
such that for all T > T0 and all U0 ∈ H the solution U(t) = exp(−Aαt)U0 of (2.6)
satisfies

2η4

∫ T

0

||B�u1||2G dt ≥ c1(α, T )e1(0) + c3(α, T )ẽ2(0),(2.15)

with

c1(α, T ) =
a1(T − T3)

(1 + αT )(1 + αT3)
, c3(α, T ) =

αa2(T − T2)(T − T−
2 )

1 + αT
,(2.16)

where T2, T
−
2 , T3 are explicit constants depending only on α, and the numbers νi,

i = 1, 2, βi for i = 1, 2, 3, and a1 and a2 are positive fixed constants.
If we denote by C a generic positive constant independent on α, then |T2|, |T−

2 |
behave as Cα−1 and T3 behaves as C as α goes to zero.

Hence, indirect observability holds for the full system (2.6).
Remarks. The constants in the above theorem are given as follows. The constants

T2, T
−
2 are defined, respectively, as the positive and negative root of the second order

polynomial Qα defined in (5.9). The constant T3 is defined by (5.10). The time T0

is defined as T0 = max(T2, T3). Moreover, the fixed constants a1 and a2 are given in
(5.5) and (5.6).

Thanks to the well-known hidden regularity property of weak solutions of (2.6),
the application J which maps U0 ∈ D(Aα) to B�u1 ∈ L2

loc([0,+∞);G) can be ex-
tended to all H (see the proof in Proposition 3.3). We will not recall this extension
further but will use it in what follows.

This result, together with the other results of this paper, are valid under larger
hypotheses on the observability operator B�. It may act on both u1 and u′

1 or on
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u′
1 only. It may also only be defined and continuous in a space smaller than D(A1),

provided that this space is dense in V1.
We now give, as in [1], two abstract examples for which the assumptions (H1)

and (H2) are satisfied.
Example 1. Case A1 = A2.
Corollary 2.2. Assume the hypotheses (H3)–(H4). Assume, moreover, that

A1 = A2 with D(A1) = D(A2) and V2 ⊂ V1.

Choose C = Id. Then for all 0 < |α| < α�, there exists T0 = T0(α) > 0 such that for
all T > T0 and all U0 ∈ H the solution U(t) = exp(−Aαt)U0 of (2.6) satisfies the
estimate (2.15).

Proof. The proof is immediate since with C = Id, the hypotheses (H1)–(H2) are
satisfied with β1 = β3 = 1. We then conclude by applying Theorem 2.1. One can
remark that one can also choose operators C more general than the identity operator
on H (see the next corollary).

Example 2. Case A1 �= A2. We recall the following result partially proved in [1];
the full proof is left to the reader.

Corollary 2.3. Assume the hypotheses (H3)–(H4). Assume, moreover, that
V2 ⊂ V1 and that there exists a common orthonormal basis {ek}∞k=1 of eigenfunctions
of the operators Ai in H, for i = 1, 2, with

Aiek = λi,kek, k = 1, . . . , i = 1, 2.

Assume, moreover, that the following hypothesis holds:

(H5)

{ ∃r : N
� �→ N

�, one-to-one, such that
λ2,k = λ1,r(k) ∀ k ∈ N

�.

Choose the coupling operator C arbitrarily under the form

Cu =

∞∑
k=1

ukwker(k),(2.17)

where the sequence of real numbers (wk)k satisfies

∃w− > 0, w+ > 0 such that w− ≤ wk ≤ w+ ∀ k ∈ {1, . . .}.
Then there exists α� > 0 such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0
such that for all T > T0 and all U0 ∈ H the solution U(t) = exp(−Aαt)U0 of (2.6)
satisfies the estimate (2.15).

As a corollary of Theorem 2.1, we immediatly deduce the following uniqueness
result.

Theorem 2.4. Assume either the hypotheses of Theorem 2.1 or that of Corol-
lary 2.2 (or of Corollary 2.3) and define α� as in Theorem 2.1. For all 0 < |α| < α�,
define T0 = T0(α) as in Theorem 2.1; then for all T > T0 and all U0 ∈ H, we have the
following uniqueness (or continuation) result: if the solution U(t) = exp(−Aαt)U0 of
(2.6) satisfies, in addition,

B�u1(t) = 0 a.e. in t ∈ [0, T ],

then U(t) = 0 for all t ∈ [0, T ].
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Proof. The proof follows immediately from the observability estimate (2.15).
We now formulate our exact controllability results for the dual problem. We

denote byH′ = V ′
1×H×V ′

2×H the dual space ofH. For Y 0 = (y1
1 ,−y0

1 , y
1
2 ,−y0

2) ∈ H′

and v ∈ L2
loc([0,+∞);G), we consider the problem



y′′1 +A1y1 + αCy2 = Bv,

y′′2 +A2y2 + αC�y1 = 0,

(y1, y
′
1)(0) = (y0

1 , y
1
1),

(y2, y
′
2)(0) = (y0

2 , y
1
2),

(2.18)

where B ∈ L(G,D(A1)
′) is the adjoint of B�. An easy computation allows us to

see that the adjoint of Aα is the unbounded operator A�α defined by D(A�α) = V1 ×
D(A1)× V2 ×D(A2) and

A�αZ = (A1w1 + αCw2,−z1, A2w2 + αC�w1,−z2)

for Z = (z1, w1, z2, w2) ∈ D(A�α). We set Y = (y′1,−y1, y
′
2,−y2), and we define an

operator B̃ ∈ L(G, (D(Aα)′) by setting B̃v = (Bv, 0, 0, 0). Then the coupled system
(2.18) can be written under the abstract form{

Y ′ −A�αY = B̃v,

Y (0) = Y 0 ∈ H′.
(2.19)

This is precisely the dual problem of (2.7). The solution of (2.19) is defined as
usual by the method of transposition (see, e.g., [25], [26], [19]). That is, fixing Y 0 ∈ H′

and v ∈ L2
loc([0,∞);G) arbitrarily, we define a solution of (2.19) as a continuous

function Y defined from [0,∞) with values in H′, such that the equality

〈Y (T ), U(T )〉H′,H = 〈Y 0, U0〉H′,H +

∫ T

0

〈v(t), B�u1(t)〉G dt(2.20)

holds for every U0 ∈ H where U(t) = exp(−tAα)U0 = (u1, u
′
1, u2, u

′
2)(t). One can

remark that we used the fact that (̃B)
�
U = B�u1. We will establish well-posedness

(that is, existence, uniqueness, and continuous dependence with respect to the data
Y 0 and v) in the next section by a standard procedure. We are concerned by the exact
controllability problem for (2.18) in a controllability space F ′ that will be specified
later on. That is, we are looking for a time T > 0 such that for every initial data
Y 0 ∈ F ′ there exists a control v ∈ L2([0, T ];G) such that the solution of (2.18) satisfies
in addition

yi(T ) = y′i(T ) = 0, i = 1, 2.(2.21)

We can now state our exact controllability result.
Theorem 2.5. Assume either the hypotheses of Theorem 2.1 or that of Corol-

lary 2.2 (or of Corollary 2.3), and let α� be as in Theorem 2.1. For 0 < |α| < α�,
we define T0 as in Theorem 2.1. Then for all 0 < |α| < α�, all T > T0, and all
Y 0 = (y1

1 ,−y0
1 , y

1
2 ,−y0

2) ∈ V ′
1 × H × H × V2, there exists a control v ∈ L2([0, T ];G)

such that the solution Y = (y′1,−y1, y
′
2,−y2) of (2.19) (or equivalently of (2.18)) sat-

isfies (2.21). Hence, exact indirect controllability in time T holds for initial data
(y0

1 , y
1
1 , y

0
2 , y

1
2) ∈ H × V ′

1 × V2 ×H for the coupled system (2.18).
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Remark. The above exact controllability result holds in fact in a larger set F ′,
but we do not have a characterization of this space in terms of Sobolev spaces. We
will see in the course of the proof that it contains the space V ′

1 ×H ×H × V2, thanks
to the observability inequality (2.15).

3. Abstract coupled model. We denote by ((·)) the standard scalar product
on the product space H, i.e.,

((U, Ũ)) =
2∑
i=1

(
(ui, ũi)i + (vi, ṽi)

)

for U = (u1, v1, u2, v2) and Ũ = (ũ1, ṽ1, ũ2, ṽ2) in H. The associated norm is denoted
by || · ||. We also consider on H the bilinear form given by

(U, Ũ)α = ((U, Ũ)) + α(Cu2, ũ1) + α(u1, Cũ2)

for U = (u1, v1, u2, v2) and Ũ = (ũ1, ṽ1, ũ2, ṽ2) in H. One can remark that

2E(U(t)) = ||U(t)||2α.(3.1)

Then we have the following.
Proposition 3.1. Assume the above hypotheses on the spaces V1, V2, H and the

operators A1, A2. Moreover, define β1, β2, ν1, ν2 as, respectively, in (2.8), (2.3), and
(2.2) and α0 by (2.5). Then for all 0 ≤ |α| < α0, there exist constants c1(α) > 0 and
c2(α) > 0 such that

c1(α)||U ||2 ≤ (U,U)α ≤ c2(α)||U ||2 ∀U ∈ H.(3.2)

Hence, for all 0 ≤ |α| < α0, the application

U ∈ H �→ ||U ||α = (U,U)1/2α

defines a norm on H which is equivalent to the norm || ||.
Proof. Let U ∈ H be given. Then one has, thanks to (2.2)–(2.3),

|(U,U)α − ||U ||2| = 2|α�((u1, Cu2))| ≤ 2|α|β2ν1ν2|u1|1|u2|2,
where � denotes the real part of a complex number. Hence, the desired estimates
hold with c1(α) = (1− α/α0) and c2(α) = (1 + α/α0).

We recall that we defined an unbounded linear operator Aα on H in section 2 by

AαU = (−v1, A1u1 + αCu2,−v2, A2u2 + αC�u1),

D(Aα) = {U = (u1, v1, u2, v2) ∈ V1 × V1 × V2 × V2, Aiui ∈ H, i = 1, 2}
= D(A1)× V1 ×D(A2)× V2.

We set D(Ai) = D(Ai)× Vi and denote by Ai the unbounded operator with domain
D(Ai) and defined by Ai(ui, vi) = (−vi, Aiui). We can now reformulate the system
(2.6) as the abstract first order equation (2.7) (see section 2). We have the following
classical well-posedness result.

Proposition 3.2. Assume the hypotheses of Proposition 3.1, and let α0 be given
as in Proposition 3.1. Then −Aα is a skew-adjoint operator on H which generates a C0
unitary group T0(t) = exp(−tAα), t ∈ R, on H. As a consequence, for all 0 ≤ |α| < α0
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and for every U0 ∈ H, the problem (2.7) has a unique solution U ∈ C([0,+∞);H). If,
in addition, U0 ∈ D(Aαk) for k ∈ N

�, then the solution is in Ck−j([0,+∞);D(Ajα))
for j = 0, . . . , k. Moreover, the total natural energy of the solution is conserved, i.e.,
for U0 ∈ H, we have

E(U(t)) = E(U(0)) ∀ t ≥ 0,(3.3)

and the total weakened energy of the solution is also conserved, i.e., for U0 ∈ H, we
have

Ẽ(U(t)) = Ẽ(U(0)) ∀ t ≥ 0.(3.4)

Proof. The operator Aα satisfies

(AαU, Ũ)α = −(U,AαŨ)α ∀U, Ũ ∈ D(Aα).
Hence, D(A�α) = D(Aα) and the adjoint of Aα in H is equal to −Aα. Thus, Aα
is skew-adjoint in H. Applying Stone’s theorem (see, e.g., [10]), we deduce that
−Aα generates a C0 unitary group T0(t) = exp(−tAα), t ∈ R, on H. The well-
posedness and regularity of solutions follow at once from classical semigroup theory.
Since T0(t), t ∈ R, is unitary on H and since (3.1) holds, we deduce that the natural
energy of all solutions with initial data in H is conserved. For the conservation
of the total weakened energy, we proceed as follows. For U0 ∈ D(Aα) the solution
U = (u1, u

′
1, u2, u

′
2) is such that ui(t) ∈ D(Ai) for any t ≥ 0. Moreover, both equations

of (2.6) are satisfied in H. Hence we have

ẽi
′(t) = (u′′

i +Aiui, A
−1
i u′

i)

for i = 1, 2. Now using the two equations of (2.6), we deduce that

ẽ1
′(t) = −α (u′

1, A
−1
1 Cu2),

ẽ2
′(t) = −α (u1, CA−1

2 u′
2).

Now using (2.9), we deduce that Cu = A−1
1 CA2u for all u ∈ D(A2). Remarking

that for any v ∈ H, u = A−1
2 v ∈ D(A2), we get that CA−1

2 v = A−1
1 Cv for all

v ∈ H. Using this relation in the two previous equations, we obtain Ẽ′(t) = 0. Hence,
the total weakened energy of solutions with initial data in D(Aα) is conserved. By
density of D(Aα) in H, we conclude that the same result holds true for any solution
with initial data in H.

Remark. The well-posedness of problem (2.7) holds true for any α, since Aα is a
compact perturbation of the corresponding decoupled operator (obtained by setting
α = 0). Of course, in this case, H should be equipped with the scalar product

(U, Ũ) = ((U, Ũ)) and the corresponding norm.
We now prove the following direct inequality.
Proposition 3.3. Assume the above hypotheses on the spaces V1, V2, and H and

the operators A1, A2, and C. Assume, moreover, that the assumption (H3) holds and
let α0 be defined by (2.5). Then for all 0 ≤ |α| < α0 and all U0 ∈ D(Aα) the solution
U(t) = exp(−tAα)U0 = (u1, u

′
1, u2, u

′
2) of (2.6) satisfies∫ T

0

||B�u1||2G dt ≤MTE(U0),(3.5)
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where

MT = T M +
2δ2

c1(α)
,

c1(α) being defined as in the proof of Proposition 3.1, with

M =
max(δ1, 2δ3α

2β2
2ν

2
2)

c1(α)
.

Moreover, if we denote by J the operator defined from D(Aα) equipped with the
|| ||α-norm into L2

loc([0,+∞);G), which maps U0 to the function B�u1, where U(t) =
exp(−tAα)U0 = (u1, u

′
1, u2, u

′
2), then one can extend J to all H.

Proof. Let U0 ∈ D(Aα) be given and denote by U(t) = (u1, u
′
1, u2, u

′
2) the

corresponding solution of (2.6). Then u1 satisfies{
u′′

1 +A1u1 = f,

(u1, u
′
1)(0) = U0

1 = (u0
1, u

1
1)

with f = −αCu2. Hence, using the assumption (H3) together with (2.3) and (2.1) we
obtain∫ T

0

||B�u1||2G dt ≤ δ1

∫ T

0

e1(t) dt+ δ2(e1(T ) + e1(0)) + δ3α
2β2

2ν
2
2

∫ T

0

|u2|22 dt.

Hence we have∫ T

0

||B�u1||2G dt

≤ max(δ1, 2δ3α
2β2

2ν
2
2)

∫ T

0

(e1(t) + e2(t)) dt+ δ2((e1(T ) + e1(0)) + (e2(T ) + e2(0))).

However, thanks to Proposition 3.1 we have

e1(t) + e2(t) =
||U(t)||2

2
≤ ||U(t)||2α

2c1(α)
=

E(U(t))

c1(α)
.

Using this last inequality in the previous estimate, together with the conservation of
energy given in Proposition 3.2, we obtain the desired estimate. The direct inequality,
by a density argument of D(Aα) in H, allows us to prove a hidden regularity result for
the solutions of (2.6) with initial data in H and to extend the operator J to H.

Proposition 3.4. Assume the hypotheses of Proposition 3.1 and let α0 be given
as in Proposition 3.1. Then for all 0 ≤ |α| < α0 for every Y 0 ∈ H′ and all
v ∈ L2

loc([0,+∞);G), the problem (2.19) has a unique solution Y ∈ C([0,+∞);H′).
Moreover, for every T > 0 the application Ψ defined from H′ × L2([0, T )];G) into
C([0, T ];H′), which maps (Y 0, v) to Y , is continuous.

Proof. Let Y 0 ∈ H′ and v ∈ L2
loc([0,+∞);G) be fixed arbitrarily. For T > 0, we

denote by LT the linear form defined on H by

LT (U
0) = 〈Y 0, U0〉H′,H +

∫ T

0

〈v(t), B�u1〉Gdt,(3.6)
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where U(t) = exp(−tAα)U0 = (u1, u
′
1, u2, u

′
2). Thanks to the direct inequality proved

in Proposition 3.3, we have the estimate

|LT (U0)| ≤
(
||Y 0||H′ +

√
MT

2
||v||L2([0,T ];G)

)
||U0||α(3.7)

for all U0 ∈ H, where the constant MT depends continuously on T (see Proposi-
tion 3.3). Hence LT ∈ H′. On the other hand, we proved in Proposition 3.2 that
−Aα generates a unitary group on H. Hence, we have U0 = exp(TAα)U(T ) so that
the linear form onH which maps U(T ) to LT (U

0) is well defined and continuous onH.
Therefore, there exists a unique Y (T ) ∈ H′ such that LT (U

0) = 〈Y (T ), U(T )〉H′,H
for all U0 ∈ H. Moreover, thanks again to the direct inequality proved in Propo-
sition 3.3, and since MT is continuous with respect to T , one can check that the
application from [0,+∞) to H′ which maps T to LT is continuous. Therefore, since
||U(T )||α = ||U0||α, we deduce that Y ∈ C([0,+∞);H′). Finally, thanks to (3.7) we
have for all bounded intervals I in R and all T ∈ I

||Y (T )||H′ ≤ C
(
||Y 0||H′ + |v||L2(I;G)

)
,

where C is a constant depending only on I. Hence, the application Ψ defined fromH′×
L2
loc([0,+∞);G) into C([0,+∞);H′), which maps (Y 0, v) to Y , is continuous.

To prove the main result of this paper we first need to prove several intermediate
estimates. This is the purpose of next section.

4. Technical intermediate estimates. In what follows, U = (u1, u
′
1, u2, u

′
2)

will stand for a solution of (2.6) corresponding to the initial data U0 ∈ H. Moreover,
in the remainder of this section, we will denote by Ci, i = 1, . . . , positive constants
which depend only on βi, i = 1, 2, 3, ν1, ν2 but not on α.

Lemma 4.1. Assume the hypotheses of Theorem 2.1 and let α0 be given by (2.5).
Then for all 0 < |α| < α0 and all U0 ∈ H the solution U(t) = exp(−tAα)U0 =
(u1, u

′
1, u1, u

′
2) of (2.6) satisfies

α

∫ T

S

|u2|2 dt

≤ αC9

∫ T

S

|u1|2 dt+
C10

γ1
(e1(T ) + e1(0)) + C10γ1(ẽ2(T ) + ẽ2(0)) ∀ γ1 > 0.(4.1)

Proof. By density of D(Aα) in H and since ||U(t)||α = ||U0||α for any t ≥ 0, it is
sufficient to prove the desired inequality for U0 ∈ D(Aα). Hence, let U0 ∈ D(Aα) be
given. We evaluate the term∫ T

S

(u′′
1 +A1u1 + αCu2, Cu2)− (u′′

2 +A2u2 + αC�u1, C�u1) dt = 0.(4.2)

This gives∫ T

S

(u′′
1 , Cu2)− (u1, Cu′′

2) + (A1u1, Cu2)− (u1, CA2u2) + α|Cu2|2 − α|C�u1|2 dt.

Hence, integrating by parts the first two terms and using hypothesis (2.9), saying that
A1C = CA2 on D(A2), we have

α

∫ T

S

|Cu2|2 dt = α

∫ T

S

|C�u1|2 dt+ [(u1, Cu′
2)− (u′

1, Cu2)]
T
0 .(4.3)
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Remarking that u′
2 ∈ V2 and using the inequality (2.14), we estimate the right-hand

side of this inequality as follows:

|(u1, Cu′
2)| =

∣∣∣(A1/2
1 u1, (A

−1/2
1 CA

1/2
2 )(A

−1/2
2 u′

2)
)∣∣∣ ≤ β3|A1/2

1 u1| |u′
2|V ′

2
.

Hence, we have

|(u1, Cu′
2)| ≤ β3

(
|u1|21
2γ1

+
γ1|u′

2|2V ′
2

2

)
∀ γ1 > 0.(4.4)

Moreover, thanks to (2.3) we have

|(u′
1, Cu2)| ≤ β2|u′

1| |u2| ≤ β2
|u′

1|2
2γ1

+ β2
γ1|u2|2

2
∀ γ1 > 0.

Therefore, we have

(4.5)∣∣∣((u1, Cu′
2)− (u′

1, Cu2)
)
(t)
∣∣∣ ≤ max(β3, β2)

γ1
e1(t) + max(β3, β2)γ1ẽ2(t) ∀ γ1 > 0.

Using (4.5) together with (2.8) and (2.4) in (4.3), we obtain the desired result.
Lemma 4.2. Assume the hypotheses of Theorem 2.1 and set

α1 = min(α0, ν
−1
2 ),(4.6)

where α0 is given by (2.5). Then for all 0 < |α| < α1 and all U0 ∈ H the solution
U(t) = exp(−tAα)U0 of (2.6) satisfies the following estimates:

e1(T ) + e1(0) ≤ C1(e1(0) + ẽ2(0)) +
C2α

1− αν2

∫ T

0

(|u′
1|2 + |u1|2) dt,(4.7)

ẽ2(T ) + ẽ2(0) ≤ C3

1− αν2
(e1(0) + ẽ2(0)) +

C4α

(1− αν2)2

∫ T

0

(|u′
1|2 + |u1|2) dt,(4.8)

∫ T

0

|A−1/2
2 u′

2|2 dt ≤
C5

α(1− αν2)
(e1(0) + ẽ2(0)) +

C6

(1− αν2)2

∫ T

0

(|u′
1|2 + |u1|2) dt,(4.9)

∫ T

0

|u2|2 dt ≤ C7

α(1− αν2)
(e1(0) + ẽ2(0)) +

C8

(1− αν2)2

∫ T

0

(|u′
1|2 + |u1|2) dt.(4.10)

Proof. As in the previous result it is sufficient to prove the result for U0 ∈
D(Aα). Hence, let U0 ∈ D(Aα) be given. As a first step, we obtain an estimate of∫ T
0
|A−1/2

2 u′
2|2 dt. For this, we evaluate∫ T

0

(u′′
2 +A2u2 + αC�u1, A

−1
2 u2) dt = 0.

This gives∫ T

0

|A−1/2
2 u′

2|2 dt =
∫ T

0

|u2|2 dt+ α

∫ T

0

(C�u1, A
−1
2 u2) dt+ [(A

−1/2
2 u′

2, (A
−1/2
2 u2)]

T
0

≤
∫ T

0

|u2|2 dt+ α

∫ T

0

|C�u1| |A−1
2 u2| dt

+
1

2γ

(
|A−1/2

2 u′
2|2(T ) + |A−1/2

2 u′
2|2(0)

)
+

γ

2

(
|A−1/2

2 u2|2(T ) + |A−1/2
2 u2|2(0)

)
∀ γ > 0.
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Using (2.4) together with (2.2) for i = 2, we obtain∫ T

0

|A−1/2
2 u′

2|2 dt ≤
(
1 +

αβ2ν
4
2

2

)∫ T

0

|u2|2 dt+ αβ2

2

∫ T

0

|u1|2 dt

+
1

2

(
|A−1/2

2 u′
2|2(T )

γ
+ γν2

2 |u2|2(T )
)

+
1

2

(
|A−1/2

2 u′
2|2(0)

γ
+ γν2

2 |u2|2(0)
)

∀ γ > 0.

We now choose γ = ν−1
2 . This gives∫ T

0

|A−1/2
2 u′

2|2 dt ≤
(
1 +

αβ2ν
4
2

2

)∫ T

0

|u2|2 dt+ αβ2

2

∫ T

0

|u1|2 dt+ ν2(ẽ2(T ) + ẽ2(0)).

Inserting (4.1) into this last inequality, we obtain∫ T

0

|A−1/2
2 u′

2|2 dt ≤ C11

∫ T

0

|u1|2 dt+ C12

αγ1
(e1(T ) + e1(0))

+

(
C13γ1

α
+ ν2

)
(ẽ2(T ) + ẽ2(0)) ∀ γ1 > 0.(4.11)

As a second step, we estimate ẽ2(T )+ẽ2(0). We proceed as follows. Since U0 ∈ D(Aα)
we have u2 ∈ D(A2). Moreover, recall that ẽ2 is given by the relation

ẽ2 =
1

2
(|u2|2 + |A−1/2

2 u′
2|2).

Hence, we have

ẽ2
′(t) = (u2, u

′
2) + (A

−1/2
2 u′′

2 , A
−1/2
2 u′

2).

Using the second equation of (2.6), we deduce that

ẽ2
′(t) = −α(A−1/2

2 C�u1, A
−1/2
2 u′

2).(4.12)

Integrating this last equality between 0 and T , we obtain

ẽ2(T ) + ẽ2(0) = 2ẽ2(0)− α

∫ T

0

(A
−1/2
2 C�u1, A

−1/2
2 u′

2) dt

≤ 2ẽ2(0) +
α

2

∫ T

0

|A−1/2
2 C�u1|2 dt+ α

2

∫ T

0

|A−1/2
2 u′

2|2 dt.

We use (4.11) in this last inequality together with (2.4) and (2.2). This gives(
1− αν2

2
− C13γ1

2

)
(ẽ2(T ) + ẽ2(0))

≤ 2ẽ2(0) +
α

2

(
C11 + ν2

2β2

)∫ T

0

|u1|2 dt+ C12

2γ1
(e1(T ) + e1(0)).

Choose

γ1 = C−1
13
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in the above inequality. This gives

ẽ2(T ) + ẽ2(0) ≤ 4ẽ2(0)

1− αν2
+

C14α

1− αν2

∫ T

0

|u1|2 dt

+
C15

1− αν2
(e1(T ) + e1(0)).(4.13)

Using (4.13) in (4.11) and in (4.1) (with γ1 = 1), we can improve both estimates.
This gives∫ T

0

|A−1/2
2 u′

2|2 dt ≤
C16

1− αν2

∫ T

0

|u1|2 dt+ C17

α(1− αν2)
(e1(T ) + e1(0))

+
C18

α(1− αν2)
ẽ2(0)(4.14)

and

(4.15)

α

∫ T

0

|u2|2 dt ≤ αC19

1− αν2

∫ T

0

|u1|2 dt+
C20

1− αν2
(e1(T ) + e1(0)) +

C21

1− αν2
ẽ2(0).

For the third step, we estimate e1(T ) + e1(0) as follows. Since U0 ∈ D(Aα) we have
u1 ∈ D(A1). Moreover, we recall that e1 is given by the relation

e1 =
1

2
(|u1|21 + |u′

2|2).

Hence, we have

e′1(t) = (A
1/2
1 u1, A

1/2
1 u′

1) + (u′′
2 , u

′
2).

Using the first equation of (2.6), we deduce that

e′1(t) = −α(Cu2, u
′
1).(4.16)

Integrating this last equality between 0 and T , and using (2.3), we obtain

e1(T ) + e1(0) = 2e1(0)− α

∫ T

0

(Cu2, u
′
1) dt

≤ 2e1(0) +
α

2ε2

∫ T

0

|u′
1|2 dt+

αε2β
2
2

2

∫ T

0

|u2|2 dt.

We use (4.15) in this last inequality. This gives(
1− C20β

2
2ε2

2(1− αν2)
(e1(T ) + e1(0))

)

≤ 2e1(0) +
α

2ε2

∫ T

0

|u′
1|2 dt+

C19ε2β
2
2α

2(1− αν2)

∫ T

0

|u1|2 dt+ C21ε2β
2
2

2(1− αν2)
ẽ2(0).

Choose

ε2 =
1− αν2

C20β2
2
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in the above inequality. This gives the estimate

e1(T ) + e1(0) ≤ 4e1(0) +
C22α

1− αν2

∫ T

0

(|u′
1|2 + |u1|2) dt+ C23ẽ2(0).

Hence, we have proved the estimate (4.7). We now use the estimate (4.7) succes-
sively in (4.13), (4.14), and (4.15). This gives the desired estimates (4.8), (4.9), and
(4.10).

Lemma 4.3. Assume the hypotheses of Theorem 2.1 and let α1 be defined as in
(4.6). We set

α2 = min(α1, (2ν2)
−1).(4.17)

Then for all 0 < |α| < α2 and all U0 ∈ H the solution U(t) = exp(−tAα)U0 of (2.6)
satisfies for all γ2 > 0

∫ T

0

e1(t) dt ≥ C27T

2(1 + αT )
(e1(0)− ẽ2(0)).(4.18)

Proof. Using (4.16), we have

∫ T

0

e1(t) dt = Te1(0)− α

∫ T

0

(T − t)(Cu2, u
′
1) dt.

Hence, using (2.3) in this equality, we obtain for all γ2 > 0

∫ T

0

e1(t) dt ≥ Te1(0)− αT

2γ2

∫ T

0

|u′
1|2 dt−

γ2β
2
2αT

2

∫ T

0

|u2|2 dt.

Thanks to (4.10) together with (2.1) used in this last inequality, we obtain

∫ T

0

e1(t) dt ≥ T

(
1− γ2β

2
2C7

2(1− αν2)

)
e1(0)− T

γ2β
2
2C7

2(1− αν2)
ẽ2(0)

− αT

2

(
1

γ2

∫ T

0

|u′
1|2 dt

γ2β
2
2C8

1− αν2

∫ T

0

(|u′
1|2 + ν2

1 |u1|21) dt
)

.

We choose γ2 = 1−αν2
β2
2C7

in the above inequality. This leads to

∫ T

0

e1(t) dt ≥ T

2
(e1(0)− ẽ2(0))− αTC28

1− αν2

∫ T

0

e1(t) dt.

Since α ∈ (0, α2) and thanks to our choice of α2, we have 1 ≤ (1−αν2)
−1 ≤ 2. Using

these two inequalities in the previous inequality, we obtain the desired inequality with
a new constant C27.

Remark. Note that our choice of α2 is not optimal, but this choice has the
advantage of simplifying the next computations by avoiding keeping track of the
dependence of the constants with respect to (1− αν2) in the next estimates. Indeed,
from now on we will not care any longer about the restrictions on the size of α.
Hence, in what follows α will be assumed to be sufficiently small in order to shorten
the computations.
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Corollary 4.4. Assume the hypotheses of Theorem 2.1 and let α2 be defined
as in (4.17). Then there exists α3 ∈ (0, α2) such that for all 0 < |α| < α3 and all
U0 ∈ H the solution U(t) = exp(−tAα)U0 of (2.6) satisfies∫ T

0

(e1(t) + ẽ2(t)) dt ≥ δ2T

2
(ẽ1(0) + ẽ2(0)),(4.19)

where δ2 = min(1, ν−2
1 ). Moreover, we have

e1(T ) + e1(0) ≤ C1(e1(0) + ẽ2(0)) + C29α

∫ T

0

e1(t) dt,(4.20)

∫ T

0

|u2|2 dt ≤ 2
C7

α
(e1(0) + ẽ2(0)) + C30

∫ T

0

e1(t) dt,(4.21)

∫ T

0

ẽ2(t) dt ≤ 2
C24

α
(e1(0) + ẽ2(0)) + C36

∫ T

0

e1(t) dt.(4.22)

Proof. We first remark that thanks to (2.1)–(2.2) we have∫ T

0

(e1(t) + ẽ2(t)) dt ≥ δ2

∫ T

0

(ẽ1(t) + ẽ2(t)) dt,(4.23)

where δ2 = min(1, ν−2
1 ). On the other hand, we have

Ẽ(t) = ẽ1(t) + ẽ2(t) + α(A
−1/2
1 u1, (A

−1/2
1 CA

1/2
2 )A

−1/2
2 u2).

Hence, thanks to (2.2), (2.14) we obtain

|Ẽ(t)− (ẽ1(t) + ẽ2(t))| ≤ αβ3ν1ν2

( |u1|2 + |u2|2
2

)
≤ αδ1(ẽ1(t) + ẽ2(t)),

where δ1 = ν1ν2β3. Integrating this last estimate between 0 and T , and since the
energy Ẽ is conserved through time, we obtain∫ T

0

(ẽ1(t)+ẽ2(t)) dt ≥ 1

1 + αδ1

∫ T

0

Ẽ(t) dt =
T

1 + αδ1
Ẽ(0) ≥ T

1− αδ1
1 + αδ1

(ẽ1(0)+ẽ2(0)).

Using this last inequality together with (4.23) and choosing α3 ∈ (0, α2) such that for
all α ∈ (0, α3)

1− αδ1
1 + αδ1

≥ 1

2
,

we obtain (4.19). Moreover, recalling the definition of ẽ2, i.e.,

ẽ2 =
1

2
(|u2|2 + |A−1/2

2 u′
2|2),

we easily obtain from (4.10) and (4.9)∫ T

0

ẽ2(t) dt ≤ C24

α(1− αν2)
(e1(0) + ẽ2(0)) +

C25

(1− αν2)2

∫ T

0

(|u′
1|2 + |u1|2) dt.(4.24)

The estimates (4.20), (4.21), and (4.22) are easily obtained from the corresponding
estimates (4.7), (4.10), and (4.24), using (2.1) since α ∈ (0, α2).
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5. Proof of the main result. We are now able to prove the main estimate of
this paper. We assume from now on that α ∈ (0, α�), where 0 < α� < α3 will be
chosen explicitly sufficiently small in the course of the proof. We first remark that u1

is the solution of

{
u′′

1 +A1u1 = f,

(u1, u
′
1)(0) = (u0

1, u
1
1) ∈ D(A1),

where f = −αCu2. Hence, from our assumption (H1), u1 satisfies the inequality
(2.13) with the corresponding f . Using (4.20) and (4.21) in the resulting inequality,
we obtain

η4

∫ T

0

||B�u1||2G dt ≥
(
1− η1β − C31α

1− αν2
− C32α

2

β(1− αν2)2

)∫ T

0

e1(t) dt

− C33

(
1 +

α

β(1− αν2)

)
(e1(0) + ẽ2(0)) ∀β ∈ (0, η1).

We now choose β = α in the above inequality, and we remark that

(
1− η1β − C31α

1− αν2
− C32α

2

β(1− αν2)2

)
≥ 1

2

and

− C33

(
1 +

α

β(1− αν2)

)
≥ −C34

2

for sufficiently small α. Using this in the above estimate, we obtain

2η4

∫ T

0

||B�u1||2G dt ≥
∫ T

0

e1(t) dt− C34

[
e1(0) + ẽ2(0)

]
.

Now let ε be an arbitrary fixed number in (0, ε�), where ε� is chosen sufficiently small.
(This will be defined in the course of the proof.) Then using the above inequality, we
can write

2η4

∫ T

0

||B�u1||2G dt ≥ (1− ε)

∫ T

0

e1(t) dt+ ε

∫ T

0

(e1(t) + ẽ2(t)) dt− ε

∫ T

0

ẽ2(t) dt

− C34

[
e1(0) + ẽ2(0)

]
.(5.1)

Using then (4.22) together with (4.19) in the above inequality, we deduce that

2η4

∫ T

0

||B�u1||2G dt ≥ (1− εC37)

∫ T

0

e1(t) dt+ ε
δ2
2

T ẽ1(0)

− C38
ε+ α

α
e1(0) +

[
ε
δ2
2

T − C38
ε+ α

α

]
ẽ2(0).(5.2)
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We set ε0 = C−1
37 and assume from now on that

0 < ε� < ε0,(5.3)

and we use (4.18) in (5.2) to give a lower bound for
∫ T
0

e1(t) dt. This gives the following
estimate:

2η4

∫ T

0

||B�u1||2G dt ≥
[

a1 T

1 + αT
− C38

ε+ α

α

]
e1(0) + ε

δ2
2

T ẽ1(0)

+

[(
a2 − a1

1 + αT

)
T − C38(ε+ α)

α

]
ẽ2(0),(5.4)

where ai for i = 1, 2 are given by

a1 =
(1− C37ε)C27

2
> 0,(5.5)

a2 =
εδ2
2

> 0.(5.6)

We remark that the coefficient of ẽ1(0) in (5.4) is strictly positive. Hence, the proof
of the theorem will be complete if we can prove that the coefficients of e1(0) and ẽ2(0)
which depend only on T , α, and ε are positive for sufficiently large T and sufficiently
small α and ε�. We will show now that this is possible and give the order in which the
parameters T , α, and ε� have to be made large enough, and small enough, respectively.
We set

T1 = T1(α) =

(
a1

a2
− 1

)
α−1.(5.7)

One can notice that T1(α) goes to +∞ as either ε or α goes to zero. Then for any
T ≥ T1(α) we have

0 < a2 − a1

1 + αT
.(5.8)

Let us now denote by Qα the second order polynomial with respect to T defined by

Qα(T ) = αa2T
2 + [a2 − a1 − C38(ε+ α)]T − C38(ε+ α)

α
.(5.9)

This polynomial has two real roots. Moreover, one can remark that the coefficient of
T in this polynomial is negative for sufficiently small ε independently on α. Hence,
one root is negative whereas the other one is positive. We denote the negative root
by T−

2 (α) and the positive root by T2(α). Then the coefficient of ẽ2(0) in (5.4) is
given by

Qα(T )

1 + αT
.

Let us further remark that T2(α) > T1(α) since Qα can be rewritten under the form

Qα =
a1α(T − T1(α))T

1 + αT1(α)
− C38(ε+ α)(1 + αT )

α
.



TWO-LEVEL ENERGY METHOD FOR BOUNDARY OBSERVABILITY 893

Hence, for T ≥ T2(α) the coefficient of ẽ2(0) is positive. It is given by

α
a2(T − T2(α))(T − T−

2 (α))

1 + αT
.

We now turn to the coefficient of e1(0) in (5.4). This coefficient will be positive for
sufficiently large T if a1−C38(ε+α) can be made positive for sufficiently small ε and
α. This can be easily realized by assuming that α� < C27(2C38)

−1 and by choosing
ε� = min(ε0, ε1) with

ε1 =
C27 − 2C38α

�

2C38 + C27C37
.

Now for α ∈ (0, α�) and ε ∈ (0, ε�) we set

T3(α) =
C38(ε+ α)

a1 − C38(ε+ α)
> 0.(5.10)

Then remarking that T3 = T3(α) is such that

C38(ε+ α)

α
=

a1T3

1 + αT3
,

the coefficient of e1(0) in (5.4) is given by[
a1(T − T3(α))

(1 + αT )(1 + αT3(α)

]

and is positive for T ≥ T3(α). Using the above expressions for the coefficients of
ẽ2(0) and e1(0) in (5.4), we obtain the following observability inequality with positive
coefficients for T ≥ max(T2(α), T3(α)):

2η4

∫ T

0

||B�u1||2G dt ≥
[

a1(T − T3(α))

(1 + αT )(1 + αT3(α)

]
e1(0)

+

[
α
a2(T − T2(α))(T − T−

2 (α))

1 + αT

]
ẽ2(0).(5.11)

Proof of Theorem 2.5. We apply the HUM. Let U0 ∈ D(Aα) be given. We
denote by U = (u1, u

′
1, u2, u

′
2) the corresponding solution of (2.7). Thanks to the

observability inequality proved in Theorem 2.1, the seminorm defined by

||U0||F =

(∫ T

0

||B�u1||2G dt

)1/2

(5.12)

is a norm on D(Aα). We denote by F the completion of D(Aα) with respect to
this norm. Thanks to the direct and inverse inequalities proved, respectively, in
Proposition 3.3 and in Theorem 2.1, we have the following continuous and dense
imbeddings:

D(Aα) ⊂ H ⊂ F ⊂ H̃ ⊂ Ĥ,(5.13)

where H̃ = V1 ×H ×H × V ′
2 and Ĥ = H × V ′

1 ×H × V ′
2 . Hence, by duality, we have

the following continuous imbeddings:

H̃′ ⊂ F ′ ⊂ H′.(5.14)
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For every U0 ∈ H, we associate a linear form on H defined by

〈Λ(U0), Ũ0〉 =
∫ T

0

〈B�u1(t), B
�ũ1(t)〉Gdt.(5.15)

By definition of the norm on F we have the estimate

|〈Λ(U0), Ũ0〉| ≤ ||U0||F ||Ũ0||F ∀U0 ∈ H, ∀Ũ0 ∈ H.

Hence, since H is dense in F by definition of F , the map Λ(U0) can be extended in
a unique way to a continuous map on F and Λ(U0) ∈ F ′. Moreover, thanks to the
above inequality, the linear map Λ that maps U0 ∈ H to ΛU0 ∈ F ′ is continuous
when H is equipped with the norm || · ||F . Hence, by density, Λ can be extended in a
unique way to a continuous linear map, still denoted by Λ, from F to F ′. Moreover,
we have

〈Λ(U0), Ũ0〉F ′,F = 〈U0, Ũ0〉F ∀U0 ∈ H, ∀Ũ0 ∈ H,(5.16)

where 〈, 〉F denotes the scalar product associated with the norm on F . Therefore
Λ is coercive and continuous on F , so that thanks to the Lax–Milgram lemma, Λ
is an isomorphism from F onto F ′. Let us now apply the HUM. Let Y 0 ∈ F ′ be
fixed arbitrarily. We set U0 = Λ−1Y 0. Then U0 ∈ F . Since H is dense in F , there
exists a sequence (U0

n)n ⊂ H which converges to U0 in F . We set Y 0
n = ΛU0

n for all
n ∈ N. Then, since Λ is continuous, Y 0

n converges to Y 0 in F ′. Thanks to (5.14),
we have that Y 0

n ∈ H′ and converges to Y 0 in H′. We set Un = exp(−tAα)U0
n and

vn = −B�u1,n for all n ∈ N, where u1,n denotes the first component of Un. Then
by definition of the norm on F and since (U0

n)n converges in F , (vn)n is a Cauchy
sequence in L2([0, T ];G). Hence, it converges to a function v in L2([0, T ];G). We
associate with Un the solutions Yn of the dual problem in H′:{

Y ′
n −A�αYn = B̃vn,

Yn(T ) = 0.
(5.17)

One can remark that this retrograde problem is well-posed, thanks to the change of
time variable t �→ T − t and since this first order abstract equation is equivalent to a
time second order (and therefore reversible in time) equation. Therefore, by definition
of the solutions of this dual problem by transposition, and thanks to the definition of
Λ and to our choice of vn, we have

〈Yn(0), Ũ0〉H′,H = 〈Λ(U0
n), Ũ

0〉H′,H ∀ Ũ0 ∈ H.

Hence, we have Yn(0) = Λ(U0
n) = Y 0

n . Hence, we solved the exact controllability
problem for the initial data Y 0

n , since Yn satisfies{
Y ′
n −A�αYn = B̃vn,

Yn(0) = Y 0
n , Yn(T ) = 0.

Now for every T > T0 the map Ψ defined in Proposition 3.4 is continuous; hence,
(Yn)n converges Y in C([0, T ];H′), where Y = Ψ(Y 0, v) is the solution of{

Y ′ −A�αY = B̃v,

Y (0) = Y 0.
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Therefore we have (Yn(T ))n in particular, which converges to Y (T ) in H′, but since
Yn(T ) = 0 for all n, we deduce that Y satisfies, in addition, Y (T ) = 0. Hence, we
solved the exact controllability problem for any initial data in F ′. Thanks to the first
imbedding in (5.14), we conclude the proof.

Remark. In the course of the above proof, we approximated the initial data
U0 ∈ F by a sequence of initial data (U0

n)n ⊂ H. Indeed, using the HUM, it is
not necessary to prove well-posedness of the homogeneous problem in F for solving
the exact controllability problem in F ′. This is due to the fact that we just need
to use the associated control, which is itself well defined for initial data in F (by
extension by continuity). However, we still need to solve the homogeneous equation
in a space larger than the energy space. To avoid this step, we prefer to approximate
the initial data in F by a sequence of data in the energy space. We conjecture that
well-posedness of (2.7) does not hold in general in F , unless for instance in cases for
which one can show that F does not depend on T . This difficulty does not appear
when direct and inverse inequalities are obtained with the usual energy, which is not
the case here. Indeed, using extrapolation theory (we refer the reader to [10] for a
clear exposition on this subject), one can solve the homogeneous problem in the space
H−1. (One can also solve the homogeneous equation in the dual space of the energy
space.) Since one can easily show that for |α| ≤ α0 Aα is invertible, H−1 is defined as
the completion of H with respect to the norm || ||−1, where the norm || ||−1 is given
on H by

||U ||−1 = ||A−1
α U ||α.

This extrapolated space contains the energy spaceH and F as dense subspaces. Then,
one can prove that the semigroup exp (−tAα), t ≥ 0, can be extended in a unique
way to a strongly continuous semigroup T−1(t), t ≥ 0, on the extrapolated space H−1

for t ≥ 0. However, since in general the space F depends on T , one cannot show that
F is invariant under the action of the semigroup T−1(t).

6. Applications.

6.1. The case A1 = A2. In all that follows, Ω is a nonempty bounded open
set in R

N having a boundary Γ of class C2, {Γ0,Γ1} is a partition of Γ such that
Γ0 ∩ Γ1 = ∅, and x0 is a point in R

N such that m · ν ≤ 0 on Γ0 and m · ν ≥ 0 on Γ1,
where m(x) = x− x0. We set supΩ ||m|| = R.

Coupled wave equations with same speed of propagation. We consider the following
system:




u1,tt −∆u1 + αu2 = 0 in Ω× (0, T ),

u2,tt −∆u2 + αu1 = 0 in Ω× (0, T ),

u1 = u2 = 0 on Σ = Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1), (u2, u2,t)(0) = (u0

2, u
1
2) on Ω.

(6.1)

We set H = L2(Ω) and V1 = V2 = H1
0 (Ω), equipped, respectively, with the

L2 scalar product and the scalar product (u, z)i =
∫
Ω
∇u · ∇z for i = 1, 2 and the

corresponding norms. We define the duality mappings A1 and A2 as in section 2. As
we said before, we still denote by A1 = A2 = −∆ the operators A1, A2 viewed as
unbounded operators in H acting from D(A1) = D(A2) = H2(Ω) ∩H1

0 (Ω) into H.
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We define the partial natural and weakened energies by

ei(t) =
|u′
i(t)|2 + |∇ui(t)|2

2
,

ẽi(t) =
|u′
i(t)|2H−1(Ω) + |ui(t)|2

2
.

The inequalities (2.1), (2.3), (2.8), (2.9), and (2.10) are satisfied with νi equal to the
Poincaré’s constant and β1 = β2 = β3 = 1. Hence, in order to apply Corollary 2.2,
we just need to check the assumptions (H3) and (H4). For this, we have to consider
the inhomogeneous problem


u1,tt −∆u1 = f in Ω× (0, T ),

u1 = 0 on Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1) ∈ D(A1)× V1 on Ω,

(6.2)

where f ∈ C1([0, T ];H). We set G = L2(Γ1). Moreover, we define a continuous linear
operator B� from D(A1) to G by

B�u =
∂u

∂ν

∣∣∣∣
Γ1

,

where ν stands for the normal derivative to Γ. The direct inequality (2.12) can
be easily obtained following [25], [26]. For this, we choose a vector field h with
h ∈ (C1(Ω))N such that h|Γ = ν. (See, e.g., [25], [26] for the proof of existence of such
a vector field.) Then we evaluate, as usual, the expression∫ T

0

∫
Ω

(u1,tt −∆u1)h .∇u1 dx dt =

∫ T

0

∫
Ω

f h .∇u1 dx dt;

we then obtain the usual equality with an additional term due to the fact that f is
nonvanishing. For the sake of completeness we give it below:∫ T

0

∫
Γ

h . ν

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt =

∫ T

0

∫
Ω

(
div(h)(|u′

1|2 − |∇u1|2) + 2
∂hj
∂xi

∂u1

∂xi

∂u1

∂xj

)

+ 2

[∫
Ω

u′
1h .∇u1

]T
0

− 2

∫ T

0

∫
Ω

f h .∇u1 dx dt,

where we used the convention summation of repeated indices. We then easily obtain
(2.12).

We now turn to the proof of (2.13). For this we use the classical multiplier
Mu1 = m.∇u1 +

N−1
2 u1 and compute∫ T

0

∫
Ω

(u1,tt −∆u1)Mu1 dx dt =

∫ T

0

∫
Ω

f Mu1 dx dt,

1

2

∫ T

0

∫
Γ

m. ν

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt =

∫ T

0

e1(t) dt−
∫ T

0

(f,Mu1) dt(6.3)

+

[∫
Ω

u1,tMu1 dx

]T
0

.
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Now recalling that the following two inequalities hold for all t ≥ 0 (see [17, pp. 38–39]),

|Mu1| ≤ R|∇u1|, |(u1,t,Mu1)| ≤ Re1(t),

and using the estimate

∫ T

0

|(f,Mu1)| dt ≤
∫ T

0

R|f |2
2β

dt+

∫ T

0

Rβ|∇u1|2
2

dt ≤
∫ T

0

R|f |2
2β

dt+Rβ

∫ T

0

e1(t) dt

for all β > 0 in the above equality, we obtain (2.13). Hence, assumptions (H3)–(H4)
are satisfied, and we can therefore apply Corollary 2.2. This gives Theorem 1.1. By
duality, we derive Theorem 1.2 for the exact controllability of system (1.8).

Coupled Kirchhoff–Petrowsky plates. Let N = 2 (for physical validity of the
model) and assume that Ω is a nonempty bounded open set in R

N having a boundary
Γ of class C4. We assume as before that {Γ0,Γ1} is a partition of Γ such that
Γ0 ∩ Γ1 = ∅ and x0 is a point in R

N such that m · ν ≤ 0 on Γ0 and m · ν ≥ β > 0 on
Γ1, where m(x) = x− x0. We set supΩ ||m|| = R.

We consider the following system:


u1,tt +∆2u1 + αu2 = 0 in Ω× (0, T ),

u2,tt +∆2u2 + αu1 = 0 in Ω× (0, T ),

u1 = u2 = 0 =
∂u1

∂ν
=

∂u2

∂ν
on Σ = Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1), (u2, u2,t)(0) = (u0

2, u
1
2) on Ω.

(6.4)

We set H = L2(Ω) (equipped with the usual norm and scalar product) and V1 = V2 =
H2

0 (Ω) equipped with the scalar product

(u, z)1 = (u, z)2 =

∫
Ω

∆u∆z dx dy

and the associated norm. We define the duality mappings A1, A2 as in section 2.
As said before, we still denote by A1 = A2 = −∆ the operators A1, A2 viewed as
unbounded operators in H acting from D(A1) = D(A2) = H4(Ω) ∩H2

0 (Ω) into H.
We define the partial natural and weakened energies by

ei(t) =
|u′
i(t)|2 + |∆ui(t)|2

2
,

ẽi(t) =
|u′
i(t)|2H−2(Ω) + |ui(t)|2

2
.

The inequalities (2.1), (2.3), (2.8), (2.9), and (2.10) are satisfied and β1 = β2 = β3 = 1.
Hence, in order to apply Corollary 2.2, we just need to check assumptions (H3) and
(H4). For this, we have to consider the inhomogeneous problem


u1,tt +∆2u1 = f in Ω× (0, T ),

u1 =
∂u1

∂ν
= 0 on Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1) ∈ D(A1)× V1 on Ω,

(6.5)
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where f ∈ C1([0, T ];H). We set G = L2(Γ1). Moreover, we define a continuous linear
operator B� from D(A1) to G by

B�u = ∆u|Γ1
.

The direct inequality (2.12) can be easily obtained following [25], [26]. For this, we
choose as before a vector field h as in the previous example. Then, we evaluate, as
usual, the expression∫ T

0

∫
Ω

(u1,tt +∆2u1)h .∇u1 dx dt =

∫ T

0

∫
Ω

f h .∇u1 dx dt,

and we then obtain the usual equality with an additional term on the right-hand side
due to the fact that f is nonvanishing. This additional term is∫ T

0

∫
Ω

f h .∇u1 dx dt.

We then easily obtain (2.12).
We now turn to the proof of (2.13). We define µ2 as the smallest positive constant

such that

|∇u|2 ≤ µ2 |∆u|2 ∀u ∈ V1.

We then use the multiplier Mu1 = m.∇u1 and compute∫ T

0

∫
Ω

(u1,tt +∆2u1)Mu1 dx dt =

∫ T

0

∫
Ω

f Mu1 dx dt.

Then proceeding as in [25], [26], one obtains

1

2

∫ T

0

∫
Γ1

m. ν|∆u1|2 dγ dt = [(u′
1,m .∇u1)]

T
0 + 2

∫ T

0

e1(t) dt+

∫ T

0

∫
Ω

f m .∇u1 dx dt.

Using now the estimate

|(u′
1,m .∇u1)(t)| ≤ Rµe1(t),

together with the definition of R and µ, in the above equality, we obtain for all β > 0

R

2

∫ T

0

∫
Γ1

|∆u1|2 dγ dt ≥ (2−Rβµ2) ∈T0 e1(t)−Rµ(e1(0)+e1(T ))− 1

2β

∫ T

0

∫
Ω

|f |2 dx dt.

Hence, (2.13) holds.
Hence, assumptions (H3)–(H4) are satisfied; we can therefore apply Corollary 2.2.

This gives the following results.
Theorem 6.1. There then exists α� > 0 such that for all 0 < |α| < α�, there

exists T0 = T0(α) > 0 such that for all T > T0 and all U0 ∈ H the solution U(t) =
exp(−Aαt)U0 = (u1, u

′
1, u2, u

′
2) of (6.4) satisfies

2

∫ T

0

∫
Γ1

|∆u1|2 dγ dt ≥ c1
2

(
|u1

1|2 + |∆u0
1|2
)
+

c3
2

(
|u1

2|2H−2(Ω) + |u0
2|2
)
,(6.6)

where the constants ci for i = 1, 3 are given in Theorem 2.1.
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Moreover, if in addition the solution of (6.4) satisfies

∆u1 = 0 on Γ1 × (0, T ),

then one has u1 = u2 = 0 in Ω× [0, T ].
We now give the dual exact controllability result. For this, we consider the system


y1,tt +∆2y1 + αy2 = 0 in Ω× (0, T ),

y2,tt +∆2y2 + αy1 = 0 in Ω× (0, T ),

y1 = 0 on Σ = Γ× (0, T ),
∂y1

∂ν
= v on Σ1 = Γ1 × (0, T ),

y1 = 0 on Σ0 = Γ0 × (0, T ),

y2 =
∂y2

∂ν
= 0 on Σ,

(y1, y1,t)(0) = (y0
1 , y

1
1), (y2, y2,t)(0) = (y0

2 , y
1
2) on Ω.

(6.7)

Since the hypotheses of Theorem 2.5 are satisfied, we have the following result.
Theorem 6.2. There exists α� > 0 such that for all 0 < |α| < α�, there

exists T0 = T0(α) > 0 such that for all T > T0 and all Y 0 = (y0
1 , y

1
1 , y

0
2 , y

1
2) ∈

L2(Ω) × H−2(Ω) × H2
0 (Ω) × L2(Ω) there exists a control v ∈ L2([), T ];L2(Γ1)) such

that the solution Y (t) = (y1, y
′
1, y2, y

′
2) of (6.7) satisfies

yi(., T ) = ∂tyi(., T ) = 0 in Ω for i = 1, 2.

Coupled linear elastodynamic systems. In all that follows, we shall use the sum-
mation convention for repeated indices. Let (aijkl) be a tensor such that

aijkl = ajikl = aklij ∀ i, j, k, l ∈ {1, . . . , N},

satisfying for some γ0 > 0

aijklεijεkl ≥ γ0εijεij

for every symmetric tensor (εij). Given a function u defined from Ω with values in
R
N , we set

εij(u) =
1

2
(ui,j + uj,i), σij(u) = aijklεkl(u),

where

ui,j =
∂ui
∂xj

, uj,i =
∂uj
∂xi

.

We consider the following system:


ui,tt − σij,j(u) + αvi = 0 in Ω× (0, T ), 1 ≤ i ≤ N,

vi,tt − σij,j(v) + αui = 0 in Ω× (0, T ), 1 ≤ i ≤ N,

ui = vi = 0 on Σ = Γ× (0, T ), 1 ≤ i ≤ N,

(ui, ui,t)(0) = (u0
i , u

1
i ), (vi, vi,t)(0) = (v0

i , v
1
i ) on Ω, 1 ≤ i ≤ N.

(6.8)
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We set H = (L2(Ω))N and V1 = V2 = (H1
0 (Ω))

N . The space H is equipped with
the usual product norm. We recall that thanks to Korn’s and Poincaré’s inequalities,
the bilinear form

(u, ũ)k =

∫
Ω

σij(u)εij(ũ) dx

is a scalar product on Vk for k = 1, 2 and that the associated norm is equivalent
to the usual product norm on Vk. We equip Vk with the above bilinear form and
the corresponding norm. We define the duality mappings A1, A2 as in section 2.
Moreover, we still denote by A1 = A2 = −σij,j the operators A1, A2 viewed as
unbounded operators in H acting from D(A1) = D(A2) = (H2(Ω)∩H1

0 (Ω))
N into H.

We define the partial natural and weakened energies by

e1(t) =
|u′(t)|2 + |u(t)|21

2
,

e2(t) =
|v′(t)|2 + |v(t)|22

2
,

ẽ1(t) =
|u′(t)|2V ′

1
+ |u(t)|2
2

,

ẽ2(t) =
|v′(t)|2V ′

2
+ |v(t)|2
2

.

The inequality (2.1) is satisfied thanks to Korn’s and Poincaré’s inequalities for some
constants ν1 = ν2 > 0. The inequalities (2.3), (2.8), (2.9), and (2.10) are satisfied
with β1 = β2 = β3 = 1. Hence, in order to apply Corollary 2.2, we just need to check
the assumptions (H3) and (H4). For this, we have to consider the inhomogeneous
problem 


ui,tt − σij,j(u) = f in Ω× (0, T ), 1 ≤ i ≤ N,

ui = 0 on Γ× (0, T ), 1 ≤ i ≤ N,

(ui, ui,t)(0) = (u0
i , u

1
i ) ∈ D(A1)× V1 on Ω, 1 ≤ i ≤ N,

(6.9)

where f ∈ C1([0, T ];H). We set G = (L2(Γ1))
N . Moreover, we define a continuous

linear operator B� from D(A1) to G by

(B�u)i = σij(u)νj |Γ1 , i ∈ {1, . . . , N},
where ν = (ν1, . . . , νN ) stands for the normal derivative to Γ. We recall the following
result proved in [2] (see Lemma 2.1) for any strong solution u of (6.9):

γ0

2
σij(u)εij(u) ≤

N∑
i=1

|σij(u)νj |2 ≤ γ1

γ0
σij(u)εij(u) on Γ,(6.10)

where γ1 =
∑
i,j,k,l |aijkl|2. The direct inequality (2.12) can be easily obtained fol-

lowing [2]. For this, we choose a vector field h as before. Then, we evaluate the
expression ∫ T

0

∫
Ω

(ui,tt − σij,j(u))h .∇ui dx dt =

∫ T

0

∫
Ω

fi h .∇ui dx dt.
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We obtain the usual equality with an additional term due to the fact that f is nonvan-
ishing. This additional term can be easily treated using a Cauchy–Schwarz inequality,
whereas the other terms are treated exactly as in [2]. Hence, we obtain the desired
inequality (2.12).

We now turn to the proof of (2.13). For this, we use the classical multiplier
Mui = m.∇ui +

N−1
2 ui and compute∫ T

0

∫
Ω

(ui,tt − σij,j(u))Mui dx dt =

∫ T

0

∫
Ω

fiMui dx dt,

Following the computations in [2], we obtain

1

2

∫ T

0

∫
Γ

m · νσij(u)εij(u) dγ dt =

∫ T

0

e1(t) dt−
∫ T

0

(fi,Mui) dx dt

+

[∫
Ω

ui,tMui

]T
0

.(6.11)

Using (6.10) together with Young’s inequality in the second term of the right-hand
side in the above inequality, we obtain (2.13). (We refer the reader to [2] for estimating
the other terms.) Hence, assumptions (H3)–(H4) are satisfied; we can therefore apply
Corollary 2.2. This gives the following results.

Theorem 6.3. There exists α� > 0 such that for all 0 < |α| < α�, there exists
T0 = T0(α) > 0 such that for all T > T0 and all U0 ∈ H the solution U(t) =
exp(−Aαt)U0 = (u1, u

′
1, u2, u

′
2) of (6.8) satisfies

2

∫ T

0

∫
Γ1

|σij(u)νj |2 dγ dt ≥ c1
2

(
|u1|2 + ||u0||21

)
+

c3
2

(
|v1|2V ′

2
+ |v0|2

)
,(6.12)

where the constants ci for i = 1, 3 are given in Theorem 2.1.
Moreover, if in addition the solution of (6.8) satisfies

σij(u)νj = 0 on Γ1 × (0, T ), 1 ≤ i ≤ N,

then one has u = v = 0 in Ω× [0, T ].
We now give the dual exact controllability result. For this we consider the system

(6.13)


yi,tt − σij,j(y) + αzi = 0 in Ω× (0, T ), 1 ≤ i ≤ N,

zi,tt − σij,j(z) + αyi = 0 in Ω× (0, T ), 1 ≤ i ≤ N,

yi = wi on Σ1 = Γ1 × (0, T ), yi = 0 on Σ0 = Γ0 × (0, T ), 1 ≤ i ≤ N,

zi = 0 on Σ = Γ× (0, T ), 1 ≤ i ≤ N,

(yi, yi,t)(0) = (y0
i , y

1
i ), (zi, zi,t)(0) = (z0

i , z
1
i ) on Ω, 1 ≤ i ≤ N.

Since the hypotheses of Theorem 2.5 are satisfied, we have the following result.
Theorem 6.4. There exists α� > 0 such that for all 0 < |α| < α�, there exists

T0 = T0(α) > 0 such that for all T > T0 and all Y 0 = (y0, y1, z0, z1) ∈ (L2(Ω))N×V ′
1×

(H1
0 (Ω))

N×(L2(Ω))N there exists a control w = (w1, . . . , wN ) ∈ L2([0, T ]; (L2(Γ1))
N )

such that the solution Y (t) = (y, y′, z, z′) of (6.13) satisfies

y(., T ) = ∂ty(., T ) = z(., T ) = ∂tz(., T ) = 0 in Ω.
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6.2. Case of different operators A1 and A2. In order to avoid loss of reg-
ularity of solutions, we will assume in all of this subsection that Γ0 = ∅. Hence, we
do not treat the case of mixed boundary conditions. Nevertheless, the results are still
valid for a more general situation (see [11], [12], [13]).

Coupled wave equations with different speed of propagation. We consider the
following system:



u1,tt − r1∆u1 + αCu2 = 0 in Ω× (0, T ),

u2,tt − r2∆u2 + αC�u1 = 0 in Ω× (0, T ),

u1 = 0, u2 = 0 on Σ = Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1), (u2, u2,t)(0) = (u0

2, u
1
2) on Ω,

(6.14)

where ri > 0, i = 1, 2. We mainly keep the notation of section 6.1. We set H =
L2(Ω) and V1 = V2 = H1

0 (Ω) equipped, respectively, with the L2 scalar product
and the scalar product (u, z)i = ri

∫
Ω
∇u · ∇z and the corresponding norms for i =

1, 2. We define the duality mappings A1 and A2 as in section 2. In order to apply
Corollary 2.3, we just need to check that the operators A1 and A2 have a common basis
of eigenfunctions. In [1], we proved that this holds true only for specific geometries

of Ω. More precisely for domains Ω which are N -dimensional intervals
∏N
i=1(ai, bi),

where ai < bi, i = 1, . . . , N , and N ≤ 3. The operator C is then chosen as in
Corollary 2.3.

We still denote by Ai = −ri∆ for i = 1, 2 the operators Ai viewed now as
unbounded operators in H acting from D(A1) = D(A2) = H2(Ω) ∩ H1

0 (Ω) in H.
Then, Grisvard’s results imply in particular that D(A1) = D(A2) = H2(Ω) ∩H1

0 (Ω).
We define the partial natural and weakened energies by

ei(t) =
|u′
i(t)|2 + ri |∇ui(t)|2

2
,

ẽi(t) =
|u′
i(t)|2H−1(Ω) + |ui(t)|2

2
.

The inequalities (2.1), (2.3), (2.8), (2.9), and (2.10) are satisfied. We set G = L2(Γ).
Moreover, we define a continuous linear operator B� from D(A1) to G by

B�u =
∂u

∂ν

∣∣∣∣
Γ

.

We have the following result.
Theorem 6.5. Assume now that Ω is an N-dimensional interval

∏N
i=1(ai, bi),

where ai < bi, i = 1, . . . , N , with N ≤ 3, and that there exists a positive integer k0

such that r2 = k2
0r1. Choose, moreover, C as in Corollary 2.3. Then there exists

α� > 0 such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0 such that for all
T > T0 and all U0 ∈ H the solution U(t) = exp(−Aαt)U0 = (u1, u

′
1, u2, u

′
2) of (6.14)

satisfies

2

∫ T

0

∫
Γ

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt ≥ d1

2

(
|u1

1|2 + |∇u0
1|2
)
+

d3

2

(
|u1

2|2H−1(Ω) + |u0
2|2
)
,(6.15)

where the constants di for i = 1, 3, are of the form di = Dici for i = 1, 3, where the
constants ci are given in Theorem 2.1, and where the constants Di are independent of
α and T .
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Moreover, if in addition the solution of (6.14) satisfies

∂u1

∂ν
= 0 on Γ× (0, T ),

then one has u1 = u2 = 0 in Ω× [0, T ].
The proof follows the ideas of [1] and will not be detailed here. Of course, we can

also derive a dual exact controllability property from the above theorem, which we
do not formulate here for the sake of brevity.

Coupled wave-Petrowsky equations. We consider the following system:


u1,tt −∆u1 + αCu2 = 0 in Ω× (0, T ),

u2,tt +∆2u2 + αC�u1 = 0 in Ω× (0, T ),

u1 = 0, u2 = ∆u2 = 0 on Σ = Γ× (0, T ),

(u1, u1,t)(0) = (u0
1, u

1
1), (u2, u2,t)(0) = (u0

2, u
1
2) on Ω,

(6.16)

where the coupling operator C is chosen in the next theorem. We mainly keep the
notation of section 6.1. We set H = L2(Ω) and V1 = H1

0 (Ω) equipped, respectively,
with the L2 scalar product and the scalar product (u, z)1 =

∫
Ω
∇u · ∇z and the

corresponding norms. Moreover, we set V2 = H2(Ω)∩H1
0 (Ω) equipped with the scalar

product (u, z)2 =
∫
Ω
∆u·∆z and the associated norm. We define the duality mappings

A1 and A2 as in section 2. As said before, we still denote by Ai the operators Ai
viewed as unbounded operators in H. We already know from the previous wave-wave
case with different speeds of propagation that for domains Ω which are N -dimensional
intervals, D(A1) = H2(Ω) ∩H1

0 (Ω). Moreover, we proved in [1], thanks to Grisvard’s
regularity results, that D(A2) = {u ∈ H4(Ω) ∩H1

0 (Ω),∆u = 0 on Γ}. Hence, all the
integration by parts required for the definition of weak solutions of the above coupled
wave-Petrowsky system are justified for data in the domain of the operator. We define
the partial natural and weakened energies by

e1(t) =
|u′

1(t)|2 + |∇u1(t)|2
2

,

e2(t) =
|u′

2(t)|2 + |∆u2(t)|2
2

,

ẽ1(t) =
|u′

1(t)|2H−1(Ω) + |u1(t)|2
2

,

ẽ2(t) =
|u′

2(t)|2V ′
2
+ |u2(t)|2
2

.

The inequalities (2.1), (2.3), (2.8), (2.9), and (2.10) are satisfied. We set G = L2(Γ).
Moreover, we define a continuous linear operator B� from D(A1) to G by

B�u =
∂u

∂ν

∣∣∣∣
Γ

.

We have the following result.
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Theorem 6.6. Let Ω be a N-dimensional interval
∏N
i=1(ai, bi), where ai < bi, i =

1, . . . , N , with N ≤ 3. Assume, moreover, that there exists d > 0 for which bi −
ai = d for all i = 1, . . . , N such that π

d
√
N
∈ N�. In addition, assume that for

u =
∑
k∈(N�)N ukek in H, Cu is defined by

Cu =
∑

k∈(N�)N

wkuker(k),

where (wk)k is an arbitrary sequence of real numbers such that there exist w−, w+

with 0 < w− ≤ wk ≤ w+ for all k and where r is the one-to-one application defined by

r(k) = (9, . . . , 9) for k ∈ (N�)N , where 9 = π
d
√
N

∑N
i=1 k

2
i . Then, there exists α� > 0

such that for all 0 < |α| < α�, there exists T0 = T0(α) > 0 such that for all T > T0

and all U0 ∈ H the solution U(t) = (u1, u
′
1, u2, u

′
2) of (6.16) satisfies

2

∫ T

0

∫
Γ

∣∣∣∣∂u1

∂ν

∣∣∣∣
2

dγ dt ≥ c1
2

(
|u1

1|2 + |∆u0
1|2
)
+

c3
2

(
|u1

2|2V ′
2
+ |u0

2|2
)
,(6.17)

where the constants ci for i = 1, 3 are given in Theorem 2.1.
Moreover, if in addition the solution of (6.16) satisfies

∂u1

∂ν
= 0 on Γ× (0, T ),

then one has u1 = u2 = 0 in Ω× [0, T ].
As before, we do not give the details of the proof. Moreover, a dual exact con-

trollability result can also be stated.
Remarks and open questions. The main restrictive assumption under which the

results presented in this paper are valid is the compatibility assumption (2.9). In the
case of different operators A1 and A2 in the two coupled equations, this assumption
requires, in particular, the existence of a common orthonormal basis of eigenfunctions
of A1 and A2 and that the eigenvalues of A2 (which in the present paper is the
operator acting on the unobserved component) are, in a unique way, eigenvalues of
A1 (see Lemma 2.3). This above-mentioned compatibility assumption is required
only in the starting estimate given in Lemma 4.1. The argument in the proof of this
lemma is, in some sense, of “algebraic” nature. It would be interesting to know if this
estimate still holds true under more general assumptions using more sophisticated
tools. If it is not the case, it would be interesting to know if other weaker estimates
can still lead to indirect observability and exact controllability results, and if so, in
which spaces.

Another important aspect of the abstract model studied in this paper is the
coercivity property given by the zero order coupling terms. It would be interesting
to know if a coercivity assumption with first order coupling operators can still lead
to positive indirect observability estimates. Of course, it would also be interesting to
explore others classes of couplings with no coercivity properties, for instance. Finally,
in subsection 6.2 we give some applications for which the involved operators do not
have the same principal part. Nevertheless, the restrictions on the geometry and on
the coupling term are then very severe. We conjecture that positive observability
results can still be obtained in more general situations. One can note that the papers
treating observability, exact controllability, or stabilization for coupled hyperbolic
equations assume in general that both equations have the same principal part (see,
e.g., [14], [15]).
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Abstract. Let A0 be a possibly unbounded positive operator on the Hilbert space H, which is

boundedly invertible. Let C0 be a bounded operator from D(A1/20 ) (with the norm ‖z‖2
1/2

= 〈A0z, z〉)
to another Hilbert space U . In Part I of this work we have proved that the system of equations

z̈(t) +A0z(t) +
1

2
C∗
0C0ż(t) = C∗

0u(t) ,

y(t) = − C0ż(t) + u(t)

determines a well-posed linear system Σ with input u and output y, input and output space U , and

state space X = D(A1/20 ) × H. Moreover, Σ is conservative, which means that a certain energy
balance equation is satisfied both by the trajectories of Σ and by those of its dual system. In this
paper we show that Σ is exactly controllable if and only if it is exactly observable, if and only if
it is exponentially stable. Moreover, if we denote by A the generator of the contraction semigroup
associated with Σ (which acts on X), then Σ is exponentially stable if and only if one of the entries
in the second column of (iωI − A)−1 is uniformly bounded as a function of ω ∈ R. We also show
that, under a mild assumption, Σ is approximately controllable if and only if it is approximately
observable, if and only if it is strongly stable, if and only if the dual system is strongly stable. We
prove many related results and we give examples based on wave and beam equations.
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tem, exact controllability, beam equation, wave equation
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1. Introduction and main results. This paper is a continuation of our paper
[35] in which we have investigated a class of conservative linear systems with a special
structure, which occur often in applications. These systems are described by a second
order differential equation (in a Hilbert space) and an output equation, and they
may have unbounded control and observation operators. The main aim of [35] was
to prove the wellposedness, conservativity, and other regularity properties of such
systems. Here we investigate conditions under which such systems are exponentially
stable or strongly stable. It turns out that these stability properties are equivalent to
certain controllability and observability properties as well as to certain estimates.

We recall the construction from the paper [35] in order to be able to state the
new results. Let H be a Hilbert space, and let A0 : D(A0)→H be a self-adjoint,
positive, and boundedly invertible operator. We introduce the scale of Hilbert spaces
Hα, α ∈ R, as follows: for every α ≥ 0, Hα = D(Aα

0 ), with the norm ‖z‖α = ‖Aα
0 z‖H .

The space H−α is defined by duality with respect to the pivot space H as follows:
H−α = H∗

α for α > 0. Equivalently, H−α is the completion of H with respect to the
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norm ‖z‖−α =
∥∥A−α

0 z
∥∥
H
. The operator A0 can be extended (or restricted) to each

Hα such that it becomes a bounded operator

A0 : Hα→Hα−1 ∀ α ∈ R .

Let C0 be a bounded linear operator from H 1
2
to U , where U is another Hilbert

space. We identify U with its dual, so that U = U∗. We denote B0 = C∗
0 so that

B0 ∈ L(U,H− 1
2
). The class of systems studied in [35] and also here is described by

d2

dt2
z(t) +A0z(t) +

1

2
B0

d

dt
C0z(t) = B0u(t) ,(1.1)

z(0) = z0 , ż(0) = w0 ,(1.2)

y(t) = − d

dt
C0z(t) + u(t) ,(1.3)

where t ∈ [0,∞) is the time. The equation (1.1) is understood as an equation in H− 1
2
,

i.e., all the terms are in H− 1
2
. Most of the linear equations modelling the damped

vibrations of elastic structures can be written in the form (1.1), where z stands for
the displacement field and the term B0

d
dtC0z(t), informally written as B0C0ż(t),

represents a viscous feedback damping. The signal u(t) is an external input with
values in U (often a displacement, a force, or a moment acting on the boundary), and
the signal y(t) is the output (measurement) with values in U as well. The state x(t)
of this system and its state space X are defined by

x(t) =

[
z(t)
ż(t)

]
, X = H 1

2
×H .

We will use some fairly standard notation for certain function spaces: we re-
fer to [35, section 1] for the meaning of Hp(0,∞;W ), Hp

loc(0,∞;W ) (with p ∈ N),
Cn(0,∞;W ), and BCn(0,∞;W ) (with n ∈ {0, 1, 2, . . .}). We write C instead of C0.

We assume that the reader understands the concepts of a well-posed linear system
and of a conservative linear system. These were explained in [35, sections 1, 3, 4] with
suitable references to the literature. We will often use results from [35], which we
refer to as “Part I.” In such cases, we put the prefix I in front of the number of the
item quoted. For example, Theorem I.1.4 refers to Theorem 1.4 in Part I, and (I.4.2)
refers to formula (4.2) in Part I. The first main result of [35] has been the following
(Theorem I.1.1).

Theorem 1.1. With the above assumptions, the equations (1.1)–(1.3) determine
a conservative linear system Σ in the following sense:

There exists a conservative linear system Σ whose input and output spaces are
both U and whose state space is X. If u ∈ L2([0,∞), U) is the input function, x0 =
[ z0w0
] ∈ X is the initial state, x = [ zw ] is the corresponding state trajectory, and y is

the corresponding output function, then
(1)

z ∈ BC(0,∞;H 1
2
) ∩BC1(0,∞;H) ∩H2

loc(0,∞;H− 1
2
) .

(2) The two components of x are related by w = ż.
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(3) C0z ∈ H1(0,∞;U) and the equations (1.1) (in H− 1
2
) and (1.3) (in U) hold

for almost every t ≥ 0 (hence, y ∈ L2([0,∞), U)).
If ż is a continuous function of t with values in H 1

2
(see Theorems I.1.2 and I.1.4

for sufficient conditions for this to be true), then (1.1) and (1.3) can be rewritten as

z̈(t) +A0z(t) +
1

2
B0C0ż(t) = B0u(t) ,(1.4)

y(t) = − C0ż(t) + u(t) .(1.5)

We introduce the space Z0 = H1 +A−1
0 B0U , which is a Hilbert space if we define on

it a suitable norm; see Theorem I.1.2. We can rewrite the equations (1.4), (1.5) as a
first order system as follows:{

ẋ(t) = Ax(t) +Bu(t) ,
y(t) = Cx(t) + u(t) ,

(1.6)

where

A =

[
0 I
−A0 − 1

2B0C0

]
, B =

[
0
B0

]
,(1.7)

D(A) =
{[

z
w

]
∈ H 1

2
×H 1

2

∣∣∣∣ A0z +
1

2
B0C0w ∈ H

}
,(1.8)

C : Z0 ×H 1
2
→ U , C = [0 − C0 ] .(1.9)

We denote by C the restriction of C to D(A). A is the generator of a strongly
continuous semigroup of contractions on X, denoted T = (Tt)t≥0. For the concepts of
semigroup generator, control operator, observation operator, and transfer function of
a well-posed linear system, we refer to Weiss [31, 32] or to section I.3. We denote by
Cω the open right half-plane in C where Re s > ω. We know from Proposition I.5.3
that for any s ∈ ρ(A) (in particular, for any s ∈ C0) the operator s

2I+A0+
s
2 B0C0 ∈

L(H 1
2
, H− 1

2
) has a bounded inverse denoted V (s):

V (s) =
(
s2I +A0 +

s

2
B0C0

)−1

∈ L(H− 1
2
, H 1

2
) .(1.10)

The following proposition is a restatement of a part of Theorem I.1.3.
Proposition 1.2. With the notation of Theorem 1.1 and (1.7)–(1.10), the semi-

group generator of Σ is A, its control operator is B, and its observation operator is
C. The transfer function of Σ is given for all s ∈ C0 by

G(s) = C(sI −A)−1B + I = I − C0sV (s)B0,

and we have ‖G(s)‖ ≤ 1 for all s ∈ C0.
Now we have all the necessary ingredients to state the new results of this pa-

per. The following theorems use various controllability, observability, and stability
concepts. The precise definition of these concepts is given in section 2.

Theorem 1.3. With the above notation, the following assertions are equivalent:
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(1) The pair (A,B) is exactly controllable (in some finite time).
(2) The pair (A,C) is exactly observable (in some finite time).
(3) The semigroup T is exponentially stable.
(4) The pair (A,B) is optimizable.
(5) The pair (A,C) is estimatable.

(6) We have sups∈C0
‖A 1

2
0 V (s)‖L(H) < ∞.

(7) We have sups∈C0
‖sV (s)‖L(H) < ∞.

(8) For a dense subset E of R, we have iE ⊂ ρ(A) and sup
ω∈E
‖A 1

2
0 V (iω)‖L(H) <∞.

(9) For a dense subset E of R, we have iE ⊂ ρ(A) and sup
ω∈E
‖ωV (iω)‖L(H) <∞.

A more precise statement concerning the equivalence of (1), (2), and (3), which
gives some information on the time of exact controllability and observability, and
which is valid for any conservative system, is Proposition 3.2. The equivalence of
(1)–(5) remains valid for every conservative system; see Proposition 3.3.

By a well-known theorem of Prüss and Falun, an operator semigroup T with
generator A is exponentially stable if and only if (sI −A)−1 is uniformly bounded on
C0. We refer to section 2 for precise references, further comments, and related results
(Propositions 2.4 and 2.5). In the specific case of the semigroup generated by A from
(1.7)–(1.8), the resolvent (sI−A)−1 can be written as a 2×2 matrix of operators; see
Proposition I.5.3 (or formula (4.1) later in this paper). Thus, to verify the exponential
stability of T, we would have to verify that the four entries of this 2 × 2 matrix are
all uniformly bounded on C0. However, conditions (6) and (7) in Theorem 1.3 tell us
that, in fact, we have to verify only one of the two entries in the second column of the
matrix of (sI −A)−1. Conditions (8) and (9) tell us that, in fact, it suffices to check
the boundedness of one of these entries on a dense subset of the imaginary axis, and
we can still conclude exponential stability.

The version of this theorem corresponding to bounded B and C, i.e., with C0 ∈
L(H,U), is in Liu [22, sections 2–3] but without conditions (4)–(7). Using the bound-
edness of C0 (and hence also of B0), Liu was able to give in [22, Theorem 3.4] also
other, Hautus-type conditions which are equivalent to the exponential stability of T.
For unbounded C0, we were only able to obtain a Hautus-type estimate as a necessary
condition for exponential stability; see Proposition 4.1.

We mention that semigroups of the type discussed in this paper do not necessarily
satisfy the spectrum determined growth condition. For a counterexample (a damped
wave equation on a compact manifold) see Lebeau [19].

In the proof of Theorem 1.3 (more precisely, to show that (6)=⇒(3)) we use
the following proposition, which is of independent interest. For bounded C0 this
proposition follows easily from [22, Theorem 3.4], but for unbounded C0 the proof is
more delicate (see section 4). Related results for a bounded (possibly not positive)
operator in place of C∗

0C0 were given in Liu, Liu, and Rao [23].
Proposition 1.4. With the above notation, suppose that C0 is bounded from

below in the sense that there exists a c > 0 such that ‖C0z‖U ≥ c‖z‖H for all z ∈ H 1
2
.

Then T is exponentially stable.
A result similar to Theorem 1.3 holds also for strong stability, with an additional

assumption on the spectrum σ(A0).
Theorem 1.5. With the above notation, assume that σ(A0) is countable. (This

happens, e.g., if A−1
0 is compact.) Then the following assertions are equivalent:

(1) T is strongly stable.
(2) The pair (A,C) is exactly observable in infinite time.
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(3) The pair (A,C) is approximately observable in infinite time.

(4) T is weakly stable (equivalently, T
∗ is weakly stable).

(5) T
∗ is strongly stable.

(6) The pair (A,B) is exactly controllable in infinite time.

(7) The pair (A,B) is approximately controllable in infinite time.

(8) For any z ∈ H1, if z is an eigenvector of A0, then C0z �= 0.
Note that the statement “A−1

0 is compact” does not imply that (sI − A)−1 is

compact (to see this, take U = H and C0 = A
1/2
0 ). This theorem follows from a more

general result concerning all conservative systems; see Proposition 3.4 here. In the
proof, we also use the famous strong stability theorem of Arendt and Batty [2].

Systems with A and B as above have been studied in Guo and Luo [10, 11], estab-
lishing connections between the exponential stability of A and the exact controllability
of the undamped system z̈(t)+A0z(t) = B0u(t), under the additional hypothesis that
the undamped system is well-posed. (Unfortunately, the main result on diagonal sys-
tems in [10] (Theorem 4) is incorrectly formulated, and it is also incorrectly quoted
in [11].) In [11] the emphasis is on eigenvalues and eigenvectors of A, assuming that
the eigenvalues of A0 satisfy a gap condition and u(t) is scalar.

In section 2 we give the background needed here. Section 3 concerns the stability
properties of conservative systems so that the results there refer to a more general
context than the main results stated earlier. In section 4 we prove our main results,
while section 5 is devoted to two examples: a system involving the beam equation
and another one based on the wave equation.

2. Background on controllability, observability, optimizability, estimat-
ability, and stability. In this section we recall some controllability, observability,
and stability concepts, quoting the relevant literature. Throughout this section, U , X,
and Y are Hilbert spaces and A : D(A)→X is the generator of a strongly continuous
semigroup T = (Tt)t≥0 on X. The space X1 is D(A) with the norm ‖z‖1 = ‖(βI −
A)z‖, where β ∈ ρ(A) is fixed, while X−1 is the completion of X with respect to the
norm ‖z‖−1 = ‖(βI−A)−1z‖. We assume that the reader understands the concept of
an admissible (in particular, infinite-time admissible) control operator for T. This has
been presented in section I.2 with suitable references. If B ∈ L(U,X−1) is admissible,
then for every τ ≥ 0 we denote by Φτ the operator

Φτu =

∫ τ

0

Tt−σBu(σ)dσ(2.1)

as in (I.2.3). We have Φτ ∈ L(L2([0,∞), U), X). If B is admissible, then for every
x0 ∈ X and every u ∈ L2([0,∞), U), the function x(t) = Ttx0 + Φtu is called the
state trajectory corresponding to the initial state x0 and the input function u. We
have x ∈ H1

loc(0,∞;X) and ẋ(t) = Ax(t) +Bu(t) (equality in X−1) for almost every
t ≥ 0. If, moreover, B is infinite-time admissible, then we denote, as in (I.2.5),

Φ̃u = lim
τ →∞

∫ τ

0

TtBu(t)dt ,(2.2)

and we have Φ̃ ∈ L(L2([0,∞), U), X).
Similarly, we assume that the reader understands the concepts of an admissible

(in particular, infinite-time admissible) observation operator for T, also presented in
section I.2. If C ∈ L(X1, Y ) is admissible, then we denote by Ψ the unique continuous
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operator from X to L2
loc([0,∞), Y ) such that

(Ψx0)(t) = CTtx0 ∀ x0 ∈ D(A) .(2.3)

In particular, if C is infinite-time admissible, then Ψ ∈ L(X,L2([0,∞), Y )). Recall
that B is an (infinite-time) admissible control operator for T if and only if B∗ is an
(infinite-time) admissible observation operator for T

∗.
Definition 2.1. Let A be the generator of a strongly continuous semigroup T

on X, and let B ∈ L(U,X−1) be an admissible control operator for T.
The pair (A,B) is exactly controllable in time T > 0 if for every x0 ∈ X, there

exists a u ∈ L2([0, T ], U) such that ΦTu = x0.
(A,B) is exactly controllable if the above property holds for some T > 0.
(A,B) is exactly controllable in infinite time if B is infinite-time admissible and

the operator Φ̃ from (2.2) is onto.
(A,B) is approximately controllable in time T > 0 if RanΦT is dense in X.
(A,B) is approximately controllable in infinite time if ∪τ>0RanΦτ is dense in X.
(A,B) is optimizable if for any x0 ∈ X, there exists u ∈ L2([0,∞), U) such that

the state trajectory corresponding to x0 and u is in L2([0,∞), X).
Note that the exact (or approximate) controllability in infinite time of (A,B)

does not imply its exact (or approximate) controllability in time T for some T > 0.
Clearly, exact controllability implies optimizability and also approximate controlla-
bility in some finite time. Optimizability is one possible generalization of the concept
of stabilizability, as known from finite-dimensional control theory.

Remark 2.1. Let B ∈ L(U,X−1) be an infinite-time admissible control operator
for T. Then (A,B) is approximately controllable in infinite time if and only if the
range of Φ̃ from (2.2) is dense in X. The proof is easy.

Now we introduce the corresponding observability concepts via duality.
Definition 2.2. Suppose that C ∈ L(X1, Y ) is an admissible observation

operator for T. (Equivalently, C∗ is an admissible control operator for the adjoint
semigroup T

∗.) We say that (A,C) is exactly observable (in time T ) (in infinite
time) if (A∗, C∗) is exactly controllable (in time T ) (in infinite time). Similarly,
(A,C) is approximately observable (in time T ) (in infinite time) if (A∗, C∗) is ap-
proximately controllable (in time T ) (in infinite time). Finally, the pair (A,C) is
called estimatable if (A∗, C∗) is optimizable.

Let Ψ be the operator defined in (2.3), and for every τ ≥ 0 put Ψτ = PτΨ. Then
(A,C) is exactly observable in time T > 0 if and only if ΨT is bounded from below.
(A,C) is exactly observable in infinite time if and only if C is infinite-time admissible
and Ψ is bounded from below. (A,C) is approximately observable in time T (or in
infinite time) if and only if ΨTx0 = 0 (or Ψx0 = 0) implies x0 = 0.

Recall that the growth bound of a strongly continuous semigroup T is ω0(T) =
limt→∞ 1

t log ‖Tt‖ = inft>0
1
t log ‖Tt‖; see, for example, Pazy [24].

Definition 2.3. The semigroup T is exponentially stable if its growth bound is
negative: ω0(T) < 0. T is strongly stable if

lim
t→∞ ‖Ttx0‖ = 0 ∀ x0 ∈ X .

Finally, T is weakly stable if limt→∞〈Ttx0, y0〉 = 0 for all x0, y0 ∈ X.
Let T be a strongly continuous semigroup on X with generator A. A well-known

spectral mapping result of Prüss [25, p. 852] implies that if the function ‖(sI −A)−1‖
is bounded on C0, then T is exponentially stable. A little later and independently, this
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result was explicitly stated and proved by Falun [13]. A short proof was given in Weiss
[30, section 4]. Here we need a result which is closely related to the one just mentioned,
without being an obvious consequence of it. The result is very slightly more general
than another result of Falun; see [13, Theorem 3]. Moreover, the proposition below
gives an estimate for the growth bound ω0(T).

Proposition 2.4. Let T be a strongly continuous semigroup on X with generator
A. Assume that ω0(T) ≤ 0 and E is a dense subset of R such that iE ⊂ ρ(A) and

‖(iωI −A)−1‖ ≤ M ∀ ω ∈ E
for some M > 0. Then T is exponentially stable; more precisely, ω0(T) ≤ − 1

M .
Proof. By a result in Butzer and Berens [7, p. 31] all numbers s ∈ C with |Re s| <

1
M (this is a vertical strip) belong to ρ(A), and we have

‖(sI −A)−1‖ ≤ M

1− |Re s| ·M for |Re s| < 1

M
.(2.4)

On the other hand, we know from the Hille–Yosida theorem that ‖(sI − A)−1‖ is
bounded on any half-plane Cγ with γ > 0. This fact, combined with (2.4), shows that
‖(sI − A)−1‖ is bounded on any half-plane Cα with α > − 1

M . Now by yet another
result of Falun [13, Theorem 4] we conclude that ω0(T) ≤ − 1

M . (The last step is
equivalent to applying the Prüss–Huang result mentioned before the proposition for
the semigroups generated by A+ λI with λ < 1

M .)
Proposition 2.5. Suppose that X, T, A, U , and B are as in Definition 2.1.

Then the following three statements are equivalent:
(1) T is exponentially stable.
(2) (A,B) is optimizable, C0 ⊂ ρ(A), and for some M > 0∥∥(sI −A)−1B

∥∥
L(U,X)

≤ M ∀ s ∈ C0 .

(3) (A,B) is optimizable, ω0(T) ≤ 0, there exists a dense subset of R, denoted
E, such that iE ⊂ ρ(A), and for some M > 0∥∥(iωI −A)−1B

∥∥
L(U,X)

≤ M ∀ ω ∈ E .

Proof. The equivalence of (1) and (2) is exactly Proposition 5.1 in Weiss and
Rebarber [33]. It is easy to see that (1) implies (3) with E = R (by also using (2) and
limits as s→ iω). Now suppose that (3) holds (this implies C0 ⊂ ρ(A)). We argue
as in the proof of [33, Proposition 5.1], obtaining formula (5.1) from [33] valid for all
s ∈ C0. Taking limits, we see that this formula holds also with iω in place of s ∈ C0,
where ω ∈ E. Continuing to reason as in [33], we obtain that (iωI−A)−1 is uniformly
bounded as a function of ω ∈ E. Since ω0(T) ≤ 0, we can apply Proposition 2.4 to
conclude that T is exponentially stable.

Observability (or dually, controllability) and strong stability concepts are linked
to properties of Lyapunov equations, and we state in dual form the following result
from section 3 of Hansen and Weiss [12].

Proposition 2.6. Let A be the generator of the strongly continuous semigroup
T on X, and let C ∈ L(X1, Y ) be an admissible observation operator for T. Then the
following three statements are equivalent:

(a) There exist operators Π ∈ L(X), Π ≥ 0, which satisfy the following equation:

A∗Πz +ΠAz = − C∗Cz ∀ z ∈ D(A) .(2.5)
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(b) C is an infinite-time admissible observation operator for T.
(c) There exists an operator P ∈ L(X) such that for any z ∈ D(A)

Pz = lim
τ →∞

∫ τ

0

T
∗
tC

∗CTt z dt .(2.6)

Moreover, if C is infinite-time admissible, then the following statements hold:
(d) P from (2.6) is the smallest nonnegative solution of (2.5).
(e) If P is invertible, then T is strongly stable.
(f) If T is strongly stable, then P is the unique self-adjoint solution of (2.5).
(g) If T is uniformly bounded and P > 0, then T is weakly stable.
The operator P introduced above is called the observability Gramian of (A,C),

and (2.5) is called a Lyapunov equation. Note that, in terms of the operator Ψ from
(2.3), we have P = Ψ∗Ψ. The following is well known and easy to prove.

Proposition 2.7. Suppose that C is an infinite-time admissible observation
operator for the semigroup T generated by A. Then (A,C) is approximately observable
in infinite time if and only if P > 0 (where P is the observability Gramian of (A,C)).

The controllability Gramian of (A,B) is, by definition, the observability Gramian
of (A∗, B∗). Thus, the controllability Gramian of (A,B) is defined by

Rx = lim
τ →∞

∫ τ

0

TtBB
∗
T
∗
t xdt ∀ x ∈ D(A∗) ,(2.7)

we have R = Φ̃Φ̃∗, and the Lyapunov equation satisfied by R is

RA∗z +ARz = −BB∗z ∀ z ∈ D(A∗) .

The dual version of Proposition 2.6 is straightforward.
For more details on Gramians we refer to Hansen and Weiss [12], Jacob and

Partington [14], Russell and Weiss [28], and Grabowski [8]. For more details on exact
controllability in an operator-theoretic setting we also refer to Avdonin and Ivanov
[3], Jacob and Zwart [15], Rebarber and Weiss [27], Tucsnak and Weiss [29], and the
references therein. In the PDE setting, the relevant literature is overwhelming, and
we mention the books of Lions [20], Lagnese and Lions [17], Bensoussan et al. [6],
Komornik [16], and the paper of Bardos, Lebeau, and Rauch [5].

3. Conservative linear systems. Recall from section I.3 that for any well-
posed system Σ with input function u, state trajectory x, and output function y,[

x(τ)
Pτy

]
= Στ

[
x(0)
Pτu

]
,(3.1)

where Pτ denotes the truncation of a function to [0, τ ] and

Στ =

[
Tτ Φτ

Ψτ Fτ

]
.(3.2)

We denote the input, state, and output spaces of Σ by U , X, and Y , respectively.
Then the operators Στ appearing above are bounded from X × L2([0, τ ], U) to X ×
L2([0, τ ], Y ), which means that for some cτ ≥ 0

‖x(τ)‖2 +
∫ τ

0

‖y(t)‖2 dt ≤ c2τ

(
‖x(0)‖2 +

∫ τ

0

‖u(t)‖2 dt
)
.
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As explained in section I.1, the system Σ is conservative if the operators Στ are unitary
from X × L2([0, τ ], U) to X × L2([0, τ ], Y ). This implies that for any input function
u ∈ H1(0,∞;U) and any initial state x(0) = x0 ∈ X with Ax0 + Bu(0) ∈ X, the
function ‖x(t)‖2 is in C1[0,∞) and

d

dt
‖x(t)‖2 = ‖u(t)‖2 − ‖y(t)‖2 ∀ t ≥ 0;(3.3)

see Proposition I.4.3. Conversely, if (3.3) holds for both the system Σ and for its dual
system Σd, then Σ is conservative; see Corollary I.4.4.

Proposition 3.1. Let Σ be a conservative linear system with input space U ,
state space X, output space Y , semigroup T, control operator B, observation operator
C, and transfer function G. Then the following statements are true:

(1) T is a semigroup of contractions.
(2) B is infinite-time admissible.
(3) C is infinite-time admissible.
(4) ‖G(s)‖ ≤ 1 for all s ∈ C0.
Indeed, the above proposition is an immediate consequence of Proposition I.4.5

(which concerns the larger class of dissipative linear systems). The following propo-
sition is probably well known (especially the equivalence of (2) and (3)), but we are
not aware of a reference which states the equivalence of all three conditions.

Proposition 3.2. With the notation of Proposition 3.1 and denoting the gener-
ator of T by A for each τ > 0, the following statements are equivalent:

(1) The pair (A,B) is exactly controllable in time τ .
(2) The pair (A,C) is exactly observable in time τ .
(3) ‖Tτ‖ < 1 (in particular, T is exponentially stable).
Proof. (3) =⇒ (2) With the notation from (3.2), it is clear that for all x0 ∈ X

‖Tτ x0‖2 + ‖Ψτ x0‖2 = ‖x0‖2 ∀ τ ≥ 0 .(3.4)

If (3) holds, then ‖Tτ‖2 = 1 − ε2 with ε > 0. Now (3.4) implies that ‖Ψτ x0‖2 ≥
ε2‖x0‖2, so that Σ is exactly observable in time τ .

(2) =⇒ (3) If (2) holds, then there exists ε > 0 such that ‖Ψτx0‖ ≥ ε‖x0‖ for all
x0 ∈ X. Now (3.4) implies that ‖Tτ x0‖2 ≤ (1− ε2)‖x0‖2; hence ‖Tτ‖ < 1.

(3) ⇐⇒ (1) (3) is equivalent to the fact that ‖T∗
τ‖ < 1. (1) is equivalent to

the fact that (A∗, B∗) is exactly observable in time τ . Since the dual system Σd is
conservative, according to Proposition I.4.2 and the equivalence of (2) and (3) proved
earlier, we get that (1) is equivalent to (3).

The equivalence of (1)–(5) in Theorem 1.3 is an immediate consequence of Theo-
rem 1.1, Proposition 1.2, and the following simple result about conservative systems.

Proposition 3.3. With the notation of Proposition 3.2, the following five state-
ments are equivalent:

(1) The pair (A,B) is exactly controllable.
(2) The pair (A,C) is exactly observable.
(3) T is exponentially stable.
(4) The pair (A,B) is optimizable.
(5) The pair (A,C) is estimatable.
Proof. The equivalence of (1)–(3) follows from the previous proposition. It is well

known and easy to see that (1) implies (4) and (2) implies (5) (for any well-posed
system). Suppose that (5) holds. We know from Proposition 3.1 that C is infinite-
time admissible. Now it follows from [33, Proposition 5.5] that (3) holds. The proof
of (4)=⇒(3) is similar, by using the dual version of [33, Proposition 5.5].
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Another result linking strong stability, observability, and controllability of con-
servative systems is the following. It is related to Proposition 6 in [34].

Proposition 3.4. Let Σ, T, A, B, and C be as in Proposition 3.2. Assume that
the intersection σ(A) ∩ iR is countable. (This happens, for example, if (βI −A)−1 is
compact for some β ∈ ρ(A).) Then the following seven assertions are equivalent:

(1) T is strongly stable.

(2) The pair (A,C) is exactly observable in infinite time.

(3) The pair (A,C) is approximately observable in infinite time.

(4) T is weakly stable (equivalently, T
∗ is weakly stable).

(5) T
∗ is strongly stable.

(6) The pair (A,B) is exactly controllable in infinite time.

(7) The pair (A,B) is approximately controllable in infinite time.

Proof. (1) =⇒ (2) If T is strongly stable, then we see from (3.4) that
limτ →∞ ‖Ψτ x0‖ = ‖x0‖. This implies that Ψ is an isometry from X to L2([0,∞), Y ).

(2) =⇒ (3) This implication is obvious.

(3) =⇒ (4) The fact that Σ is conservative implies that C is infinite-time admissi-
ble. According to Proposition 2.7, (3) means that P > 0, where P is the observability
Gramian. By the last part of Proposition 2.6, T is weakly stable.

(4) =⇒ (1) Since T is weakly stable, A has no eigenvalues on iR. Together with
the assumption that σ(A) ∩ iR is countable, this means that the conditions of the
famous stability theorem of Arendt and Batty [2] are satisfied. According to this
theorem, T is strongly stable.

(4)⇐⇒ (5)⇐⇒ (6)⇐⇒ (7) This is similar to the equivalence of (1)–(4) but with
the dual system Σd in place of Σ. (Recall that Σd is also conservative.)

4. Proof of the main results. In this section we prove Theorems 1.3, 1.4,
1.5 as well as other related results. We use the assumptions and the notation from
section 1: The conservative linear system Σ is the one constructed in Theorem 1.1
from the operators A0 ∈ L(H1, H) and C0 ∈ L(H 1

2
, U). The spaces Hα with α ∈ R

are constructed from the fractional powers of A0. The notation ‖z‖α means the norm
of z in Hα; in particular, ‖z‖0 is the norm of z in H. We put B0 = C∗

0 . The operators
A and B are defined in (1.7), (1.8) and C is defined in (1.9). C is the restriction of C
to D(A). The semigroup of contractions generated by A on X = H 1

2
×H is denoted by

T, and the transfer function of Σ is denoted byG. Recall also the L(H− 1
2
, H 1

2
)-valued

function V (s) from (1.10) and the space Z0 defined after (1.5).

Proposition 4.1. With the above notation, if T is exponentially stable, then
denoting M = supω∈R ‖(iωI −A)−1‖L(X) we have for every z ∈ H 1

2

‖(ω2I −A0)z‖− 1
2
+

ω

2
‖B0C0z‖− 1

2
≥ 1

M
‖z‖0 ∀ ω ∈ [0,∞) .

Proof. We know from Proposition I.5.3 that on H 1
2
×H− 1

2
(in particular, on X)

we have for all s ∈ ρ(A) with s �= 0

(sI −A)−1 =

[
1
s [I − V (s)A0] V (s)
−V (s)A0 sV (s)

]
.(4.1)

For s = 0 the formula remains valid if we replace the left upper block in the matrix
with 1

2A
−1
0 B0C0; see (I.5.4). Since T is exponentially stable, any point iω (with
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ω ∈ R) is in ρ(A) and (iωI − A)−1 is uniformly bounded. Looking at the left lower
block of (iωI −A)−1, we have

sup
ω∈R

‖V (iω)A 1
2
0 ‖L(H) = sup

ω∈R

‖V (iω)A0‖L(H 1
2
,H) ≤ sup

ω∈R

‖(iωI −A)−1‖L(X) = M .

The last estimate means that for any g ∈ H and any ω ∈ R,

‖V (iω)A 1
2
0 g‖0 ≤M‖g‖0 .

If we choose g = A
− 1

2
0

(−ω2I +A0 +
iω
2 B0C0

)
z with z ∈ H 1

2
fixed, then we get that

for all ω ∈ R

M

∥∥∥∥A− 1
2

0

(
−ω2I +A0 +

iω

2
B0C0

)
z

∥∥∥∥
0

≥ ‖z‖0 .

From here, using the triangle inequality, we get the estimate in the proposition.

Proof of Proposition 1.4. Recall that the inner product on X is defined by〈[
z1
w1

]
,

[
z2
w2

]〉
X

= 〈A 1
2
0 z1, A

1
2
0 z2〉H + 〈w1, w2〉H .

In what follows, we drop the subscript H when writing the inner product on H (but
we use subscripts for other spaces). We define a new inner product on X by〈[

z1
w1

]
,

[
z2
w2

]〉
new

= 〈A 1
2
0 z1, A

1
2
0 z2〉+ δ〈w1, z2〉+ δ〈z1, w2〉+ 〈w1, w2〉

=

〈[
I δA−1

0

δI I

] [
z1
w1

]
,

[
z2
w2

]〉
X

,

where δ > 0 is such that δ‖A− 1
2

0 ‖ < 1. (Later we shall impose further restrictions on
δ.) The 2 × 2 matrix J appearing above defines a self-adjoint and positive bounded
operator on X. Indeed, J ≥ 0 follows from the Cauchy–Schwarz inequality:〈[

I δA−1
0

δI I

] [
z
w

]
,

[
z
w

]〉
X

≥ ‖A 1
2
0 z‖2 − 2δ‖z‖ · ‖w‖+ ‖w‖2

≥ ‖A 1
2
0 z‖2 − 2δ‖A− 1

2
0 ‖ · ‖A

1
2
0 z‖ · ‖w‖+ ‖w‖2

≥ ‖A 1
2
0 z‖2 − 2‖A

1
2
0 z‖ · ‖w‖+ ‖w‖2

=
(
‖A 1

2
0 z‖ − ‖w‖

)2

≥ 0.

It is easy to check that J is boundedly invertible, hence J > 0, which shows that
our definition of a new inner product is correct, and the new norm on X defined by
‖x‖new =

√〈x, x〉new is equivalent to the original norm. Thus, it will suffice to prove
that T is exponentially stable with respect to the new norm.

We shall estimate 〈Ax, x〉new, where x = [
z
w ] ∈ D(A). We have

Re 〈Ax, x〉new = Re 〈(J − I)Ax, x〉X +Re 〈Ax, x〉X .
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We know from (I.5.3) that Re 〈Ax, x〉X = − 1
2‖C0w‖2U . Computing the product (J −

I)A, we get that

Re 〈Ax, x〉new = − δ
∥∥∥A 1

2
0 z

∥∥∥2

− δ

2
Re 〈C0w,C0z〉U + δ‖w‖2 − 1

2
‖C0w‖2U .

Now remember that C0 is bounded from below, so that ‖w‖ ≤ 1
c‖C0w‖U . Therefore,

the above estimate and the Cauchy–Schwarz inequality imply

Re 〈Ax, x〉new ≤ − δ
∥∥∥A 1

2
0 z

∥∥∥2

+
δ

2
‖C0w‖U · ‖C0z‖U −

(
1

2
− δ

c2

)
‖C0w‖2U .

Let k > 0 be such that ‖C0z‖U ≤ k‖A 1
2
0 z‖ for all z ∈ H 1

2
. Then

Re 〈Ax, x〉new ≤ − δ
∥∥∥A 1

2
0 z

∥∥∥2

+
δk

2
‖C0w‖U · ‖A

1
2
0 z‖ −

(
1

2
− δ

c2

)
‖C0w‖2U .

The right-hand side above is a quadratic form in the two numbers ‖A 1
2
0 z‖ and

‖C0w‖U . The matrix of this quadratic form is

Q = −
[

δ − δk
4

− δk
4

1
2 − δ

c2

]
.

This Q will be negative definite if

1

2
− δ

c2
> 0 and 16

(
1

2
− δ

c2

)
> δk2 .

Both of these conditions can be satisfied if we choose δ sufficiently small. Suppose
that δ has been correctly chosen so that Q ≤ −γI for some γ > 0. Then we obtain

Re 〈Ax, x〉new ≤ −γ
(∥∥∥A 1

2
0 z

∥∥∥2

+ ‖C0w‖2U
)

≤ −γ
(∥∥∥A 1

2
0 z

∥∥∥2

+ c2‖w‖2
)
≤ − γmin(1, c2)‖x‖2X .

Recall that the two norms on X are equivalent so that ‖x‖X ≥ m‖x‖new for some
m > 0. Denoting η = γmin(1, c2)m2 (so that η > 0), we obtain

Re 〈Ax, x〉new ≤ − η‖x‖2new

so that A+ηI is dissipative with respect to the new inner product. Hence, the growth
bound of T (which does not depend on the norm) is ω0(T) ≤ −η.

Lemma 4.2. If we define Bb = [
0
I ] ∈ L(H,X), then (A,Bb) is optimizable.

Proof. Consider a new conservative linear system Σ̃ obtained from the same
operator A0 on the same Hilbert space H but with a larger input space Ũ and with
C0 replaced by C̃0, which are defined as follows:

Ũ = U ×H , C̃0 =

[
C0

I

]
.



CONSERVATIVE SYSTEMS OUT OF THIN AIR 919

Thus, following the standard construction from section 1, B0 will be replaced by
B̃0 = C̃∗

0 = [B0 I ]. According to (1.7), the semigroup T̃ of Σ̃ is generated by

Ã =

[
0 I
−A0 − 1

2B0C0 − 1
2I

]
,

with D(Ã) = D(A) as defined in (1.8). It is clear that C̃0 is bounded from below, so
that T̃ is exponentially stable according to Proposition 1.4.

Now consider the system Σb with input space H, state space X, and output space
H described by {

ẋ(t) = Ax(t) +Bbu(t) ,
y(t) = B∗

bx(t) .

Clearly Σb is well-posed, since Bb is bounded. The static output feedback u = − 1
2y

applied to this system leads to a closed-loop system whose semigroup generator is
A − 1

2B
∗
bBb = Ã, which (as we already know) is exponentially stable. In particular,

it follows that for any initial state x0 ∈ X, the functions u and x defined by u(t) =
− 1

2B
∗
b T̃tx0 and x(t) = T̃tx0 are both in L

2. Thus, (A,Bb) is optimizable.
Proof of Theorem 1.3. According to Theorem 1.1 and Proposition 1.2, Σ is a

conservative linear system with semigroup generator A, control operator B, and ob-
servation operator C. Now the equivalence of (1)–(5) in Theorem 1.3 follows from
Proposition 3.3. It is also easy to see that (3) implies (6), (7), (8), and (9). Indeed,
if T is exponentially stable, then (sI − A)−1 exists and is uniformly bounded on Cα

for some α < 0; see the proof of Proposition 2.4. Looking at the right column of
(sI −A)−1 in (4.1), we obtain that (6)–(9) all hold.

We prove the equivalence of (6) and (7). Suppose that (7) is false; i.e., there
is a sequence (sn) in C0 such that ‖snV (sn)‖→∞. Since T is uniformly bounded,
‖(sI − A)−1‖ is bounded on any right half-plane Cγ with γ > 0. Since sV (s) is one
of the entries of (sI − A)−1, it follows that for large n the sequence (sn) must be
outside Cγ . Since this is true for each γ > 0, we must have Re sn→ 0. Since 0 ∈ ρ(A),
‖sV (s)‖ is bounded on a neighborhood of 0. Thus, without loss of generality we may
assume that |Im sn| ≥ ε > 0.

By the uniform boundedness theorem, there exists a vector x ∈ H such that

λn = ‖snV (sn)x‖ →∞ .

Denote zn =
1
λn
V (sn)x; then clearly zn ∈ H 1

2
, ‖snzn‖ = 1 (hence ‖zn‖ is bounded),

and

1

λn
x = s2nzn +A0zn +

sn
2
B0C0zn→ 0 in H .

Taking inner products with zn, we obtain

1

λn
〈x, zn〉 = s2n‖zn‖2 +

∥∥∥A 1
2
0 zn

∥∥∥2

+
sn
2
‖C0zn‖2→ 0 .(4.2)

Looking here only at the imaginary parts and dividing by Im sn, we obtain

2(Re sn)‖zn‖2 + 1
2
‖C0zn‖2→ 0;(4.3)
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in particular, ‖C0zn‖→ 0. Now we look at the real parts of the terms in (4.2):

−|sn|2‖zn‖2 + 2(Re sn)2‖zn‖2 +
∥∥∥A 1

2
0 zn

∥∥∥2

+
Re sn
2
‖C0zn‖2→ 0 .(4.4)

Recalling that Re sn→ 0 and ‖snzn‖ = 1, we conclude that limn→∞ ‖A
1
2
0 zn‖ = 1.

Thus, limn→∞ 1
λn
‖A 1

2
0 V (sn)x‖ = 1 so that ‖A

1
2
0 V (sn)‖→∞. We have obtained that

assertion (6) is false, so (6) implies (7). The proof of the fact that (7) implies (6) is
similar with the following modifications: x and λn are now chosen such that λn =

‖A 1
2
0 V (sn)x‖→∞. We take again zn = 1

λn
V (sn)x, and now ‖A

1
2
0 zn‖ = 1 (instead of

‖snzn‖ = 1). Now the reasoning up to (4.4) remains the same, and from (4.4) we
conclude that limn→∞ ‖snzn‖ = 1, which implies that ‖snV (sn)‖→∞.

To prove the equivalence of (8) and (9), we argue similarly as in the proof of the
equivalence of (6) and (7), but now Re sn = 0. This makes the proof simpler, since
now we do not need (4.3) and in (4.4) two terms disappear.

We prove that (6) implies (3). If (6) (and hence also (7)) holds, then we see
from (4.1) that (sI − A)−1Bb is uniformly bounded on C0, where Bb is the operator
from Lemma 4.2. Since, by the same lemma, (A,Bb) is optimizable, we can apply
Proposition 2.5 (the equivalence of points (1) and (2) in that proposition) to conclude
that T is exponentially stable, i.e., (3) holds.

Finally, we prove that (8) implies (3). If (8) (and hence also (9)) holds, then
we see from (4.1) that (iωI − A)−1Bb is uniformly bounded for ω ∈ E, where Bb is
the operator from Lemma 4.2. Since (A,Bb) is optimizable, and since T is uniformly
bounded, the conditions in point (3) of Proposition 2.5 are satisfied. According to
Proposition 2.5, T is exponentially stable.

In order to prove Theorem 1.5, we have to prove several preliminary results. We
denote by σp(A) the set of eigenvalues (the point spectrum) of A.

Lemma 4.3. If λ ∈ σp(A) and x ∈ D(A) is a corresponding eigenvector (i.e.,
(λI −A)x = 0 and x �= 0), then x is of the form

x =

[
z
λz

]
, z ∈ Z0 ,(4.5)

where Z0 = H1 +A−1
0 B0U and(

λ2I +A0 +
λ

2
B0C0

)
z = 0 .(4.6)

If λ �∈ R, then this implies

‖C0z‖2 = 4|Reλ| · ‖z‖2 , 〈A0z, z〉 = |λ|2 · ‖z‖2 .(4.7)

Proof. The formulas (4.5) and (4.6) are an immediate consequence of D(A) ⊂
Z0 × H 1

2
(which follows from (1.8)) and of (λI − A)x = 0. If we take the scalar

product of the sides of (4.6) with z and use the extension of the scalar product to the
duality pairing between H− 1

2
and H 1

2
, we obtain

〈(
λ2I +A0

)
z, z

〉
+
λ

2
‖C0z‖2 = 0 .

Since T is a contraction semigroup, λ must be in the closed left half-plane. Denoting
λ = −σ + iω with σ ≥ 0 and ω ∈ R, this means〈(

(σ2 − ω2)I +A0

)
z, z

〉− 2iσω‖z‖2 + −σ + iω

2
‖C0z‖2 = 0 .(4.8)
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Looking at the imaginary part of this, we see that ω �= 0 implies

−2σ‖z‖2 + 1
2
‖C0z‖2 = 0 ,

which is the same as the first equality in (4.7). Now we look at the real part of (4.8),
using the expression for ‖C0z‖2 that we have just found, obtaining (after a short
computation) the second equality in (4.7).

Lemma 4.4. Suppose that ω ∈ R is such that iω ∈ σp(A). Then also −iω ∈ σp(A)
and ω2 ∈ σp(A0). In this case, z from (4.5) is an eigenvector of A0 corresponding to
the eigenvalue ω2 (in particular, z ∈ Hα for all α > 0) and we have C0z = 0.

Proof. Suppose that iω ∈ σp(A), and let z ∈ Z0 be the first component of a
corresponding eigenvector as in (4.5). We know from (I.5.4) that 0 ∈ ρ(A) so that
ω �= 0. According to the first part of (4.7) we have C0z = 0. Now (4.6) (with λ = iω)
shows that z is an eigenvector of A0 corresponding to the eigenvalue ω

2. It is now
easy to see that the vector with components z and −iωz is also an eigenvector of A
corresponding to the eigenvalue −iω.

We denote by σa(A) the set of those λ ∈ σ(A) for which λ is not an eigenvalue
of A, but λI −A is not bounded from below. In other words, λ ∈ σa(A) if λ �∈ σp(A)
and there exists a sequence (xn) in D(A) with

‖xn‖X = 1 and lim
n→∞ ‖(λI −A)xn‖X = 0 .(4.9)

Lemma 4.5. If ω ∈ R is such that iω ∈ σ(A), then

iω ∈ σp(A) ∪ σa(A) .
Proof. Suppose that iω ∈ σ(A). We prove that iω ∈ σp(A) ∪ σa(A) by showing

that the contrary statement leads to a contradiction. Indeed, the contrary statement
means that iωI − A is bounded from below. In this case, the range of iωI − A is
not dense in X (because if it were dense, then it were all of X, and hence iωI − A
would have a bounded inverse). Let N be the orthogonal complement of the range
of iωI − A; then it is easy to see that N is invariant under T

∗: T
∗
tN ⊂ N for all

t ≥ 0. Considering the restriction of T
∗ to N , we see that D(A∗) ∩N must be dense

in N , so that, in particular, there exist elements q ∈ D(A∗) ∩ N with q �= 0. From
the definition of N we now see that for such q we have (−iωI − A∗)q = 0 so that
−iω ∈ σp(A∗). Introduce the isomorphism J ∈ L(X) defined by the matrix

J =

[
I 0
0 −I

]
.

We have J−1 = J and A∗ = JAJ ; see the fourth step in the proof of Theorems
I.1.1 and I.1.3 (in section I.6). Thus, A and A∗ have the same eigenvalues so that
−iω ∈ σp(A). According to Lemma 4.4, we obtain that iω ∈ σp(A), which contradicts
our “contrary statement” at the beginning of this proof.

Lemma 4.6. If ω ∈ R is such that iω ∈ σa(A), then also −iω ∈ σa(A) and,
moreover, ω2 ∈ σp(A0) ∪ σa(A0).

Proof. Assume that iω ∈ σa(A) so that for some sequence (xn) in D(A) we have
(4.9) (with λ = iω). Denoting xn = [

zn
wn
] and (iωI − A)xn = [

νn
εn
] so that νn→ 0 (in

H 1
2
) and εn→ 0 (in H), we have[

iωI −I
A0 iωI + 1

2B0C0

] [
zn
wn

]
=

[
νn
εn

]
.
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From the first row we have wn = iωzn − νn. Substituting this into the equation
representing the second row, we get

A0zn − ω2zn − iωνn +
iω

2
B0C0zn − 1

2
B0C0νn = εn .(4.10)

The two sides of this equation are in H, but some terms are in H− 1
2
. Taking the

scalar product with zn and using the duality pairing between H− 1
2
and H 1

2
, we get

〈(
A0 − ω2I

)
zn, zn

〉− iω〈νn, zn〉+ iω

2
‖C0zn‖2 − 1

2
〈C0νn, C0zn〉 = 〈εn, zn〉 ,

which shows that

lim
n→∞

[〈(
A0 − ω2I

)
zn, zn

〉
+
iω

2
‖C0zn‖2

]
= 0 .

Remember that A is invertible (see (I.5.4)) so that ω �= 0. Taking the imaginary part
of the last limit, we conclude that limn→∞ C0zn = 0. Now going back to (4.10), we
conclude that

lim
n→∞

∥∥(ω2I −A0

)
zn
∥∥
− 1

2

= 0 .(4.11)

Now recall from (4.9) that

‖xn‖2X = ‖zn‖21
2
+ ‖wn‖20 = 1 .

Since wn = iωzn−νn with limn→∞ ‖νn‖ 1
2
= 0, we have limn→∞

(‖wn‖20 − ω2‖zn‖20
)

= 0 so that limn→∞(‖zn‖21
2

+ ω2‖zn‖20) = 1. Since ‖zn‖0 ≤ ‖A− 1
2

0 ‖ · ‖zn‖ 1
2
and

‖A− 1
2

0 ‖2 = ‖A−1
0 ‖, we obtain lim infn→∞

(
1 + ω2‖A−1

0 ‖
) · ‖zn‖21

2

≥ 1 so that the

sequence (‖zn‖ 1
2
) is eventually bounded from below:

‖zn‖ 1
2
≥ m > 0 for n ≥ n0 .

We have for n ≥ n0

m ≤ ‖zn‖ 1
2
= ‖A0zn‖− 1

2
= ‖(ω2I −A0)zn − ω2zn‖− 1

2

≤ ‖(ω2I −A0)zn‖− 1
2
+ ω2‖zn‖− 1

2
.

Now (4.11) implies that the sequence (‖zn‖− 1
2
) is eventually bounded from below.

This together with (4.11) implies that ω2I − A0 is not bounded from below as an
(unbounded) operator on H− 1

2
(with domain H 1

2
). Since ω2I −A0 as an operator on

H− 1
2
is isomorphic to ω2I −A0 as an operator on H (with domain H1), we conclude

that the latter is also not bounded from below. Thus, ω2 ∈ σp(A0) ∪ σa(A0).

It remains to prove that −iω ∈ σa(A). Define

ξn =

[
zn
−wn

]
∈ H 1

2
×H 1

2
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so that ‖ξn‖X = ‖xn‖X = 1. We will use the extension of A which maps X into X−1.
In particular, this extension maps H 1

2
×H 1

2
⊂ X into H 1

2
×H− 1

2
⊂ X−1, as it is easy

to see (see Proposition I.5.2 for the inclusion H 1
2
×H− 1

2
⊂ X−1). We have

(−iωI −A)ξn =

[−iωI −I
A0 −iωI + 1

2B0C0

] [
zn
−wn

]
=

[−νn
ϕn

]
,

where ϕn ∈ H− 1
2
is given by a formula similar to (4.10):

ϕn = (A0 − ω2I)zn − iωνn − iω

2
B0C0zn +

1

2
B0C0νn .

Remember that νn→ 0 (in H 1
2
) and C0zn→ 0 (in U). Using also (4.11), we

conclude from the above formula that ϕn→ 0 (in H− 1
2
). From here we see that

lim
n→∞(−iωI −A)ξn = 0 in H 1

2
×H− 1

2
.

Since the sequence (ξn) is bounded from below in H 1
2
×H 1

2
, it follows that (−iωI−A)

is not bounded from below (as an operator from H 1
2
×H 1

2
to H 1

2
×H− 1

2
). According

to point (1) of Proposition I.5.3, it follows that −iω ∈ σ(A). Now we can apply
Lemma 4.5 to conclude that −iω ∈ σp(A) ∪ σa(A). If we would have −iω ∈ σp(A),
then it would follow from Lemma 4.4 that also iω ∈ σp(A), which would contradict
our assumption that iω ∈ σa(A). Thus, we must have −iω ∈ σa(A).

Proof of Theorem 1.5. According to Lemmas 4.4, 4.5, and 4.6, if ω ∈ R is such
that iω ∈ σ(A), then ω2 ∈ σ(A0). Thus, if σ(A0) is countable, as assumed in the
theorem, then also σ(A)∩ iR must be countable, as required in Proposition 3.4. Now
the equivalence of points (1)–(7) in the theorem follows from Proposition 3.4.

It remains to prove the equivalence between point (8) and the other points. Sup-
pose that (8) holds. We claim that A has no eigenvalues on the imaginary axis. Indeed,
if ω ∈ R were such that iω ∈ σp(A), then according to Lemma 4.4 ω2 ∈ σp(A0) and for
a corresponding eigenvector z ∈ H1 we would have C0z = 0, which would contradict
(8). Now we can apply the main theorem of Arendt and Batty [2]: our earlier claim
together with the fact that σ(A) ∩ iR is countable implies that T is strongly stable.
Thus, point (1) of the theorem holds and with it all the others.

Conversely, suppose that point (8) is false, i.e., there exists an ω ∈ R such that
ω2 ∈ σp(A0), and for a corresponding eigenvector z ∈ H1 we have C0z = 0. Let x be
defined by (4.5) with λ = iω. Then it is easy to verify that x ∈ D(A) and Ax = iωx,
whence Ttx = eiωtx. This shows that T is not strongly stable, so in this case the
points (1)–(7) are all false.

5. Examples. The aim of this section is to apply the general stability results
derived earlier to some models based on PDEs. We will consider an Euler–Bernoulli
beam with an exponentially stabilizing feedback acting in one point followed by an
n-dimensional wave equation with boundary control and a nonlocal feedback term
entering a Dirichlet boundary condition.

5.1. An Euler–Bernoulli beam with pointwise control. The physical sys-
tem that we have in mind consists of two rigidly joined beams with both velocity and
angular velocity damping at the joint. The other end of both beams is hinged. The
inputs are a force and a torque acting at the joint (in addition to the damping force
and torque), and the measurements depend linearly on the velocity and the angular
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velocity at the joint as well as on the inputs. The fact that we apply both a force and
a torque feedback at the joint prevents the well-known lack of robustness of stability
concerning the location of the joint: we obtain exponential stability for any location.
For the case when only force feedback or only torque feedback is applied, lack of
robustness of exponential stability was demonstrated in Rebarber [26]. (We refer to
[26] for earlier references on this subject.)

Our system consists of two homogeneous Euler–Bernoulli beams situated along
the intervals [0, ξ] and [ξ, π] with the joint at the point ξ ∈ (0, π). Denoting by [f ]ξ
the jump of the function f at x = ξ, we get the equations

∂2z

∂t2
+
∂4z

∂x4
= 0, x ∈ (0, π) \ {ξ} , [z]ξ = 0 ,

[
∂z

∂x

]
ξ

= 0 ,(5.1)

[
∂3z

∂x3

]
ξ

+
α2

2

∂z

∂t
(ξ, t) = αu1(t), −

[
∂2z

∂x2

]
ξ

+
β2

2

∂2z

∂x∂t
(ξ, t) = βu2(t),(5.2)

[
∂3z

∂x3

]
ξ

− α2

2

∂z

∂t
(ξ, t) = αy1(t), −

[
∂2z

∂x2

]
ξ

− β2

2

∂2z

∂x∂t
(ξ, t) = βy2(t) ,(5.3)

z(x, 0) = z0(x) ,
∂z

∂t
(x, 0) = w0(x) , x ∈ (0, π) \ {ξ} ,(5.4)

z(0, t) = z(π, t) = 0 ,
∂2z

∂x2
(0, t) =

∂2z

∂x2
(π, t) = 0 .(5.5)

Here, z stands for the transverse displacement of the beam and α, β > 0 are damping
coefficients. The external force is αu1 and the external torque is βu2, both acting at
ξ. The output signals are y1 and y2.

An equivalent formulation of (5.1)–(5.5) can be obtained by considering a single
homogeneous Euler–Bernoulli beam situated along the interval [0, π] with a force and
a torque acting at the point ξ ∈ (0, π). (The equivalence is proved in Proposition 5.2
below.) In this case the equations (5.1)–(5.2) are replaced by

∂2z

∂t2
+
∂4z

∂x4
+
α2

2

∂

∂t
(z(ξ, t)) δξ − β2

2

∂

∂t

(
∂z

∂x
(ξ, t)

)
dδξ
dx

= αu1(t)δξ − βu2(t)
dδξ
dx

.(5.6)

Here, δξ is the Dirac mass concentrated at ξ and (5.6) is understood as an equation
in D′(0, π) (distributions on (0, π)). The outputs are equivalently given by

y1(t) = − α
∂z

∂t
(ξ, t) + u1(t) , y2(t) = − β

∂2z

∂t∂x
(ξ, t) + u2(t) .(5.7)

The well-posedness of the system described by (5.4)–(5.7) can be obtained by
using Theorem 1.1 if we introduce the appropriate spaces and operators. We start by
defining H = L2[0, π] and the operator A0 : D(A0)→H by

D(A0) =

{
φ ∈ H4(0, π)

∣∣∣∣ φ(0) = φ(π) = 0,
d2φ

dx2
(0) =

d2φ

dx2
(π) = 0

}
,
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A0φ =
d4φ

dx4
∀ φ ∈ D(A0).

It is well known that A0 is self-adjoint, positive, and boundedly invertible. As in
section 1, we put H1 = D(A0) and we introduce the spaces Hα (α ∈ R) by considering
fractional powers of A0 and duality. A simple calculation shows that

H 1
2
= D(A 1

2
0 ) = H2(0, π) ∩H1

0(0, π)

with the norm

‖z‖21
2
=

∫ π

0

∣∣∣∣d2z

dx2
(x)

∣∣∣∣
2

dx.

Proposition 5.1. The equations (5.4)–(5.7) determine a conservative linear
system Σ with input and output space C

2 and with state space X = H 1
2
× H. For

z0 ∈ H 1
2
, w0 ∈ H, and u1, u2 ∈ L2[0,∞) the equations (5.4)–(5.6) admit a unique

solution

z ∈ BC
(
0,∞;H 1

2

)
∩BC1 (0,∞;H) ∩H2

loc

(
0,∞;H− 1

2

)
.

Moreover, we have z(ξ, ·), ∂z∂x (ξ, ·) ∈ H1(0,∞).
Proof. We take U = C

2, and B0 ∈ L(U,H− 1
2
) is defined by

B0

[
v1

v2

]
= αv1δξ − βv2

dδξ
dx

∀
[
v1

v2

]
∈ C

2.

By the definition of B0, for each v1, v2 ∈ C, B0[
v1

v2
] is a bounded linear functional

acting on H 1
2
so that indeed B0 maps C

2 into H− 1
2
. The adjoint of B0 is

C0φ = B∗
0φ =

[
αφ(ξ)
β dφ

dx (ξ)

]
∀ φ ∈ H 1

2
.(5.8)

Now it is clear that the problem (5.4)–(5.7) can be written in the form (1.1)–(1.3).
Thus, this proposition follows from Theorem 1.1.

Note that since Σ is conservative, for every t ≥ 0 we have∥∥∥∥
[
z(t)
ż(t)

]∥∥∥∥
2

X

−
∥∥∥∥
[
z(0)
ż(0)

]∥∥∥∥
2

X

=

∫ t

0

[|u1(σ)|2 + |u2(σ)|2
]
dσ

−
∫ t

0

[|y1(σ)|2 + |y2(σ)|2
]
dσ .

The space Z0 defined after (1.5) (see also Theorem I.1.2) is now given by

Z0 =
{
z ∈ H 1

2

∣∣ z|(0,ξ) ∈ H4(0, ξ), z|(ξ,1) ∈ H4(ξ, 1)
}
.

The systems (5.1)–(5.5) and (5.4)–(5.7) are equivalent in the following sense.
Proposition 5.2. Consider the functions

z ∈ C (0,∞;Z0) ∩ C1
(
0,∞;H 1

2

)
∩ C2 (0,∞;H) , u, y ∈ C (0,∞;U) .

Then z, u, and y satisfy (5.1)–(5.5) if and only if they satisfy (5.4)–(5.7).
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Proof. We denote by z(iii) (respectively, by z(iv)) the third (respectively, the
fourth) derivative of z computed in D′ ((0, π) \ {ξ}). Roughly speaking, these deriva-
tives are calculated almost everywhere, ignoring the possible jumps at x = ξ. Hence

they are, in general, different from d3z
dx3 and

d4z
dx4 computed in the sense of distributions,

i.e., in D′(0, π). We define L0 ∈ L
(
Z0, L

2[0, π]
)
and G0 ∈ L(Z0, U) by

L0z = z(iv) and G0z =

[
1

α

[
ziii

]
ξ
− 1
β

[
d2z

dx2

]
ξ

]T
(5.9)

(T stands for transpose). Simple calculations show that

L0 = A0 −B0G0, G0H1 = {0}, G0A
−1
0 B0 = I .(5.10)

By Theorem I.1.4 we obtain that the functions z, u, y satisfy (5.4)–(5.7) (which are
the same, in this example, as (1.1)–(1.3)) if and only if they satisfy

z̈(t) + L0z(t) = 0 , G0z(t) +
1

2
C0ż(t) = u(t), G0z(t)− 1

2
C0ż(t) = y(t)

(which are the same as (5.1)–(5.3) and (5.5)) as well as (5.4).
The main result of this section is the following.
Theorem 5.3. For all ξ ∈ (0, π), (5.4)–(5.7) define an exponentially stable well-

posed system with input and output space U = C
2 and state space X.

Proof. Let A : D(A)→X be defined as in (1.7), (1.8). If ψ = [ zw ] ∈ D(A), then
w ∈ H 1

2
and z is piecewise in H4 (on (0, ξ) and on (ξ, π)). Thus, D(A) is compactly

included in X so that A has a compact resolvent, hence σ(A) consists of eigenvalues of
A. We prove that σ(A) ∩ iR = ∅. Arguing by contradiction, suppose that iβ ∈ σ(A)
with β ∈ R. According to Lemma 4.4, if ψ is an eigenvector of A corresponding to
iβ, then ψ = [ z

iβz ], where (β
2I −A0)z = 0. This implies that

d4z

dx4
− β2z = 0, z(0) = z(π) = 0,

d2z

dx2
(0) =

d2z

dx2
(π) = 0.

It follows that z(x) = c sin (nx) for some c ∈ C and n ∈ N (with n4 = β2). Moreover,
by Lemma 4.4 we also have C0z = 0 which, by (5.8), yields that z(ξ) = 0,

dz
dx (ξ) = 0.

This implies that z = 0, which is a contradiction. Thus, σ(A) ∩ iR = ∅.
By the equivalence of (3) and (9) in Theorem 1.3, it suffices to show that

sup
ω∈R

‖ωV (iω)‖L(H) < ∞ .(5.11)

Suppose that this condition is false. By the uniform boundedness theorem, there
exist a sequence of real numbers (βn) with |βn|→∞ and h ∈ H such that λn =
‖βnV (iβn)h‖ →∞. Denoting zn = 1

λn
V (iβn)h and gn =

1
λn
h (so that gn→ 0 in H),

we have

‖βnzn‖H = 1 ∀ n ∈ N,(5.12)

−β2
nzn +A0zn +

iβn
2
B0C0zn = gn ∈ H .(5.13)

We show (in four steps) that (5.12) and (5.13) lead to a contradiction.
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First step. Taking the inner product in H of the sides of (5.13) with βnzn, taking
the imaginary parts, and using (5.12), we obtain that βnC0zn→ 0. According to (5.8)
this means

|βnzn(ξ)| → 0,
∣∣∣∣βn dzndx (ξ)

∣∣∣∣ → 0 .(5.14)

On the other hand, (5.13) implies that zn ∈ Z0 so that by (5.10) we have

A0zn = L0zn +B0G0zn .

Substituting this into (5.13) and using the fact that B0u ∈ H iff u = 0, we obtain

−β2
nzn + L0zn = gn and G0zn =

−iβn
2

C0zn .

The above relations together with (5.8) and (5.9) imply that

−β2
nzn + z(iv)

n = gn → 0 in L2[0, π],(5.15)

z(iii)
n (ξ+)− z(iii)

n (ξ−) = − iβn
α2

2
zn(ξ),(5.16)

d2zn
dx2

(ξ+)− d
2zn
dx2

(ξ−) = iβn
β2

2

dzn
dx
(ξ).(5.17)

Second step. Define fn ∈ H by fn(x) = xdzn
dx (x) for x ∈ [0, ξ] and fn(x) = 0 for

x > ξ. We take the inner product of the sides of (5.15) with fn to get∫ ξ

0

(
−β2

nzn(x) + z(iv)
n (x)

)
x
dz̄n
dx
(x)dx =

∫ ξ

0

xgn(x)
dz̄n
dx
(x)dx.(5.18)

By a straightforward calculation, the terms on the left-hand side become

Re

{∫ ξ

0

−β2
nzn(x)x

dz̄n
dx
(x)dx

}
= −1

2
ξ|βnzn(ξ)|2 + 1

2

∫ ξ

0

|βnzn(x)|2dx,

Re

{∫ ξ

0

z(iv)
n (x)x

dz̄n
dx
(x)dx

}
= Re

[(
ξz(iii)

n (ξ−)− d
2zn
dx2

(ξ−)
)dz̄n
dx
(ξ)

]

− ξ

2

∣∣∣∣d2zn
dx2

(ξ−)
∣∣∣∣
2

+
3

2

∫ ξ

0

∣∣∣∣d2zn
dx2

(x)

∣∣∣∣
2

dx.

The two relations above and (5.18) yield

−1
2
ξ|βnzn(ξ)|2 + 1

2

∫ ξ

0

|βnzn(x)|2dx+Re
[(
ξz(iii)

n (ξ−)− d
2zn
dx2

(ξ−)
)dz̄n
dx
(ξ)

]

−ξ
2

∣∣∣∣d2zn
dx2

(ξ−)
∣∣∣∣
2

+
3

2

∫ ξ

0

∣∣∣∣d2zn
dx2

(x)

∣∣∣∣
2

dx = Re

∫ ξ

0

xgn(x)
dz̄n
dx
(x)dx.
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Since gn converges to zero in L
2[0, ξ], we deduce that the right-hand side of the last

formula converges to zero. This implies that

−1
2
ξ|βnzn(ξ)|2 + 1

2

∫ ξ

0

|βnzn(x)|2dx+Re
[(
ξz(iii)

n (ξ−)− d
2zn
dx2

(ξ−)
)dz̄n
dx
(ξ)

]

−ξ
2

∣∣∣∣d2zn
dx2

(ξ−)
∣∣∣∣
2

+
3

2

∫ ξ

0

∣∣∣∣d2zn
dx2

(x)

∣∣∣∣
2

dx→ 0 .(5.19)

On the other hand, from (5.15) and the fact that ‖βnzn‖H = 1 we deduce that

(z
(iv)
n /βn) is a bounded sequence in L

2[0, ξ]. This further implies the boundedness of

the sequences of complex numbers (z
(iii)
n (ξ−)/βn) and (d

2zn
dx2 (ξ

−)/βn). Then, by (5.14)
we obtain that

−1
2
ξ|βnzn(ξ)|2 +Re

[(
ξz(iii)

n (ξ−)− d
2zn
dx2

(ξ−)
)dz̄n
dx
(ξ)

]
→ 0 .(5.20)

Relations (5.19) and (5.20) lead to

1

2

∫ ξ

0

|βnzn(x)|2 dx+ 3
2

∫ ξ

0

∣∣∣∣d2zn
dx2

∣∣∣∣
2

dx− ξ

2

∣∣∣∣d2zn
dx2

(ξ−)
∣∣∣∣
2

→ 0 .

Similarly, we take the inner product of the sides of (5.15) with (x− π)dzndx truncated
to [ξ, π], and then we repeat the above argument. This gives

1

2

∫ π

ξ

|βnzn(x)|2 dx+ 3
2

∫ π

ξ

∣∣∣∣d2zn
dx2

∣∣∣∣
2

dx− π − ξ

2

∣∣∣∣d2zn
dx2

(ξ+)

∣∣∣∣
2

→ 0.

If we add the last two formulas and we use (5.13), we obtain∫ π

0

|βnzn(x)|2 dx+ 3
∫ π

0

∣∣∣∣d2zn
dx2

(x)

∣∣∣∣
2

dx(5.21)

− ξ

2

∣∣∣∣d2zn
dx2

(ξ−)
∣∣∣∣
2

− π − ξ

2

∣∣∣∣d2zn
dx2

(ξ+)

∣∣∣∣
2

→ 0.

Third step. We show that both |d2zn
dx2 (ξ

−)| and |d2zn
dx2 (ξ

+)| converge to zero. We
use an idea of Liu; see, for instance, [1]: we take the inner product of the sides of
(5.15) with 1

φn
e−φn(ξ−x) truncated to [0, ξ], where φn =

√|βn|. Thus, we obtain
−
∫ ξ

0

φ3
nzn(x)e

−φn(ξ−x)dx+

∫ ξ

0

z
(iv)
n (x)

φn
e−φn(ξ−x)dx =

∫ ξ

0

gn(x)
e−φn(ξ−x)

φn
dx.

By using (5.12), (5.15) again and the fact that φne
−φn(ξ−x) is bounded in L1[0, π], we

obtain that

−
∫ ξ

0

φ3
nzn(x)e

−φn(ξ−x)dx+

∫ ξ

0

z
(iv)
n (x)

φn
e−φn(ξ−x)dx→ 0.(5.22)

Integrating by parts the second term above four times, we obtain∫ ξ

0

z
(iv)
n (x)

φn
e−φn(ξ−x)dx
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=

(
z
(iii)
n (x)

φn
− d

2zn
dx2

(x) + φn
dzn
dx
(x)− φ2

nzn

)
e−φn(ξ−x)

∣∣∣∣∣
ξ

0

+

∫ ξ

0

φ3
nzne

−φn(ξ−x)dx.

By using (5.22) we obtain from here that

(
z
(iii)
n (x)

φn
− d

2zn
dx2

(x) + φn
dzn
dx
(x)− φ2

nzn

)
e−φn(ξ−x)

∣∣∣∣∣
ξ

0

→ 0 .(5.23)

Among the boundary terms in (5.23), those at x = 0 all converge to zero due to the

exponential decay of e−φnξ and to the boundedness of (z
(iv)
n /βn) in L

2[0, ξ]; the terms
containing zn(ξ),

dzn
dx (ξ) also converge to zero due to (5.14). Thus, (5.23) yields

z
(iii)
n

φn
(ξ−)− d

2zn
dx2

(ξ−)→ 0.(5.24)

Similarly, we take the inner product of the sides of (5.15) with 1
φn
e−φn(x−ξ) in L2[ξ, π].

Repeating the above analysis, we obtain

z
(iii)
n

φn
(ξ+) +

d2zn
dx2

(ξ+)→ 0 .(5.25)

On the other hand, by using (5.14) and (5.16), we obtain

z(iii)
n (ξ+)− z(iii)

n (ξ−)→ 0 .(5.26)

Then the difference of (5.24) and (5.25) leads, by using (5.26), to

d2zn
dx2

(ξ+) +
d2zn
dx2

(ξ−)→ 0 .

Recall that, by (5.14) and (5.17), we have d2zn
dx2 (ξ

+)− d2zn
dx2 (ξ

−)→ 0. Therefore,

d2zn
dx2

(ξ−)→ 0, d2zn
dx2

(ξ+)→ 0.(5.27)

Fourth step. Relations (5.21) and (5.27) imply that ‖βnzn‖H→ 0, which clearly
contradicts (5.12). This contradiction shows that (5.11) holds.

Theorem 5.3 can be generalized for coupled beams described by a version of (5.6)
containing variable coefficients; see Ammari, Liu, and Tucsnak [1].

Theorem 5.3 together with Theorem 1.3 implies the following.
Proposition 5.4. The system from Theorem 5.3 is exactly controllable.

5.2. The wave equation with Dirichlet-type nonlocal boundary feed-
back. The physical system that we have in mind consists of a vibrating membrane
which is fixed on a part of the boundary, while on the other part of the boundary
the vibrations are damped by a feedback control acting on the Dirichlet boundary
condition. The input is the displacement field on the controlled part of the bound-
ary, and the measurement depends linearly on the velocity field as well as on the
input. A membrane could be modelled in a domain in R

2, but we consider a more
general wave equation on an n-dimensional (possibly unbounded) domain Ω. The
boundary Γ of Ω ⊂ R

n is assumed to be of class C2 and to have a decomposition
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as Γ = Γ0 ∪ Γ1, where Γ0,Γ1 are disjoint open parts of Γ with Γ1 �= ∅. We also
assume that the Poincaré inequality holds for all f ∈ H1

0(Ω), which is always true if
Ω is bounded, but it also holds for some unbounded domains (see section I.7). The
operator G : H−1(Ω)→ H1

0(Ω) is defined by

Gf = φ if and only if φ ∈ H1
0(Ω) and −∆φ = f.

Thus, in a certain sense, G = −∆−1. We denote by γ0 : H1(Ω)→H 1
2 (Γ) the Dirich-

let trace operator, which is onto, and by γ1 : H2(Ω)→H 1
2 (Γ) the outward normal

derivative operator. Using Green’s formula,

〈γ1f, γ0g〉L2 = 〈∆f, g〉L2 + 〈∇f,∇g〉L2(5.28)

for all f ∈ H2(Ω) and g ∈ H1(Ω), γ1 can be extended so that γ1f is defined as

a distribution in H− 1
2 (Γ) for every f ∈ H1(Ω) for which ∆f ∈ L2(Ω). Here, ∆f

denotes the Laplacian of f in the sense of distributions on Ω, i.e., in the space D′(Ω).
We consider the system described by the equations

z̈ = ∆z in Ω× (0,∞),(5.29)

z = 0 on Γ0 × (0,∞),(5.30)

z − 1
2
γ1(Gż) = u on Γ1 × (0,∞),(5.31)

z(x, 0) = z0(x), ż(x, 0) = w0(x) for x ∈ Ω .(5.32)

The input of this system is the function u in (5.31). The output associated with this
system is

y = z +
1

2
γ1(Gż) on Γ1 × (0,∞) .(5.33)

Some comments about the domain Ω follow: It is not really necessary to assume
that Γ is of class C2. What we really need is that G maps L2(Ω) onto H2(Ω)∩H1

0(Ω)

and that γ1 maps H2(Ω) ∩ H1
0(Ω) onto H

1
2 (Γ). These properties hold also for some

less regular domains, for example, for convex sets in R
2 (see Grisvard [9, Theorem

3.2.1.2, p. 147]) or for rectangular domains in R
n. We will need the following simple

result, a direct consequence of the Riesz representation theorem in L2(Ω).
Proposition 5.5. For every v ∈ L2(Γ) there exists a unique function Dv ∈

L2(Ω) such that∫
Ω

(Dv)(x)ψ(x)dx = −
∫

Γ

vγ1(Gψ)dΓ ∀ ψ ∈ L2(Ω).(5.34)

Moreover, the operator D defined above (called the Dirichlet map) is linear and
bounded from L2(Γ) into L2(Ω).

Due to the Poincaré inequality, the norm on H1
0(Ω) can be defined as ‖f‖H1

0
=

‖∇f‖L2 . Then it is easy to see (using (5.28)) that the corresponding dual norm on
H−1(Ω) (with respect to the pivot space L2(Ω)) can be written as

‖g‖H−1 = sup
‖f‖H1

0
=1

〈g, f〉H−1,H1
0
= ‖∇(Gg)‖L2 .
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Define W =
{
f ∈ L2(Ω) | ∆f ∈ H−1(Ω)

}
. Since γ1 maps H2(Ω) ∩ H1

0(Ω) onto

H 1
2 (Γ) (see Lions and Magenes [21, Chapter 2, Theorem 5.4]), the Dirichlet trace

operator γ0 can be extended to an operator γ0 :W →H− 1
2 (Γ) by putting

〈γ0f, γ1(Gψ)〉H− 1
2 ,H 1

2
= − 〈∆f,Gψ〉H−1,H1

0
− 〈f, ψ〉L2 ∀ ψ ∈ L2(Ω).

The operators D and γ0 defined above are related as follows.
Proposition 5.6. If v ∈ L2(Γ), then ∆(Dv) = 0 in D′(Ω) (which implies that

Dv ∈W ). Moreover, we have that γ0(Dv) = v.
Proof. The fact that ∆(Dv) = 0 (in the sense of distributions) follows directly

from (5.34) by taking ψ = ∆ϕ, where ϕ ∈ D(Ω) = C∞
0 (Ω). Now using the definition

of the extended γ0, we have that

〈γ0(Dv), γ1(Gψ)〉H− 1
2 ,H 1

2
= − 〈Dv, ψ〉L2 ∀ ψ ∈ L2(Ω).(5.35)

Since γ1(Gψ) in (5.35) can be any function in H 1
2 (Γ) and H 1

2 (Γ) is dense in L2(Ω),
equations (5.34) and (5.35) imply that γ0(Dv) = v.

To discuss the well-posedness and conservativity of the system (5.29)–(5.33) (using
Theorem 1.1), we have to introduce the appropriate spaces and operators. Denote

X = L2(Ω)×H−1(Ω) , U = L2(Γ1) .

We also define the Hilbert space

Z0 =
{
f ∈W ∣∣ γ0f ∈ L2(Γ) and γ0f |Γ0

= 0
}
,(5.36)

with the norm ‖f‖Z0 given by

‖f‖2Z0
= ‖f‖2L2 + ‖∆f‖2H−1 + ‖γ0f‖2L2 .

The precise statement of the well-posedness and conservativity of the system described
by (5.29)–(5.33) is given in the following proposition.

Proposition 5.7. The equations (5.29)–(5.33) determine a conservative linear
system Σ with input and output space U and state space X. If z0 ∈ Z0, w0 ∈
L2(Ω), u ∈ H1(0,∞;U), and the compatibility condition

z0(x)− 1
2
γ1 (Gw0) (x) = u(x, 0) for x ∈ Γ1

holds, then (5.29)–(5.33) have a unique solution z, y satisfying

z ∈ BC (0,∞;Z0) ∩BC1
(
0,∞;L2(Ω)

) ∩BC2
(
0,∞;H−1(Ω)

)
,

y ∈ H1(0,∞;U) .
Proof. We define the following spaces and operators:
• The space H is defined by H = H−1(Ω) endowed with the norm

‖f‖H = ‖∇(Gf)‖L2(Ω) .

• The operator A0 : D(A0)→H is defined by

D(A0) = H1
0(Ω), A0φ = −∆φ ∀ φ ∈ D(A0).

It is well known that A0 is self-adjoint, positive, and boundedly invertible.
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• As in section 1, we put H1 = D(A0) and we introduce the spaces Hα (α ∈ R)
by considering powers of A0 and duality so that A0 : Hα→Hα−1. In order

to identify the space H 1
2
= D(A 1

2
0 ), we recall that H 1

2
is the completion of

D(A0) with respect to the norm

‖z‖ 1
2
=

∥∥∥A 1
2
0 z

∥∥∥
H
=

√
〈A0z, z〉H .

Since for any z ∈ D(A0) = H1
0(Ω), we have

〈A0z, z〉H = −
〈∇z,∇ (

∆−1z
)〉

L2(Ω)
= ‖z‖2L2(Ω);

the space H 1
2
is given by H 1

2
= L2(Ω).

• Notice that H 3
2
= H2(Ω) ∩H1

0(Ω). We define the space

H̃−2(Ω) =
(H2(Ω) ∩H1

0(Ω)
)′
.

(This dual is computed with respect to the pivot space L2(Ω).) It can be

checked that G can be extended so that G : H̃−2(Ω)→L2(Ω) and the norm

on H̃−2(Ω) is

‖g‖H̃−2 = sup
‖∆f‖L2(Ω)=1

〈g, f〉 = ‖Gg‖L2 .

• By definition, the space H− 1
2
is the completion of H with respect to the

norm ‖z‖− 1
2
=

∥∥A− 1
2

0 z
∥∥
H
. Since G = A−1

0 on H, the last equality and the
definition of the norm on H imply that

‖z‖− 1
2
=

∥∥∥∇(
A

− 3
2

0 z
)∥∥∥

L2
.

The above relation and the obvious fact that ‖A 1
2
0 w‖L2 = ‖∇w‖L2 for any

w ∈ H1
0(Ω) imply that

‖z‖− 1
2
= ‖A−1

0 z‖L2 = ‖Gz‖L2 ∀ z ∈ H.

We have thus shown that H− 1
2
= H̃−2(Ω).

• We denote by P ∈ L (L2(Γ), L2(Γ1)
)
the operator of truncation to Γ1. Then

P ∗ ∈ L (L2(Γ1), L
2(Γ)

)
is the operator defined by extending the functions in

L2(Γ1) by zero outside Γ1. The operator B0 ∈ L(U,H− 1
2
) is defined by

B0v = A0DP
∗v,

where A0 is considered as an operator from H 1
2
to H− 1

2
and D : U→L2(Ω)

is the Dirichlet map defined in Proposition 5.5.
• Let φ ∈ H1

0(Ω) = H1 and v ∈ L2(Γ1). Then we have

〈B0v, φ〉H− 1
2
,H 1

2

= 〈DP ∗v, A0φ〉H = 〈DP ∗v, φ〉H 1
2

.

By using the fact that H 1
2
= L2(Ω), the density of H1

0(Ω) in L2(Ω), and

(5.34), it follows that for every φ ∈ L2(Ω) and for every v ∈ L2(Γ1)

〈B0v, φ〉H− 1
2
,H 1

2

= 〈DP ∗v, φ〉L2 = −
∫

Γ1

vγ1 (Gφ)dΓ .
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We conclude that the adjoint of B0 (using the pivot space H = H−1(Ω)) is
C0 ∈ L(H 1

2
, U) given by

C0φ = B∗
0φ = − Pγ1(Gφ) ∀ φ ∈ H 1

2
= L2(Ω) .

It is clear that the spaces U,H,Hα, X and the operators A0, C0, B0 fit into the
simple general framework of section 1. Thus, by Theorem 1.1, they determine via the
equations (1.1)–(1.3) a conservative linear system Σ. The state of this system is

ξ(t) =

[
z(t)
ż(t)

]
.

To show that Σ is described by (5.29)–(5.33), first we notice that the space Z0 =
H1 + A−1

0 B0U defined after (1.5) (see also Theorem I.1.2) is given in our case by
Z0 = H1 +DP ∗U . By using Lemma 5.6, it can be checked that this space coincides
with that defined by (5.36). We define the operator G0 ∈ L(Z0, U) by

G0f = Pγ0f ∀ f ∈ Z0.

Clearly, we have G0H1 = {0}, and by Lemma 5.6 we have in L(U)

G0A
−1
0 B0 = Pγ0A

−1
0 (A0DP

∗) = Pγ0DP
∗ = I .

Hence, all the assumptions in Theorem I.1.4 are satisfied. We define on Z0 the operator
L0 = A0 −B0G0 as in Theorem I.1.4, and it is easy see that L0z = −∆z.

If we write the system of equations (I.1.16) in our specific framework, we obtain
the system of equations (5.29)–(5.33). Hence, by Theorem I.1.4 the compatibility
condition in our proposition is equivalent to (I.1.9), and the equations (5.29)–(5.33)
are equivalent to (I.1.11) and (I.1.12). Now by Theorem I.1.2, the equations have a
solution z, y with the claimed smoothness properties.

This system has also been considered in Lasiecka and Triggiani [18, pp. 669–671]
but without considering outputs. They have proved the well-posedness of the mapping
from the input function to the state, and they have discussed the exponential stability
of the system for suitable Γ1.

Theorem 5.8. If Ω is bounded, then the system defined by (5.29)–(5.33) is
strongly stable, exactly controllable in infinite time, and exactly observable in infinite
time.

Proof. The fact that the equations (5.29)–(5.33) define a conservative linear sys-
tem with input space U , state space X, and output space Y has been said in Propo-
sition 5.7. The boundedness of Ω implies that the spectrum of A0 is countable. Thus,
according to assertion (8) of Theorem 1.5, in order to check the properties claimed in
the theorem it suffices to prove that for any φ ∈ H1 if φ is an eigenvector of A0, then
C0φ �= 0. Due to the particular form of A0 and C0, this means that we have to show
that if φ ∈ H1

0(Ω) is such that for some λ > 0

−∆φ = λφ in H−1(Ω),
∂

∂ν
(Gφ) = 0 on Γ1,(5.37)

then φ = 0. By denoting ψ = Gφ, we see that (5.37) is equivalent to

−∆ψ = λψ in H1
0(Ω),

∂ψ

∂ν
= 0 on Γ1.(5.38)
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By classical elliptic regularity results, (5.38) implies that ψ ∈ H2(Ω) (see, for
instance, Grisvard [9, Theorem 2.2.2.5]). This fact combined with (5.38) implies, by
a classical unique continuation argument (see, for instance, Komornik [16, Corollary
6.2]), that ψ = 0. Thus, (5.37) implies that φ = ∆ψ = 0 in H1

0(Ω).

The exponential stability of the system (5.29)–(5.32) was studied in Bardos et al.
[4]. By combining Proposition 5.7 and [4, Theorem 1], we obtain the following.

Theorem 5.9. Suppose that Ω is bounded and there exists a time T0 > 0 such
that every geometric ray in Ω×(0, T0) intersects Γ1×(0, T0) in a nondiffractive point.
Then the equations (5.29)–(5.33) define an exponentially stable, conservative system
with input space U , state space X, and output space Y . This system is also exactly
controllable and exactly observable in time T0.

The last sentence of the above theorem follows from the exponential stability
(stated in the first part of the theorem) using Theorem 1.3.

Acknowledgments. We have had useful discussions on this research with Olof
Staffans, Arjan van der Schaft, and Peng-Fei Yao.
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1. Introduction. The notion of nonuniform in time robust global asymptotic
stability (RGAS) is basically motivated by the problem of feedback stabilization for a
class of nonlinear systems that, although fail to be stabilized at a specific equilibrium
by continuous static time-invariant feedback, a time-varying feedback controller can
be constructed in such a way that the equilibrium for the resulting closed-loop time-
varying system is asymptotically stable, in general being nonuniform with respect to
the initial values of time. The notion of RGAS—without uniformity with respect to
time—is also motivated by problems related to feedback stabilization, such as

• stabilization of systems with uncertainties,
• stabilization of systems at a reference trajectory.

In the problems mentioned above, the analysis is reduced to studying asymptotic
stability at a specific equilibrium of a time-varying system, whose dynamics are in
general unbounded with respect to time. Particularly, in [40, 41] it is shown that for a
class of triangular systems whose dynamics contain time-varying unknown parameters,
it is possible to find, by applying a backstepping design procedure, a smooth time-
varying feedback controller in such a way that the equilibrium of the resulting closed-
loop system is RGAS, in general nonuniform with respect to initial values of time.
Further progress has been obtained in [12, 13, 14, 15, 16, 17] for a large class of
nonlinear systems that in general fail to be uniformly asymptotically stabilized by
smooth static time-invariant feedback at a specific equilibrium. It is worthwhile to
note that among other things in the works [12, 14], by employing the concept of
nonuniform in time RGAS and its Lyapunov characterizations, we derive sufficient
conditions for the solvability of the state feedback tracking control problem for a
class of nonholonomic systems that includes the nonholonomic case in chained form.
The corresponding results generalize those obtained in the literature for the same
problem, since they are based on much weaker hypotheses. We finally mention the
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recent work [16], where various equivalent descriptions of nonuniform in time input-
to-state stability are proposed and a generalization of the well-known “small-gain
theorem” of Jiang, Teel, and Praly in [11] is established for time-varying composite
systems.

The main purpose of the present paper is to establish a Lyapunov characterization
for the notion of nonuniform in time RGAS. Lyapunov functions play an important
role to synthesis and design in control theory, and several important results have been
recently established concerning Lyapunov-like descriptions of robust uniform global
asymptotic stability (RUGAS) and input-to-state stability (ISS) (see [2, 4, 5, 6, 8, 9,
19, 20, 21, 24, 25, 33, 34, 43]), forward completeness [1], and asymptotic controllability
(see, for instance, [23, 30]). Our goal is to establish converse Lyapunov theorems for
the concepts of nonuniform in time RGAS and nonuniform in time ISS and give
some applications to feedback stabilization. In [42] a converse Lyapunov theorem is
established for the particular case of nonuniform in time exponential robust stability
and exp-ISS. In the present paper, by extending the approach employed in [20, 34],
we establish a Lyapunov characterization for the general concept of RGAS for time-
varying systems:

ẋ = f(t, x, d)
(1.1)

x ∈ �n, d ∈ D, t ≥ 0.

We assume that D ⊂ �m is a nonempty compact set and f : �+ × �n × D → �n
is mapping with f(t, 0, d) = 0 for all (t, d) ∈ �+ × D that satisfies the following
hypotheses:

H1. The function f(t, x, d) is measurable in t for all (x, d) ∈ �n ×D.
H2. The function f(t, x, d) is continuous in d for all (t, x) ∈ �+ ×�n.
H3. The function f(t, x, d) is locally Lipschitz with respect to x, uniformly in

d ∈ D, in the sense that for every bounded interval I ⊂ �+ and for every
compact subset S of �n, there exists a constant L ≥ 0 such that

|f(t, x, d)− f(t, y, d)| ≤ L|x− y|
∀t ∈ I, (x, y) ∈ S × S, d ∈ D.

It turns out from H3 that there exists a positive C0 function L : �+×�+ → �+ such
that for each fixed s ≥ 0 the mappings L(·, s) and L(s, ·) are nondecreasing and the
following holds:

|f(t, x, d)− f(t, y, d)| ≤ L(t, |x|+ |y|)|x− y|
(1.2) ∀(t, x, y, d) ∈ �+ ×�n ×�n ×D.

In section 2, we provide some equivalent characterizations for the concept of
RGAS for systems (1.1) (Proposition 2.2), and in section 3, we establish its Lyapunov
characterization (Theorem 3.1). Section 4 is devoted to various equivalent descriptions
of the nonuniform in time ISS property based on the results obtained for RGAS. The
results of section 4 are applicable to the ISS feedback stabilization problem. In section
5.1 we derive a necessary and sufficient Lyapunov-based condition for ISS feedback
stabilization for systems of the form

ẋ = f(t, x, v) + g(t, x)u,
(1.3)

x ∈ �n, v ∈ �l, u ∈ �m, t ≥ 0,
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where the dynamics f(·) and g(·) = (g1(·), g2(·), . . . , gm(·)) are both C0 and locally
Lipschitz with respect to (x, v) with f(·, 0, 0) = 0. (Throughout this paper, given
a map F : �+ × �l1 → �l2 , we say that it is locally Lipschitz with respect to
x ∈ �l1 if for every bounded interval I ⊂ �+ and for every compact subset S of
�l1 , there exists a constant L ≥ 0 such that |F (t, x) − F (t, y)| ≤ L|x − y| for every
(t, x, y) ∈ I × S × S.) The main results of section 5.1 (Theorem 5.1 and Proposition
5.2) constitute extensions of the well-known Artstein–Sontag theorem [3, 27, 35] for
autonomous systems and guarantee existence of a C∞ mapping u = k(t, x) in such a
way that the resulting system

ẋ = f(t, x, v) + g(t, x)k(t, x)(1.4)

satisfies the nonuniform in time ISS property with v as input. An explicit formula
for a time-varying feedback stabilizer is proposed in Proposition 5.2. We also prove
that, even for autonomous systems for which uniform in time asymptotic stabilization
is not feasible, it is possible to exhibit nonuniform in time asymptotic stabilization
by means of a time-varying feedback. In section 5.2 we establish an extension of a
well-known result concerning the autonomous case (see [11, 36]) for systems of the
following form:

ẋ = f(t, x, y),(1.5a)

ẏ = g(t, x, y) + h(t, x, y)u,
(1.5b)

x ∈ �n, y ∈ �, u ∈ �, t ≥ 0,

where f(·), g(·), h(·) are C0 and locally Lipschitz with respect to (x, y), with f(·, 0, 0)=
0 and g(·, 0, 0) = 0. Particularly, we show that, under the presence of the (nonuniform
in time) ISS for the subsystem (1.5a) with y as input, there exists a feedback law ex-
hibiting ISS stabilization for (1.5) (Proposition 5.6). This result enables us to examine
the partial-state feedback stabilization problem for triangular systems. Particularly,
by exploiting a Lyapunov function based approach we re-establish the main result in
[40] for a special class of triangular systems whose dynamics are time-dependent.

Notations. Throughout this paper we adopt the following notations:
∗ By MD we denote the set of all measurable functions from �+ := [0,+∞) to
D, where D is any given compact subset of �m.

∗ For any x ∈ �n, xT denotes its transpose and |x| its usual Euclidean norm.
∗ K+denotes the class of positive nondecreasing C∞ functions φ : �+ →
(0,+∞), and E denotes the class of nonnegative C0 functions µ : �+ → �+,

for which
∫ +∞
0

µ(t)dt < +∞ and limt→+∞ µ(t) = 0 hold.
∗ L∞

loc denotes the set of all measurable functions u : �+ → �m that are
essentially bounded on any nonempty compact subset of �+, and L∞ denotes
the set of all measurable functions u : �+ → �m that are essentially bounded
on �+.

∗ By B[x, r], where x ∈ �n and r > 0, we denote the closed sphere in �n of
radius r centered at x.

∗ By x(t) = x(t, t0, x0; d) we denote the solution of (1.1) at time t that corre-
sponds to some input d ∈MD initiated from x0 at time t0. For convenience,
in certain parts of the text we prefer the notation φ(·) instead of x(·).
∗ For definitions of classes K, K∞, KL, see [18, 20].
∗ By Π we denote the subclass of K∞ consisting of all functions r : �+ → �+,
for which r(s) =

∑m
i=1 ais

i with ai ≥ 0 for i = 1, . . . ,m, a1 > 0 for some
positive integer m.
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2. The notion of RGAS. In this section we provide a general concept of global
asymptotic stability (GAS) and establish some facts that will be used in proofs of main
results in sections 3 and 5.

Definition 2.1. We say that zero 0 ∈ �n is RGAS for (1.1) if for every t0 ≥ 0,
d ∈ MD, and x0 ∈ �n, the corresponding solution x(·) of (1.1) exists for all t ≥ t0
and satisfies the following properties:

P1 (stability). For every ε > 0, T ≥ 0, it holds that

sup{|x(t)| : d ∈MD, t ≥ t0, |x0| ≤ ε, t0 ∈ [0, T ]} < +∞ (Lagrange stability)(2.1a)

and there exists a δ := δ(ε, T ) > 0 such that

|x0| ≤ δ, t0 ∈ [0, T ]⇒ |x(t)| ≤ ε ∀t ≥ t0, d ∈MD (Lyapunov stability).
(2.1b)

P2 (attractivity). For every ε > 0, T ≥ 0, and R ≥ 0, there exists a τ :=
τ(ε, T,R) ≥ 0 such that

|x0| ≤ R, t0 ∈ [0, T ]⇒ |x(t)| ≤ ε ∀t ≥ t0 + τ, d ∈MD.(2.1c)

As in the case of uniform in time RUGAS (see [20]) we have the following propo-
sition.

Proposition 2.2. The origin 0 ∈ �n is RGAS for (1.1) if and only if there exist
a pair of functions a1, a2 of class K∞, a1 being locally Lipschitz on (0,+∞), and a
function β of class K+ such that for every d ∈MD, t0 ≥ 0, and x0 ∈ �n the following
holds:

a1(|x(t)|) ≤ exp(−t+ t0)β(t0)a2(|x0|) ∀t ≥ t0.(2.2)

The proof of Proposition 2.2 requires the following technical result.
Lemma 2.3. Let a : �+ × �+ → �+ be a function with a(·, 0) = 0 that satisfies

the following properties:
(1) For each fixed t ≥ 0, the mapping a(t, ·) is nondecreasing.
(2) For each fixed s ≥ 0, the mapping a(·, s) is nondecreasing.
(3) lims→0+ a(t, s) = 0 for all t ≥ 0.

Then there exists a pair of functions ζ ∈ K∞ and γ ∈ K+ such that

a(t, s) ≤ ζ(γ(t)s) ∀(t, s) ∈ (�+)2.(2.3)

Proof of Lemma 2.3. Without loss of generality we may assume that a is C0(�+×
�+). Indeed, otherwise we may consider the function

â(t, s) :=




1

s

∫ 2s

s

∫ t+1

t

a(τ, ξ)dτ dξ for s > 0,

0 for s = 0,

which by virtue of the inequality a(t, s) ≤ â(t, s) ≤ a(t + 1, 2s) is C0(�+ × �+) and
satisfies â(·, 0) = 0. Notice that â has the same properties (1)–(3) of our statement
with a. By invoking property (3), there exists a C0 strictly decreasing function η :
�+ → (0,+∞) with limt→+∞ η(t) = 0 such that

s ≤ η(t)⇒ a(t, s) ≤ 1

t+ 1
.(2.4a)
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Let µ be the inverse function of η defined on (0, η(0)] being nonnegative, continuous,
strictly decreasing with limt→0+ µ(t) = +∞. Define

µ̃(s) :=

{
µ(s) if s ∈ (0, η(0)],

0 if s > η(0).
(2.4b)

It turns out that µ̃ : (0,+∞) → �+ is nonincreasing, continuous, and nonnegative
and satisfies limt→0+ µ̃(t) = +∞. Additionally, define

β(s) := s+

{
0 if s = 0,

sup
0<τ≤s

a(µ̃(τ), τ) if s > 0.(2.5)

We show that β ∈ K∞. Indeed, by definition (2.5) it follows that β(0) = 0 and β
is strictly increasing with lims→+∞ β(s) = +∞. Continuity of β on (0,+∞) follows
from the fact that both a and µ̃ are C0 on (0,+∞). Furthermore, notice that (2.4a)
and (2.4b) imply

a(µ̃(τ), τ) ≤ 1

µ̃(τ) + 1
≤ 1

µ̃(s) + 1
∀τ ∈ (0, s] and s ≤ η(0).(2.6)

Since lims→0+ µ̃(s) = +∞ it follows from (2.6) that lims→0+ β(s) = 0, and this
establishes continuity of β at zero. Let ζ(s) := a(s, s) + β(s). Obviously, ζ(·) is of
class K∞. Moreover, when s ≥ t, by virtue of property (2) it holds that a(t, s) ≤
a(s, s) ≤ ζ(s), which implies

sup
s≥t>0

ζ−1(a(t, s))

s
≤ 1.(2.7)

Also, when 0 < s ≤ η(t), it follows from (2.4b) that µ̃(s) ≥ t; hence, by virtue of
property (2) and (2.5), a(t, s) ≤ a(µ̃(s), s) ≤ ζ(s). The latter implies that

sup
0<s≤η(t)

ζ−1(a(t, s))

s
≤ 1.(2.8)

Using property (1), (2.7), and (2.8) we get

sup
s>0

ζ−1(a(t, s))

s
≤ 1 + sup

η(t)≤s≤t

ζ−1(a(t, s))

s
≤ 1 +

ζ−1(a(t, t))

η(t)
.(2.9)

Finally let γ be any function of class K+ which satisfies

γ(t) ≥ ζ−1(a(t, t))

η(t)
+ 1 ∀t ≥ 0.(2.10)

The desired (2.3) is a consequence of (2.9) and (2.10).
We are in a position to establish Proposition 2.2. Its proof is based on Lemma 2.3

and is inspired by the analysis made in [32].
Proof of Proposition 2.2. (⇒) Suppose that 0 ∈ �n is RGAS for (1.1). Let

ξ, T, s ≥ 0 and define

a(T, s) := sup{|x(t)| : d ∈MD, t ≥ t0, |x0| ≤ s, 0 ≤ t0 ≤ T},(2.11a)

M(ξ, T, s) := sup{|x(t0 + ξ)| : d ∈MD, |x0| ≤ s, 0 ≤ t0 ≤ T}.(2.11b)
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Obviously, our hypothesis that 0 ∈ �n is RGAS guarantees that both a(·) and M(·)
are well defined. Moreover, a(·) satisfies all hypotheses of the Lemma 2.3; namely,
for each fixed s ≥ 0, a(·, s) is nondecreasing, and for each fixed T ≥ 0, a(T, ·) is
nondecreasing and satisfies a(·, 0) = 0. Furthermore, stability of zero asserts that,
for every T ≥ 0, lims→0+ a(T, s) = 0. It turns out from Lemma 2.3 that there exist
functions ζ1 ∈ K∞ and γ1 ∈ K+ such that

a(T, s) ≤ ζ1(γ1(T )s) ∀(T, s) ∈ (�+)2.(2.12)

The previous inequality in conjunction with (2.11a) and (2.11b) implies

M(ξ, T, s) ≤ ζ1(γ1(T )s) ∀(ξ, T, s) ∈ (�+)3.(2.13)

Moreover, attractivity of zero guarantees that for every ε > 0, T ≥ 0, and R ≥ 0,
there exists a τ = τ(ε, T,R) ≥ 0 such that

M(ξ, T, s) ≤ ε ∀ξ ≥ τ(ε, T,R) and 0 ≤ s ≤ R.(2.14)

Let

g(s) :=
√
s+ s2(2.15a)

and let p be a function of class K+ with p(0) = 1 and

lim
t→+∞ p(t) = +∞.(2.15b)

Define

µ(ξ) := sup

{
M(ξ, T, s)

p(T )g(ζ1(γ1(T )s))
, T ≥ 0, s > 0

}
.(2.16)

Obviously, by (2.12) and (2.15a), the function µ : �+ → �+ is well defined and
satisfies µ(·) ≤ 1. We show that limξ→+∞ µ(ξ) = 0; equivalently, we establish that
for any given ε > 0, there exists a δ = δ(ε) ≥ 0 such that

µ(ξ) ≤ ε for ξ ≥ δ(ε).(2.17)

Notice first that for any given ε > 0 there exist constants a := a(ε) and b := b(ε) with
0 < a < b such that

x �∈ (a, b)⇒ x√
x+ x2

≤ ε.(2.18)

We next recall (2.15b), which asserts that, for the above ε for which (2.18) holds,
there exists a c := c(ε) ≥ 0 such that p(T ) ≥ 1

ε for all T ≥ c. This by virtue of (2.13)
and (2.15a) yields

M(ξ, T, s)

p(T )g(ζ1(γ1(T )s))
≤ ε ∀ξ ≥ 0(2.19a)

when either T ≥ c or ζ1(γ1(T )s) �∈ (a, b).(2.19b)

Hence, in order to establish (2.17), it remains to consider the case

a ≤ ζ1(γ1(T )s) ≤ b and 0 ≤ T ≤ c.(2.20)
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Since, for each fixed (ξ, s) ∈ (�+)2, the mappings M(ξ, ·, s), M(ξ, T, ·), γ1(·), and p(·)
are nondecreasing, we have that

M(ξ, T, s)

p(T )g(ζ1(γ1(T )s))
≤

M
(
ξ, c,

ζ−1
1 (b)
γ1(0)

)
g(a)

(2.21)

provided that (2.20) holds. By using (2.14) and (2.21) with

ε := εg(a), T := c, R :=
ζ−1
1 (b)

γ1(0)
,

it follows that

M

(
ξ, c,

ζ−1
1 (b)

γ1(0)

)
≤ εg(a) for ξ ≥ δ(ε) := τ

(
εg(a), c,

ζ−1
1 (b)

γ1(0)

)
.(2.22)

By taking into account (2.19), (2.20), (2.21), (2.22), and definition (2.16) of µ(·), it
follows that (2.17) holds with δ = δ(ε) as selected in (2.22). Since ε > 0 was arbitrary
we conclude that limξ→+∞ µ(ξ) = 0. Consequently, there exists a continuous strictly
decreasing function µ̄ : �+ → (0,+∞) such that µ̄(ξ) ≥ µ(ξ) for all ξ ≥ 0 and
limξ→+∞ µ̄(ξ) = 0. Thus, by recalling definition (2.16) we obtain

M(ξ, T, s) ≤ µ̄(ξ)θ(T, s) ∀(T, s) ∈ (�+)2, ∀ξ ≥ 0,(2.23)

where θ(T, s) := p(T )g(ζ1(γ1(T )s)). Clearly, θ satisfies all hypotheses of Lemma 2.3
and therefore there exist ζ2 ∈ K∞ and γ2 ∈ K+ such that

θ(T, s) ≤ ζ2(γ2(T )s) ∀(T, s) ∈ (�+)2.(2.24)

Moreover, by recalling Proposition 7 in [32] there exist functions a1, ρ of class K∞, a1,
being locally Lipschitz on (0,+∞), such that the KL function µ(t)ζ2(s) is dominated
by a−1

1 (exp(−t)ρ(s)). Thus, by taking into account (2.11b), (2.23), and (2.24) we
have

|x(t)| ≤ a−1
1 (exp(−t+ t0)ρ(γ2(t0)|x0|)) ∀t ≥ t0 ≥ 0, x0 ∈ �n, d ∈MD.(2.25)

By Corollary 10 in [32] a pair of functions a2, β̃ of class K∞ can be found such that

ρ(rs) ≤ β̃(r)a2(s) ∀r, s ≥ 0,(2.26)

and finally, let β be a function of class K+ with

β̃(γ2(t)) ≤ β(t), t ≥ 0.(2.27)

The desired (2.2) is a consequence of (2.25), (2.26), and (2.27).
(⇐) Conversely, assume that (2.2) holds. Existence of x(·) for all t ≥ t0 as

well as (2.1a) are both immediate consequences of (2.2). Let ε > 0 and T ≥ 0 be

arbitrary constants. By selecting δ(ε, T ) := a−1
2 (a1(ε)

β(T ) ) the desired (2.1b) is fulfilled;

thus property P1 holds (stability). Moreover, for any arbitrary positive constants R,

ε, T , we may select τ = τ(ε, T,R) := − log( a1(ε)
β(T )a2(R) ), and by using (2.2) it follows

that (2.1c) is fulfilled, and this establishes property P2 (attractivity).
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Remark 2.4.
∗ The notion of RGAS above is an extension of the well-known Sontag’s robust
uniform GAS (RUGAS) for autonomous systems, namely, when the solution
x(·) satisfies |x(t)| ≤ G(|x0|, t−t0) for certain G of classKL (see, for instance,
[18, 20]). To justify this, we may recall Proposition 7 in [32], which asserts
that for any G ∈ KL there exist functions a1 and a2 of class K∞ with
G(s, t) ≤ a−1

1 (exp(−t)a2(s)). It turns out that RUGAS is characterized by
the inequality a1(|x(t)|) ≤ exp(−t + t0)a2(|x0|), which obviously is a special
case of (2.2).
∗ It is also straightforward to see that, if (2.2) holds with β being bounded over
�+, then zero is RUGAS and thus it turns out that for this case RGAS is
equivalent to RUGAS.

Finally, we provide the following proposition, which generalizes the well-known
fact that for autonomous differential equations equi-attractivity implies stability (see
[10]). The result of this proposition will be used in sections 3 and 5.

Proposition 2.5. The origin 0 ∈ �n is RGAS for (1.1) if for every t0 ≥ 0,
d ∈ MD, and x0 ∈ �n, the corresponding solution x(·) of (1.1) exists for all t ≥ t0
and satisfies property P2 (attractivity) of Definition 2.1 and (1.1) is Lagrange stable;
namely, for every ε > 0 and T ≥ 0, (2.1a) holds. It turns out that, if there exist a
constant M ≥ 0, functions a2 ∈ K∞, σ ∈ KL, and β ∈ K+ such that the estimate

|x(t)| ≤ σ(a2(β(t0)|x0|) +M, t− t0) ∀t ≥ t0, (t0, x0) ∈ �+ ×�n, d(·) ∈MD,

(2.28)

holds for the solution x(·) of (1.1), then 0 ∈ �n is RGAS for (1.1).
Proof. It suffices to show that for every ε > 0, T ≥ 0, there exists a δ := δ(ε, T ) >

0 such that (2.1b) holds. Let ε > 0, T ≥ 0 be arbitrary. Define

R(ε, T ) := sup{|x(t)| : d ∈MD, t ≥ t0, |x0| ≤ ε, t0 ∈ [0, T ]}.(2.29)

By taking into account (1.2), (2.29), completeness of solutions, and our assumption
that zero 0 ∈ �n is an equilibrium for (1.1), it follows by use of Gronwall’s inequality
that

|x(t)| ≤ exp

(∫ t

t0

L(s,R(ε, T ))ds

)
|x0| ∀t ≥ t0, d(·) ∈MD, |x0| ≤ ε, t0 ∈ [0, T ].

(2.30)

Moreover, property P2 of Definition 2.1 implies that for every ε > 0, T ≥ 0, there
exists a τ := τ(ε, T ) ≥ 0 such that

|x0| ≤ ε, t0 ∈ [0, T ]⇒ |x(t)| ≤ ε ∀t ≥ t0 + τ, d ∈MD.(2.31)

Define

δ(ε, T ) := ε exp

(
−
∫ T+τ(ε,T )

0

L(s,R(ε, T ))ds

)
≤ ε(2.32)

and notice that estimate (2.30) and definition (2.32) guarantee the following implica-
tion:

|x0| ≤ δ(ε, T ), t0 ∈ [0, T ]⇒ |x(t)| ≤ ε ∀t ∈ [t0, t0 + τ(ε, T )], d(·) ∈MD.(2.33)

The desired implication (2.1b) is an immediate consequence of (2.31) and (2.33).
Finally, notice that when estimate (2.28) holds, then property P2 holds and (1.1)

is Lagrange stable; hence zero is RGAS.
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3. A converse Lyapunov theorem for RGAS. We next establish a Lyapunov
characterization of the notion of RGAS, which constitutes generalization of the main
result in [20] for the RUGAS case. Its proof is inspired from the analysis employed in
[6, 20, 34].

Theorem 3.1. For the system (1.1) suppose that H1, H2, H3 are fulfilled and
further f ∈ C0(�+ ×�n ×D;�n). Then the following statements are equivalent:

(i) Zero 0 ∈ �n is RGAS.
(ii) There exist a C∞ function V : �+×�n → �+, functions ā1, ā2 of class K∞,

β̄ of class K+ such that for all (t, x, d) ∈ �+ ×�n ×D it holds that

ā1(|x|) ≤ V (t, x) ≤ ā2(β̄(t)|x|),(3.1a)

V̇ (t, x, d)
∣∣
(1.1)

:=
∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x, d) ≤ −V (t, x).(3.1b)

(iii) There exist a C1 function V : �+×�n → �+, functions ā1, ā2 of class K∞, β̄
of class K+, µ of class E (see notations for the definition of class E), and a C0

positive definite function ρ : �+ → �+ such that for all (t, x, d) ∈ �+×�n×D
it holds that

ā1(|x|) ≤ V (t, x) ≤ ā2(β̄(t)|x|),(3.2a)

V̇ (t, x, d)
∣∣
(1.1)

:=
∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x, d) ≤ −ρ(V (t, x)) + µ(t).(3.2b)

For the proof of Theorem 3.1 we need a pair of technical lemmas. The first
constitutes an extension of [20, Lemma 4.4] and was inspired by the main result in
[22].

Lemma 3.2. Let yd : �+ → �+ be a family of absolutely continuous functions
parameterized by d ∈ A that satisfies the following differential inequality for almost
all t ≥ t0:

ẏd(t) ≤ −ρ(yd(t)) + µ(t),(3.3)

where ρ : �+ → �+ is a C0 positive definite function and µ is of class E. Then there
exists a KL function σ : (�+)2 → �+ such that for all yd(t0) = y0 ≥ 0 and d ∈ A it
holds that

yd(t) ≤ σ

(
y0 +

∫
�+

µ(t)dt, t− t0

)
∀t ≥ t0.(3.4)

Proof. Without loss of generality we may assume that
∫
�+ µ(t)dt > 0 (otherwise

µ(t) = 0 for all t ≥ 0 and this is exactly the case of [20, Lemma 4.4]). First, notice
that (3.3) yields

yd(t) ≤ y0 +M ∀t ≥ t0, d ∈ A,(3.5)

M :=

∫
�+

µ(t)dt,(3.6)

and this shows that yd(t) is bounded. Let R ≥ 0 and 0 < ε ≤ R + M . Since
limt→+∞ µ(t) = 0 for any constants r, ε > 0 there exists a time τ := τ(ε, r) ≥ 0 such
that

t ≥ τ ⇒ µ(t) ≤ min

{
1

2
ρ(s);

ε

2
≤ s ≤ r

}
.(3.7)
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We now show that the region

Lε,R :=
{
(t, y) ∈ �+ ×�+ : y ≤ ε, t ≥ τ(ε,R+M)

}
(3.8)

is positively invariant. To see this, notice that, when R + M ≥ yd(t) ≥ ε
2 and

t ≥ τ(ε,R+M) for some d ∈ A, then by (3.3) and (3.7) we have

ẏd(t) ≤ −ρ(yd(t)) + µ(t) ≤ −1
2
ρ(yd(t)) < 0(3.9)

and this establishes positive invariance of Lε,R. We next establish that, if we define

T (ε, r) := τ(ε, r) +
2r

minε≤s≤r ρ(s)
,(3.10)

then the following is fulfilled:

For every t ≥ t0 + T (ε,R+M), d ∈ A and y0 ≤ R⇒ (t, yd(t)) ∈ Lε,R.(3.11)

Indeed, otherwise, by positive invariance of Lε,R there would exist d ∈ A and y0 ≤ R
such that

(t, yd(t)) �∈ Lε,R ∀t ∈ [t0 + τ(ε,R+M), t0 + T (ε,R+M)],

and since t ≥ τ(ε,R,M), we would have

yd(t) > ε ∀t ∈ [t0 + τ, t0 + T ].(3.12)

On the other hand, by (3.3), (3.5), (3.7) and (3.12), it follows that

ẏd(t) ≤ −1
2

min
ε≤s≤R+M

ρ(s) ∀t ∈ [t0 + τ, t0 + T ].(3.13)

It turns out from (3.12) and (3.13) that

ε < yd(t) ≤ R+M − 1

2
(t− t0 − τ) min

ε≤s≤R+M
ρ(s) ∀t ∈ [t0 + τ, t0 + T ].(3.14)

Using (3.14) and taking into account definition (3.10) of T (·) we get ε < yd(t0+T ) ≤ 0,
which is a contradiction. This establishes (3.11).

Positive invariance of Lε,R and property (3.11) guarantee that the following at-
tractivity property holds:

For all (ε,R, t0, d) ∈ (0,+∞)×�+ ×�+ ×A and
(3.15)

t ≥ t0 + T (ε,R+M), y0 ≤ R⇒ 0 ≤ yd(t) ≤ ε.

In order to establish inequality (3.4), we exploit (3.15) and apply an approach similar
to that used in Proposition 2.2. We proceed as follows. Define

g(s) :=
√
s+ s2,(3.16a)

v(t) := sup

{
yd(t0 + ξ)

g(y0 +M)
; d ∈ A, y0 ≥ 0, t0 ≥ 0, ξ ≥ t

}
,(3.16b)

where M > 0 is defined by (3.6). Since M > 0, the denominator in (3.16b) is
strictly positive and (3.5), (3.16a) imply that v(t) ≤ 1 for all t ≥ 0. We show that
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limt→+∞ v(t) = 0. Let ε > 0 and let a := a(ε), b := b(ε) be a pair of constants with
0 < a < b and being defined in such a way that x �∈ [a, b] ⇒ x/(

√
x+ x2) < ε. Then

by (3.5) it follows that

yd(t0 + ξ)

g(y0 +M)
< ε ∀ξ ≥ 0, d ∈ A, and t0 ≥ 0,

(3.17a)
provided that either y0 +M < a or y0 +M > b.

It remains to consider the case a ≤ y0 +M ≤ b. By (3.15) we get

yd(t0 + ξ)

g(y0 +M)
≤ yd(t0 + ξ)

g(a)
≤ ε ∀ξ ≥ T (εg(a), b), ∀(t0, d) ∈ �+ ×A.(3.17b)

It turns out from (3.16b), (3.17a), and (3.17b) that

v(t) ≤ ε ∀t ≥ T (εg(a), b).(3.18)

Since ε > 0 was arbitrary, (3.18) asserts that limt→+∞ v(t) = 0. Finally, let v̄ :
�+ → (0,+∞) be a C0, strictly decreasing function, with v(t) ≤ v̄(t) for all t ≥ 0
and in such a way that limt→+∞ v̄(t) = 0. Then, obviously (3.4) is fulfilled with
σ(s, t) := g(s)v̄(t).

The second technical lemma provides a Lyapunov characterization of RGAS for
(1.1) when its dynamics f(·) satisfy hypotheses H1, H2, and H3.

Lemma 3.3. Consider system (1.1) where its dynamics satisfy hypotheses H1, H2
and H3 and assume that 0 ∈ �n is RGAS for (1.1); particularly, there exists a pair of
functions a1, a2 of class K∞, a1 being locally Lipschitz on (0,+∞), and a function
β of class K+ in such a way that (2.2) is satisfied. Then there exists a C0 function
U : �+ × �n → �+, which is locally Lipschitz on �+ × (�n \ {0}), such that for all
(t, x) ∈ �+ ×�n, h ≥ 0, and d(·) ∈MD it holds that

a1(|x|) ≤ U(t, x) ≤ β(t)a2(|x|),(3.19a)

U(t+ h, φ(t+ h, t, x; d)) ≤ exp

(
−h
2

)
U(t, x)

(3.19b) ∀(t, x) ∈ �+ ×�n, h ≥ 0, d(·) ∈MD,

where for convenience we adopt the notation φ(·, t, x; d) to denote the solution of (1.1)
that corresponds to the input d(·) ∈MD, with φ(t, t, x; d) = x.

Proof. For the proof we need the following elementary properties for the solution
of (1.1), which are immediate consequences of (1.2) and (2.2):

|φ(t, t0, x; d)− φ(t, t0, y; d)| ≤ exp

(∫ t

t0

L̃(s, |x|+ |y|)ds
)
|x− y|,(3.20)

|φ(t, t0, x; d)− x| ≤
(
exp

(∫ t

t0

L̃(s, |x|)ds
)
− 1

)
|x|,(3.21)

|φ(t, t0, x; d)| ≥ exp

(
−
∫ t

t0

L̃(s, |x|)ds
)
|x|,(3.22)

|φ(t,t1,x;d)−φ(t, t2, x; d)|≤exp
(∫ t

min(t1,t2)

L̃(s, |x|)ds
)
L̃(max(t1,t2),|x|)|x||t1−t2|(3.23)

∀t ≥ t0 and (t0, x, y; d) ∈ �+ ×�n ×�n ×MD,
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where

L̃(t, s) := L(t, 2a−1
1 (β(t)a2(s))).

We define

U(t, x) := sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: τ ≥ t, d ∈MD

}
.(3.24)

The desired properties (3.19a) and (3.19b) are then immediate consequences of (2.2)
and definition (3.24). Inequality (3.19a) asserts that U : �+×�n → �+ is continuous
at x = 0 with U(t, 0) = 0 for all t ≥ 0. We next establish that U(·) is locally Lipschitz
on �+ × (�n \ {0}). By (2.2) and (3.24) it follows that for any T > 0 the following
holds:

U(t, x) = max

{
sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: t ≤ τ ≤ t+ T, d ∈MD

}
,

sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: τ ≥ t+ T, d ∈MD

}}

≤ max

{
sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: t ≤ τ ≤ t+ T, d ∈MD

}
,

β(t)a2(|x|) exp
(
−1
2
T

)}
.

(3.25)

Let Ti : �+× (0,+∞)→ (0,+∞), i = 1, 2, be a pair of positive, C0 functions, defined
as

T1(t, s) := 2 log

(
2β(t)a2(s)

a1(s)

)
, T2(t, s) := 2 log

(
2β(t)a2(2s)

a1

(
s
2

)
)
.(3.26)

Notice that for every s > 0 each Ti(·, s) is nondecreasing and the following holds:

T2(t, |x|) ≥ sup

{
T1(t, |y|) : y ∈ B

[
x,

1

2
|x|
]}

, x �= 0.(3.27)

It turns out from (3.25) and (3.26) that

U(t, x) ≤ max

{
sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: t ≤ τ ≤ t+ ξ, d ∈MD

}
,

(3.28)
1

2
a1(|x|)

}
for ξ ≥ T1(t, |x|), x �= 0,

which by virtue of (3.19a) gives

U(t, x) = sup

{
a1(|φ(τ, t, x; d)|) exp

(
1

2
(τ − t)

)
: t ≤ τ ≤ t+ ξ, d ∈MD

}
(3.29)

for ξ ≥ T1(t, |x|), x �= 0.
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It follows by taking into account (2.2), (3.22), (3.27) and (3.29) that

|U(t, y)−U(t, x)|=
∣∣∣∣sup

{
a1(|φ(τ, t, y; d)|) exp

(
1

2
(τ− t)

)
: t ≤τ ≤ t+T2(t, |x|), d∈MD

}

− sup

{
a1(|φ(τ, t, x; d)|)exp

(
1

2
(τ−t)

)
: t≤τ≤ t+T2(t, |x|), d∈MD

}∣∣∣∣
≤ sup

{
exp

(
1

2
(τ−t)

)
|a1(|φ(τ, t, y; d)|)−a1(|φ(τ, t, x; d)|)| : t ≤τ ≤ t+T2(t, |x|), d∈MD

}

≤MI sup

{
exp

(
1

2
(τ − t)

)
|φ(τ, t, y; d)− φ(τ, t, x; d)| : t ≤ τ ≤ t+ T2(t, |x|), d ∈MD

}

∀y ∈ B
[
x,

1

2
|x|
]
, x �= 0,

(3.30)

where MI is any Lipschitz constant for a1(·) on the interval

I :=

[
1

2
exp

{
−
∫ t+T2(t,|x|)

t

L̃

(
s,
3

2
|x|
)
ds

}
|x|, a−1

1

(
β(t)a2

(
3

2
|x|
))]

,

namely, |a1(s1) − a1(s2)| ≤ MI |s1 − s2| for every s1, s2 ∈ I. From (3.20) and (3.30)
we deduce

|U(t, y)− U(t, x)| ≤ G1(t, |x|)|y − x|, ∀y ∈ B
[
x,

1

2
|x|
]
, x �= 0,(3.31a)

G1(t, |x|) :=MI exp

(
1

2
T2(t, |x|) +

∫ t+T2(t,|x|)

t

L̃

(
s,
5

2
|x|
)
ds

)
.(3.31b)

This establishes that, for each t ≥ 0, U(t, ·) is locally Lipschitz on �n \ {0}.
Likewise, we may establish that for each fixed nonzero x ∈ �n, the map U(·, x) is

locally Lipschitz on �+. Indeed, consider a compact interval I ⊂ �+ and let t1, t2 ∈ I.
Then, according to (3.29), for any ε > 0, there exists a dε ∈ MD and time τ with
t2 ≤ τ ≤ t2 + T1(t2, |x|) such that

U(t2, x)− ε ≤ a1(|φ(τ, t2, x; dε)|) exp
(
1

2
(τ − t2)

)
≤ U(t2, x).(3.32)

We distinguish three cases. The first is

t1 < t2 ≤ τ.(3.33)

It then follows by virtue of definition (3.24) that

a1(|φ(τ, t1, x; dε)|) exp
(
1

2
(τ − t1)

)
≤ U(t1, x);(3.34)

hence, by (3.32) and (3.34) we get

U(t2, x)− U(t1, x) ≤ exp

(
1

2
(τ − t2)

)
|a1(|φ(τ, t2, x; dε)|)− a1(|φ(τ, t1, x; dε)|)|+ ε.

(3.35)
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Using (3.22) and (3.23) and exploiting the fact that a1(·) is locally Lipschitz on
(0,+∞), we deduce from (3.35) that for any compact ∆ ⊂ �n \ {0} a constant
L1 > 0 (being independent of ε and τ) can be found such that

U(t2, x)− U(t1, x) ≤ L1|t2 − t1|+ ε
(3.36) ∀t2 > t1, t1, t2 ∈ I, x ∈ ∆.

The second case is

t2 ≤ t1 ≤ τ.(3.37)

We may recall again (3.32), (3.34) and estimate

U(t2, x)− U(t1, x) ≤ a1(|φ(τ, t2, x; dε)|) exp
(
1

2
(τ − t2)

)

− a1(|φ(τ, t1, x; dε)|) exp
(
1

2
(τ − t1)

)
+ ε

(3.38)

= exp

(
1

2
(τ − t2)

)
(a1(|φ(τ, t2, x; dε)|)− a1(|φ(τ, t1, x; dε)|))

+a1(|φ(τ, t1, x; dε)|)
(
exp

(
1

2
(τ − t2)

)
− exp

(
1

2
(τ − t1)

))
+ ε,

and, as previously, it follows by (3.23) and (3.38) that there exists a constant L2 > 0
(being independent of ε and τ) such that

U(t2, x)− U(t1, x) ≤ L2|t2 − t1|+ ε
(3.39) ∀x ∈ ∆, t1, t2 ∈ I, provided that (3.37) holds.

Finally, consider the case

t2 ≤ τ < t1(3.40)

for certain τ and dε such that (3.32) holds. We now invoke the left-hand-side inequality
of (3.19a):

a1(|x|) ≤ U(t1, x).(3.41)

It follows by virtue of (3.32), (3.40), and (3.41) that

U(t2, x)− U(t1, x) ≤ a1(|φ(τ, t2, x; dε)|) exp
(
1

2
(τ − t2)

)
− a1(|x|)

≤ exp

(
1

2
(τ − t2)

)
(a1(|φ(τ, t2, x; dε)|)− a1(|x|))(3.42)

+ a1(|x|)
(
exp

(
1

2
(t1 − t2)

)
− 1

)
.

Using (3.21) and (3.22) and the fact that a1(·) is locally Lipschitz on (0,+∞), we
deduce from (3.42) that for any compact ∆ ⊂ �n \ {0} a constant L3 > 0 (being
independent of ε and τ) can be found such that

U(t2, x)− U(t1, x) ≤ L3|t2 − t1|+ ε
(3.43) ∀x ∈ ∆, t1, t2 ∈ I, provided that (3.40) holds.
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From (3.37), (3.39), and (3.43) it follows that U(t2, x)−U(t1, x)≤ max(L1, L2, L3)|t2−
t1| + ε for all t1, t2 ∈ I, ε > 0, and x ∈ ∆. Similarly, we handle the case U(t1, x) −
U(t2, x) and conclude that for any compact sets I ⊂ �+ and ∆ ⊂ �n \ {0}, there is
a constant C > 0 such that

|U(t2, x)− U(t1, x)| ≤ C|t2 − t1|+ ε ∀t1, t2 ∈ I, x ∈ ∆.(3.44)

Since ε > 0 is arbitrary, inequalities (3.31) and (3.44) establish that U(·) is locally
Lipschitz. The proof is complete.

We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. (i) ⇒ (ii) For convenience we still adopt here the notation

φ(t, t0, x0; d) to denote the solution of (1.1) that corresponds to the input d ∈ MD,
initiated from x0 ∈ �n at time t0 ≥ 0. Suppose first that 0 ∈ �n is RGAS and
establish existence of V (·) satisfying (3.1). Since 0 ∈ �n is RGAS for (1.1), it follows
by Lemma 3.3 that there exists a C0 function U : �+ × �n → �+, which is locally
Lipschitz on �n × (�n \ {0}); a pair of functions a1, a2 of class K∞, a1 being locally
Lipschitz on (0,+∞); and a function β of class K+, such that for all (t, x) ∈ �+×�n,
h ≥ 0, and d(·) ∈MD both (3.19a), (3.19b) hold. The proof is divided into two parts.
In Part I we construct a functionW : �+×�n → �+ of class C0(�+×�n)∩C∞(�+×
(�n \ {0})), which satisfies

1

2
a1(|x|) ≤W (t, x) ≤ 3

2
β(t)a2(|x|) ∀(t, x) ∈ �+ ×�n,(3.45a)

∂W

∂t
(t, x) +

∂W

∂x
(t, x)f(t, x, d) ≤ −1

4
W (t, x)

(3.45b) ∀(t, x, d) ∈ �+ × (�n \ {0})×D,

where a1, a2 ∈ K∞ and β ∈ K+ are the functions defined in (3.19a), (3.19b).
In Part II, by exploiting (3.45), we build the desired Lyapunov function V :

�+ × �n → �+ that satisfies (3.1) for appropriate functions ā1, ā2 of class K∞ and
β̄ of class K+.

Part I. We proceed to the construction of an “almost smooth” W satisfying
(3.45a), (3.45b). If the dynamics f(·) were Lipschitzian in both t and x, then the
smoothing approach of [20] applied to the time-extended system ẋ = f(t, x, d), ṫ = 1,
would lead to the existence of a functionW satisfying both (3.45a) and (3.45b). How-
ever, we have assumed that f(·) is continuous in t, so we need to make a modification
of the approach in [20]. We proceed as follows. Let ψ1 : �n → �+, ψ2 : � → �+ be
a pair of C∞ functions with ψ1(ξ) = 0 and ψ2(τ) = 0 when |ξ| ≥ 1 and τ �∈ (0, 1),
respectively, in such a way that∫

�n
ψ1(ξ)dξ =

∫
�
ψ2(τ)dτ = 1.

Let S be a compact subset of �+ × (�n \ {0}). We consider the following family of
functions:

Wσ(t, x) :=

∫
�

∫
�n

U(t+ στ, x+ σξ)ψ1(ξ)ψ2(τ)dξdτ, σ > 0,(3.46)

where U(·) is the function provided by Lemma 3.3. Let

r := min
(t,x)∈S

|x| > 0,

(3.47)

S̃ :=

{
(t+ cτ, x+ cξ) ∈ �+ ×�n : (t, x) ∈ S, c ∈

[
0,

1

2
r

]
, ξ ∈ B[0, 1], τ ∈ [0, 1]

}
.
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Obviously, S ⊆ S̃ ⊆ �+× (�n \ {0}), S̃ is compact, and let C be a Lipschitz constant
for U on S̃. It follows by virtue of (3.46) and (3.47) that for σ < 1

2r, Wσ is well
defined and C∞ on S and satisfies

|Wσ(t, x)− U(t, x)| ≤ Cσ ∀(t, x) ∈ S, σ <
1

2
r.(3.48)

We also obtain the following by recalling (3.21) and (3.47):

(t+ h+ στ, φ(t+ h, t, x; d) + σξ) ∈ S̃,(3.49a)

(t+ h+ στ, φ(t+ h+ στ, t+ στ, x+ σξ; d)) ∈ S̃
∀(t, x) ∈ S, d ∈MD, (τ, ξ) ∈ [0, 1]×B[0, 1],(3.49b)

σ ≤ 1

4
r, h > 0, sufficiently small.

Then by using (3.19b), (3.46), (3.49a) and (3.49b) we get

Wσ(t+ h, φ(t+ h, t, x; d))−Wσ(t, x) ≤
(
exp

(
−h
2

)
− 1

)
Wσ(t, x)(3.50)

+

∫
�

∫
�n

(U(t+ h+ στ, φ(t+ h, t, x; d) + σξ)

−U(t+ h+ στ, φ(t+ h+ στ, t+ στ, x+ σξ; d)))ψ1(ξ)ψ2(τ)dξdτ

≤
(
exp

(
−h
2

)
− 1

)
Wσ(t, x)

+C

∫
�

∫
�n
|φ(t+h, t, x; d)+σξ − φ(t+ h+στ, t+στ, x+σξ; d)|ψ1(ξ)ψ2(τ)dξdτ

∀(t, x) ∈ S, d ∈MD, h > 0 sufficiently small.

Since f is C0 and therefore uniformly continuous on compact sets, there exists a
function δ1 : �+ → �+ of class K such that

sup{|f(t+ στ, x, d)− f(t, x, d)| : (t, x) ∈ S̃, τ ∈ [0, 1], d ∈ D} ≤ δ1(σ).(3.51)

Using (1.2) and (3.51) and applying Gronwall’s inequality, a function δ2 : �+ → �+

of class K can be found such that

|φ(t+ h, t, x; d) + σξ − φ(t+ h+ στ, t+ στ, x+ σξ; d)| ≤ δ2(σ)h
(3.52) ∀(t, x) ∈ S, d ∈MD, (τ, ξ) ∈ [0, 1]×B[0, 1], h > 0 sufficiently small.

Specifically, in order to establish (3.52), define p(s) := |φ(t + s, t, x; d) + σξ − φ(t +
s + στ, t + στ, x + σξ; d)| and let L be a Lipschitz constant for f on S̃ ×D, namely,
|f(t, x, d) − f(t, y, d)| ≤ L|x − y| for all (t, x, d) ∈ S̃ × D and (t, y, d) ∈ S̃ × D. We
then obtain by (3.51)

p(h)≤
∫ h

0

|f(t+ s, φ(t+ s, t, x; d), d)−f(t+ στ+ s, φ(t+ στ+ s, t+ στ, x+ σξ; d), d)|ds

≤ δ1(σ)h+

∫ h

0

|f(t+ στ + s, φ(t+ s, t, x; d), d)

− f(t+ στ + s, φ(t+ στ + s, t+ στ, x+ σξ; d), d)| ds

≤ δ1(σ)h+ L

∫ h

0

|φ(t+ s, t, x; d)− φ(t+ στ + s, t+ στ, x+ σξ; d)| ds

≤ δ1(σ)h+ L

∫ h

0

p(s)ds+ σLh.
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The desired (3.52) is then a straightforward consequence of the previous inequality
and Gronwall’s lemma.

From (3.50) and (3.52) it follows that

lim
h→0+

Wσ(t+ h, φ(t+ h, t, x; d))−Wσ(t, x)

h
=

∂Wσ

∂t
(t, x) +

∂Wσ

∂x
(t, x)f(t, x, d)

(3.53)

≤ −1
2
Wσ(t, x) + Cδ2(σ).

By (3.48) and (3.53) we conclude that for any compact S ⊆ �+ × (�n \ {0}) and
ε > 0, there exists a constant σ0 > 0 such that for every σ < σ0 the function Wσ is
well defined and C∞ on S and satisfies for all (t, x, d) ∈ S ×D

|Wσ(t, x)− U(t, x)| ≤ ε,(3.54a)

∂Wσ

∂t
(t, x) +

∂Wσ

∂x
(t, x)f(t, x, d) ≤ −1

2
Wσ(t, x) + ε.(3.54b)

We may use (3.19a), (3.54a) and (3.54b) and apply partition of unity, as in the proof
of [20, Theorem B.1], to build a function W : �+×�n → �+ of class C0(�+×�n)∩
C∞(�+ × (�n \ {0})) that satisfies both (3.45a) and (3.45b).

Part II. We finally proceed to the construction of an everywhere C∞ function V
satisfying (3.1a), (3.1b). This part of proof is based on [34, Lemma 17], which in
conjunction with (3.45a) and (3.45b) guarantees the existence of a function η : �+ →
�+ of class K∞ with η(s) ≤ dη

ds (s)s, such that the map

V (t, x) := (η(W (t, x)))4(3.55)

is everywhere C∞ and satisfies (3.1b). Furthermore, by Lemma 2.3 there exist func-
tions ã2 ∈ K∞, β̄ ∈ K+ such that

3

2
β(t)a2(s) ≤ ã2(β̄(t)s) ∀t, s ≥ 0.(3.56a)

Define

ā1(s) :=

(
η

(
1

2
a1(s)

))4

, ā2(s) := (η (ã2(s)))
4
.(3.56b)

By using (3.56a), (3.56b) and invoking (3.45a), (3.45b), it follows that the function
V as defined by (3.55) satisfies the desired inequalities (3.1a), (3.1b).

(ii) ⇒ (iii) The implication is obvious since (3.1a), (3.1b) implies (3.2a), (3.2b)
with ρ(s) = s, µ(t) ≡ 0 ∈ E, and some ā1 ∈ K∞, ā2 ∈ K∞, and β̄ ∈ K+.

(iii) ⇒ (i) We finally establish the converse part of our theorem, namely, that
0 ∈ �n is RGAS with respect to (1.1) when both (3.2a) and (3.2b) are fulfilled. Define
A := MD and let us again denote the solution of (1.1) by φ(t, t0, x0; d). Then using
(3.2a), (3.2b) and applying the result of Lemma 3.2 with yd(t) := V (t, φ(t, t0, x0; d)),
it follows that (3.3) holds; thus there exists a KL function σ and a constant M =∫ +∞
0

µ(t)dt ≥ 0 such that

|φ(t, t0, x0; d)| ≤ ā−1
1 (σ(ā2(β̄(t0)|x0|) +M, t− t0)) ∀t ≥ t0, d(·) ∈MD

The latter estimate in conjunction with the result of Proposition 2.5 implies that
0 ∈ �n is RGAS with respect to (1.1). The proof is complete.
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4. The nonuniform in time ISS property for time-varying systems. The
results of the previous section enable us to characterize the nonuniform in time notion
of ISS in terms of Lyapunov functions. We first introduce the notion of (nonuniform
in time) ISS, as an extension of the notion of uniform in time ISS as presented in
[36, 37]. In [16] we establish further equivalent descriptions of nonuniform in time ISS
that constitute extensions of Sontag’s ISS.

Definition 4.1. Consider the system

ẋ = f(t, x, u),
(4.1)

x ∈ �n, u ∈ �m, t ≥ 0,

where f(t, x, u) is measurable in t ≥ 0 for all (x, u) ∈ �n×�m and is locally Lipschitz
with respect to (x, u) with f(·, 0, 0) = 0; denote x(t) = x(t, t0, x0;u) its solution at
time t that corresponds to some input u ∈ L∞

loc, initiated from x0 at time t0. Let
γ(t, s) : (�+)2 → �+ be a C0 function, which is locally Lipschitz in s, such that for
each fixed t ≥ 0 the map γ(t, ·) is positive definite. We say that (4.1) satisfies the
weak (nonuniform in time) input-to-state stability property (wISS) from the input u
with gain γ(·) if each solution of (4.1) exists for all t ≥ t0 and satisfies properties P1
and P2 of Definition 2.1 provided that

|u(t)| ≤ γ(t, |x(t)|) a.e. for t ≥ t0.(4.2)

We say that (4.1) satisfies the (nonuniform in time) ISS from the input u with gain
γ(·) if it is wISS from the input u with gain γ(·) and in addition for each fixed t ≥ 0
the map γ(t, ·) is of class K∞.

As in the autonomous case (see [29, 37]) we can easily establish the following
elementary fact.

Fact 4.2. System (4.1) satisfies the nonuniform in time wISS property from the
input u with gain γ(·) if and only if 0 ∈ �n is RGAS for the system

ẋ = f(t, x, γ(t, |x|)d),
(4.3)

x ∈ �n, d ∈ B[0, 1] ⊂ �m, t ≥ 0.

The following theorem summarizes some useful equivalent descriptions of nonuni-
form in time wISS. Its proof is a direct consequence of Proposition 2.2, Lemma 3.2,
Theorem 3.1, and Fact 4.2.

Proposition 4.3. Consider the system (4.1) whose dynamics satisfy the regu-
larity assumptions of Definition 4.1, and let γ(t, s) : (�+)2 → �+ be a C0 function,
which is locally Lipschitz in s, such that for each fixed t ≥ 0 the map γ(t, ·) is positive
definite. Then the following statements are equivalent:

(i) System (4.1) satisfies the nonuniform in time wISS property from the input
with gain γ(·).

(ii) There exists a pair of functions a1, a2 of class K∞, a1 being locally Lipschitz
on (0,+∞), and a function β of class K+ such that the following property
holds:

|u(t)| ≤ γ(t, |x(t)|) a.e. for t ≥ t0 ⇒ a1(|x(t)|) ≤ exp(−t+ t0)β(t0)a2(|x0|),
(4.4) ∀t ≥ t0, x0 ∈ �n.
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(iii) There exists a C0 function U : �+ × �n → �+, which is locally Lipschitz on
�+ × (�n \ {0}) and satisfies

a1(|x|) ≤ U(t, x) ≤ β(t)a2(|x|) ∀(t, x) ∈ �+ ×�n,(4.5a)

|u(t)|≤γ(t, |x(t)|) a.e. for t ≥ t0 ⇒ U(t, x(t)) ≤ exp

(
−1
2
(t− t0)

)
U(t0, x0)

(4.5b) ∀(t0, x0) ∈ �+ ×�n and t ≥ t0

with the some a1, a2, and β as defined in (4.4).
If in addition f(·) ∈ C0(�+ × �n;�n), then the following are equivalent to
the previous statements:

(iv) There exist a C∞ function V : �+ × �n → �+ and functions ā1, ā2 ∈ K∞,
β̄ ∈ K+ such that the following hold for all (t, x, u) ∈ �+ ×�n ×�m:

ā1(|x|) ≤ V (t, x) ≤ ā2(β̄(t)|x|),(4.6a)

|u| ≤ γ(t, |x|)⇒ V̇ (t, x, u)|(4.1) ≤ −V (t, x).(4.6b)

(v) There exist a C∞ function V : �+ × �n → �+ and functions ā1, ā2 ∈ K∞,
β̄ ∈ K+, µ ∈ E and a C0 positive definite function ρ : �+ → �+ such that
the following hold for all (t, x, u) ∈ �+ ×�n ×�m:

ā1(|x|) ≤ V (t, x) ≤ ā2(β̄(t)|x|),(4.7a)

|u| ≤ γ(t, |x|)⇒ V̇ (t, x, u)|(4.1) ≤ −ρ(V (t, x)) + µ(t).(4.7b)

5. Applications to feedback stabilization. In this section we apply the con-
verse Lyapunov Theorem 3.1 in order to derive necessary and sufficient conditions for
ISS-feedback stabilization for affine in the control time-varying systems. For the gen-
eral case (1.3) we extend the Artstein–Sontag theorem by introducing the concept of
time-varying control Lyapunov function (Theorem 5.1). Among other things we estab-
lish that, even for a class of autonomous systems, it is possible to achieve nonuniform
in time ISS stabilization by smooth time-varying feedback, although an everywhere
smooth time-independent feedback exhibiting uniform in time stabilization does not
exist (Corollary 5.4).

For the special case (1.5) an extension of a well-known result concerning au-
tonomous systems (see [11, 36]) is established (Proposition 5.6). This result gener-
alizes [40, Lemma 2.3] since is based on weaker hypotheses. Its Lyapunov function
based establishment extremely simplifies the analysis made in [40].

5.1. A necessary and sufficient condition for ISS-feedback stabiliza-
tion. The following theorem is an extension of the Artstein–Sontag theorem (see,
for instance, [3, 27, 35]). We consider here the time-varying case (1.3) and in what
follows assume that the dynamics f , g are C0 and locally Lipschitz with respect to
(x, v) ∈ �n ×�l, with f(·, 0, 0) = 0.

Theorem 5.1. Consider the system (1.3) and let γ(t, s) : (�+)2 → �+ be a
function, which is C0, locally Lipschitz in s, and in such a way that for each t ≥ 0
the mapping γ(t, ·) is positive definite. Then the following statements are equivalent:

(i) There exists a C∞ function k : �+ ×�n → �m with k(t, 0) = 0 for all t ≥ 0,
in such a way that the resulting system (1.3) with u = k(t, x), namely, system
(1.4), satisfies the nonuniform in time wISS property with gain γ(·) from the
input v. It turns out that (1.4) satisfies the nonuniform in time ISS property
with gain γ(·) from the input v, provided that for each fixed t ≥ 0 the map
γ(t, ·) is of class K∞.
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(ii) There exists a C0 function k : �+ × �n → �m with k(t, 0) = 0 for all t ≥ 0,
being locally Lipschitz in x, in such a way that the resulting system (1.4)
satisfies the same property as in statement (i).

(iii) System (1.3) admits a “control Lyapunov function,” namely, there exists a
C1 function V : �+ × �n → �+, functions a1, a2 ∈ K∞, β ∈ K+, µ ∈ E,
and a C0 positive definite function ρ : �+ → �+, such that

a1(|x|) ≤ V (t, x) ≤ a2(β(t)|x|),(5.1a)

∂V

∂x
(t, x)g(t, x) = 0, |v| ≤ γ(t, |x|)

(5.1b)

⇒ ∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x, v) ≤ −ρ(V (t, x)) + µ(t).

Proof. The implication (i) ⇒ (ii) is obvious. We establish implication (ii) ⇒
(iii). Suppose that there exists a map k(·), as in statement (ii) of the theorem, such
that system (1.4) satisfies the wISS property with gain γ(·). By recalling (iv) of
Proposition 4.3, there exists a C∞ function V : �+ × �n → �+ in such a way that
(5.1a) holds and

|v| ≤ γ(t, x)⇒ ∂V

∂t
(t, x) +

∂V

∂x
(t, x)(f(t, x, v) + g(t, x)k(t, x)) ≤ −V (t, x).(5.2)

The latter implies (5.1b) with µ(t) ≡ 0 ∈ E and ρ(s) = s. We next establish (iii)
⇒ (i). Consider the functions a1, a2, β, V , and µ as defined in (5.1a), (5.1b) and
without any loss of generality assume

µ(t) > 0 ∀t ≥ 0.(5.3)

Notice, by virtue of (5.1a), that

∂V

∂t
(t, 0) = 0,

∂V

∂x
(t, 0) = 0.(5.4)

Condition (5.1b) in conjunction with (5.3) and (5.4) enables us to build by standard
partition of unity arguments a C∞ map k : �+×�n → �m with k(·, 0) = 0 such that

∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x, v) +

∂V

∂x
(t, x)g(t, x)k(t, x) ≤ −ρ(V (t, x)) + µ(t)

(5.5) ∀(t, x) ∈ �+ ×�n, |v| ≤ γ(t, |x|).
Define v = γ(t, |x|)d, where d(·) ∈ A := MB[0,1]. Then using (5.5) it follows that for
the solution x(t, t0, x0; d) of the system ẋ = f(t, x, γ(t, |x|)d) + g(t, x)k(t, x) it holds
that ẏd(t) ≤ −ρ(yd(t))+µ(t) for all t ≥ t0, where yd(t) := V (t, x(t, t0, x0; d)). It turns
out from Lemma 3.2 that there exists a KL function σ : (�+)2 → �+ such that

V (t, x(t, t0, x0; d)) ≤ σ(M + V (t0, x0), t− t0) ∀t ≥ t0, d(·) ∈MB[0,1],

where M :=
∫
�+ µ(t)dt, and thus by virtue of (5.1a)

|x(t, t0, x0; d)| ≤ a−1
1 (σ(M + a2(β(t0)|x0|), t− t0)) ∀t ≥ t0, d(·) ∈MB[0,1],

(5.6)

for any initial (t0, x0). Inequality (5.6) in conjunction with Proposition 2.5 implies
that 0 ∈ �n is RGAS with respect to (1.4). The desired wISS property for system
(1.4) is a consequence of Fact 4.2.



956 I. KARAFYLLIS AND J. TSINIAS

The next proposition establishes the existence of an explicit formula of a feedback
law exhibiting ISS stabilization for system (1.3).

Proposition 5.2. Consider the system (1.3) and suppose that statement (iii) of
Theorem 5.1 is fulfilled for some positive function µ ∈ E, certain V : �+×�n → �+ of
class C2(�+×�n), and some positive definite, locally Lipschitz function ρ : �+ → �+.
Let θ : � → �+ be any C∞ nondecreasing map with

θ(s)




= 0, s ≤ 0,
< 1, s < 1,
= 1, s ≥ 1,

(5.7)

and let

ζ(t, x) :=

∣∣∣∣∂V∂t (t, x) + max
|v|≤γ(t,|x|)

∂V

∂x
(t, x)f(t, x, v) + ρ(V (t, x))

∣∣∣∣ ,(5.8a)

W (t, x) :=
∂V

∂t
(t, x) + max

|v|≤γ(t,|x|)
∂V

∂x
(t, x)f(t, x, v) +

1

2
ρ(V (t, x))− µ(t).(5.8b)

Then the feedback law

k(t, x) := −



(
∂V
∂x (t, x)g(t, x)

)T
1− θ

(
W (t,x)
µ(t)

)
+
∣∣∂V
∂x (t, x)g(t, x)

∣∣2

 ζ(t, x),(5.9)

which is everywhere continuous and locally Lipschitz with respect to x and satisfies
k(·, 0) = 0, exhibits wISS stabilization for (1.4) with gain γ(·) from the input v.

Proof. From (5.1b) and definition (5.8b) of W (·) it follows that
∂V

∂x
(t, x)g(t, x) = 0⇒W (t, x) ≤ 0,(5.10a)

W (t, x)≤µ(t)⇒ ∂V

∂t
(t, x)+ max

|v|≤γ(t,|x|)
∂V

∂x
(t, x)f(t, x, v)≤−1

2
ρ(V (t, x)) + 2µ(t).(5.10b)

Notice that k is well defined for all (t, x), since the denominator in (5.9) is strictly

positive for all (t, x) ∈ �+×�n, and is of class C0(�+×�n). Indeed, θ(W (t,x)
µ(t)

) ≤ 1 for

all (t, x) ∈ �+ ×�n, and suppose that θ
(W (t,x)

µ(t)

)
= 1 for certain (t, x) ∈ �+ ×�n. It

then follows from (5.7) thatW (t, x) ≥ µ(t), and thus by virtue of (5.8a) ∂V
∂x (t, x)g(t, x)

is nonzero. Furthermore, according to regularity assumptions made for V (·), f(·),
γ(·), g(·), and ρ(·), the map k(t, x) as defined by (5.9) is C0 on �+ × �n and locally
Lipschitz with respect to x ∈ �n, with k(t, 0) = 0 for all t ≥ 0. We next estimate
the derivative V̇ (·) of V (·) along the trajectories of the solutions of the closed-loop
system (1.4). We find

V̇ (t, x) :=
∂V

∂t
(t, x) + max

|v|≤γ(t,|x|)
∂V

∂x
(t, x)f(t, x, v) +

∂V

∂x
(t, x)g(t, x)k(t, x)

(5.11)

≤ −1
2
ρ(V (t, x)) + 2µ(t).

Indeed, for those t, x for which W (t, x) ≤ µ(t), we have by taking into account (5.9)
and (5.10b) that

∂V

∂t
(t, x) + max

|v|≤γ(t,|x|)
∂V

∂x
(t, x)f(t, x, v) ≤ −1

2
ρ(V (t, x)) + 2µ(t),

∂V

∂x
(t, x)g(t, x)k(t, x) ≤ 0,



CONVERSE LYAPUNOV THEOREM FOR NONUNIFORM GAS 957

which implies (5.11). On the other hand, for those t, x for which W (t, x) ≥ µ(t), it
follows from (5.7), (5.9), and (5.10a) that

∂V

∂x
(t, x)g(t, x) �= 0,

∂V

∂x
(t, x)g(t, x)k(t, x) = −ζ(t, x),

and thus by taking into account definition (5.8a) of ζ(·) it follows that

V̇ (t, x) ≤ −ρ(V (t, x)) ≤ −1
2
ρ(V (t, x)) + 2µ(t).

This establishes (5.11). We complete the proof by applying Lemma 3.2 as exactly
done in the proof of Theorem 5.1.

We next specialize the result of Theorem 5.1 to the following case of time-varying
systems:

ẋ = f(t, x) + g(t, x)u,
(5.12)

x ∈ �n, u ∈ �m, t ≥ 0,

where the mappings f , g are C0 and locally Lipschitz with respect to x with f(t, 0) = 0
for all t ≥ 0.

Corollary 5.3. The following statements are equivalent:
(i) There exist a C1 function V : �+ × �n → �+, functions a1, a2 ∈ K∞,

β ∈ K+, µ ∈ E, and a C0 positive definite map ρ : �+ → �+, such that for
all (t, x) ∈ �+ ×�n

a1(|x|) ≤ V (t, x) ≤ a2(β(t)|x|),(5.13a)

∂V

∂x
(t, x)g(t, x)=0⇒ ∂V

∂t
(t, x) +

∂V

∂x
(t, x)f(t, x)≤−ρ(V (t, x)) + µ(t).(5.13b)

(ii) There exists a C∞ function k : �+ ×�n → �m with k(t, 0) = 0 for all t ≥ 0,
such that 0 ∈ �n is GAS for the system

ẋ = f(t, x) + g(t, x)k(t, x).

(iii) For every C0 function γ(t, s) : (�+)2 → �+, being locally Lipschitz in s and
such that, for each t ≥ 0, γ(t, ·) is positive definite, there exists a C∞ function
k̃ : �+×�n → �m with k̃(t, 0) = 0 for all t ≥ 0, in such a way that the system

ẋ = f(t, x) + g(t, x)
(
k̃(t, x) + v

)
satisfies the wISS property with gain γ(·) from the input v ∈ �m.

Proof. Equivalence between (i) and (ii) is an immediate consequence of Theo-
rem 5.1. In order to establish (i) ⇔ (iii) consider the system

ẋ = f̃(t, x, v) + g(t, x)u,(5.14)

where f̃(t, x, v) := f(t, x)+g(t, x)v, which has the form (1.3). The equivalence between
(i) and (iii) follows directly from Theorem 5.1 and the obvious consequence of (5.14):

∂V

∂x
(t, x)g(t, x)= 0, |v| ≤ γ(t, |x|)⇒ ∂V

∂t
(t, x)+

∂V

∂x
(t, x)f̃(t, x, v) ≤ −ρ(V (t, x))+µ(t).

The rest part of proof is straightforward and is left to the reader.
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Corollary 5.4. Consider the system

ẋ = f(x) + g(x)u,
(5.15)

x ∈ �n, u ∈ �,

where f and g are locally Lipschitz with f(0) = 0, and suppose that (5.15) is globally
uniformly asymptotically stabilized at the origin by means of a C0 static feedback
u = k(x) with k(0) = 0. Then for every C0 function γ(t, s) : (�+)2 → �+, being
locally Lipschitz in s and such that, for each t ≥ 0, γ(t, ·) is positive definite, there
exists a C∞ time-varying feedback law u = k(t, x) with k(·, 0) = 0 such that the system

ẋ = f(x) + g(x)(k(t, x) + u)

satisfies the wISS property with gain γ(·) from the input u ∈ �.
Proof. Using Kurzweil’s converse Lyapunov theorem in [19] we may find a C1 ra-

dially unbounded, positive definite function V : �n → �+ that satisfies ∂V
∂x (x)(f(x)+

g(x)k0(x)) < 0 for x �= 0. It then follows that

∂V

∂x
(x)g(x) = 0⇒ ∂V

∂x
(x)f(x) ≤ −ρ(V (x)) + µ(t)(5.16)

for a certain C0 positive definite function ρ : �+ → �+ and for arbitrary µ ∈ E. The
rest of the proof is straightforward consequence of (5.16) and Corollary 5.3 (implica-
tion (i) ⇒ (iii)).

Example 5.5. Consider the affine in the control system

ẋ = x+ y3,

ẏ = u,(5.17)

(x, y) ∈ �2, u ∈ �.

It is known that there is no C1 static feedback exhibiting uniform in time asymptotic
stabilization at the origin for (5.17). However, a C0 static feedback law exhibiting
global uniform in time asymptotic stability exists, and several approaches can be
used to obtain such a feedback. Alternatively, we may apply Corollary 5.3 to estab-
lish existence of a locally Lipschitz time-varying feedback k(t, x, y) that guarantees
nonuniform in time ISS for any given gain function γ(·) for the resulting system:

ẋ = x+ y3,

ẏ = k(t, x, y) + u,(5.18)

(x, y) ∈ �2, u ∈ �,

with u as input. We may also use Proposition 5.2 to determine an explicit formula for
a stabilizing feedback. Indeed, let f(t, x, y) = (x+ y3, 0), g(t, x, y) = (0, 1) and define

V (t, x, y) := 2 exp(2t)x2 + (y + exp(t)x)
2
.(5.19)

A simple calculation shows that

∂V

∂y
(t, x, y) = 0⇔ y = − exp(t)x.(5.20)
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For those (t, x, y) for which (5.20) holds we have V (t, x, y) = 2 exp(2t)x2 and thus

∂V

∂t
(t, x, y) +

∂V

∂x
(t, x, y)(x+ y3) = 8 exp(2t)x2 − 4 exp(5t)x4

= 4V (t, x, y)− exp(t)V 2(t, x, y)

≤ −1
2
V 2(t, x, y) + 4 exp(−t).

Therefore, both (5.13a) and (5.13b) are satisfied with ρ(s) = 1
2s

2, µ(t) = 4 exp(−t),
a1(s) :=

1
2s

2, a2(s) := 4s2, and β(t) := exp(t), and thus, according to Corollary 5.3,
for any gain function γ(t, |(x, y)|), there exists a C∞ time-varying feedback k(t, x, y)
with k(·, 0, 0) = 0 such that the ISS property with gain γ(·) is fulfilled for (5.18). Fi-
nally, we may invoke Proposition 5.2 to find an explicit formula for a locally Lipschitz
time-varying feedback. Indeed, by (5.7), (5.8), and (5.9) we find

k(t, x, y) =
−(y + exp(t)x)|16 exp(−t)D(t, x, y) + V 4(t, x, y)|

2− 2θ(D(t, x, y)− 1) + 8(y + exp(t)x)2
,

where V (·) is defined by (5.19) and

D(t, x, y) := 3 exp(3t)x2 + exp(2t)xy +
3

2
exp(3t)xy3 +

1

4
exp(2t)y4

+
1

2
exp(t)|y + exp(t)x|γ(t, |(x, y)|) + 1

16
exp(t)V 4(t, x, y).

5.2. Propagating the ISS property through integrators. In this section
we apply Proposition 4.3 in order to derive sufficient conditions for ISS feedback
stabilization for the particular class of systems (1.5), where f(·), g(·), h(·) are C0

and locally Lipschitz with respect to (x, y) with f(·, 0, 0) = 0 and g(·, 0, 0) = 0. In
addition to the regularity assumptions made for f, g, h, we further assume that there
exists an everywhere strictly positive C0 function h0 : �+ → (0,+∞), such that

h(t, x, y) ≥ h0(t) ∀(t, x, y) ∈ �+ ×�n ×�.(5.21)

As in the time-invariant case (see, for instance, [11, 36]), we impose ISS for the
subsystem (1.5a); particularly, we make the following assumptions:

(A1) There exists a C∞ function k : �+ ×�n → �, with k(·, 0) = 0, such that the
system

ẋ = f(t, x, k(t, x) + y)(5.22)

satisfies the nonuniform in time ISS property from the input y. Specifically,
assume that there exist functions a1, a2 of class K∞, with a1 being a locally
Lipschitz function; a function β of class K+; and a C0 function γ(t, s) :
(�+)2 → �+, which is locally Lipschitz in s and for each fixed t ≥ 0 the map
γ(t, ·) is of class K∞, in such a way that the following holds:

|y(t)| ≤ γ(t, |x(t)|) a.e. for t ≥ t0 ⇒ a1(|x(t)|) ≤ exp(−t+ t0)β(t0)a2(|x0|),
(5.23)

where x(t) := x(t, t0, x0; y) denotes the trajectory of (5.22) with input y.
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(A2) For the function k(·) above we make the following additional hypothesis.
There exists a function E : (�+)2 → �+, with E(·, 0) = 0, being nondecreas-
ing in s for each fixed t ≥ 0 in such a way that

|k(t, x)| ≤ E(t, |x|) ∀(t, x) ∈ �+ ×�n,(5.24a)

lim
t→+∞E

(
t, a−1

1

(
c exp

(
−1
2
t

)))
= 0 ∀c ≥ 0.(5.24b)

(A3) There exist constants R > 0, m ≥ 1 and a C0 function M : �+ → (0,+∞)
such that

a2(s) ≤ Rs2m for s near zero,(5.25a)

M(t)sm ≤ γ(t, s) ∀t ≥ 0, s near zero.(5.25b)

The following proposition generalizes a well-known result concerning ISS-feedback
stabilization for autonomous systems under the presence of uniform in time ISS (see,
for instance, [36]). It also constitutes an extension of the main result in [40] under
the presence of “exponential,” nonuniform in time ISS.

Proposition 5.6. Under (A1), (A2), and (A3), for any gain function γ̄(t, s) :
(�+)2 → �+ with the same properties as γ there exists an everywhere C∞ function
k̄ : �+ × � → �, with k̄(t, 0) = 0 for all t ≥ 0, such that system (1.5) with u :=
k̄(t, y−k(t, x))+u satisfies the nonuniform in time ISS property with gain γ̄ from the
input u.

Proof. The proof is based on the Lyapunov characterization of wISS (Propo-
sition 4.3). The corresponding analysis is similar to that employed in [38, 39] and
extremely simplifies the approach in [40], where ISS stabilization is exhibited under
stricter assumptions. We proceed as follows. Our hypothesis (A1) guarantees, ac-
cording to Proposition 4.3(iii), the existence of a C0 function U : �+ × �n → �+,
which is locally Lipschitz on �+ × (�n \ {0}), such that

a1(|x|) ≤ U(t, x) ≤ β(t)a2(|x|) ∀(t, x) ∈ �+ ×�n,(5.26a)

|y(t)− k(t, x(t))| ≤ γ(t, |x(t)|) a.e. for t ≥ t0
(5.26b)

⇒ U(t, x(t)) ≤ exp

(
−1
2
(t− t0)

)
U(t0, x0) ∀(t0, x0)∈�+ ×�n and t ≥ t0,

where (x(t), y(t)) denotes the trajectory of the closed-loop system (1.5) with u :=
k̄(t, y − k(t, x)) + u. Let us denote by γ−1(t, s) the inverse function of γ(t, s) with
respect to s; i.e., γ−1(·) satisfies

γ
(
t, γ−1(t, s)

)
= γ−1(t, γ(t, s)) = s ∀(t, s) ∈ �+ ×�+.

Clearly, γ−1(t, s) is C0 and for each fixed t ≥ 0 the mapping γ−1(t, ·) is of class K∞ as
well. By Lemma 2.3, a pair of functions a ∈ K∞∩C∞((0,+∞)) and κ ∈ K+∩C∞(�+)
can be found in such a way that

β(t)a2

(
γ−1(t, s)

) ≤ a(κ(t)s) ∀(t, s) ∈ �+ ×�+.(5.27)

We define

W (t, s) := a(κ(t)s).(5.28)
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Notice that, according to (A3), the function W (·) can be constructed in such a way
that, in addition to (5.27), the following holds:

W (t, s) = M̄(t)s2, t ≥ 0, s near zero,(5.29)

for a certain function M̄(·) of classK+∩C∞(�+). Therefore without loss of generality
we may assume that W (·) as defined by (5.28) is of class C∞(�+×�;�+). It follows
by (5.26a) and (5.27) that

W (t, |y − k(t, x)|) ≤ U(t, x)⇒ |y − k(t, x)| ≤ γ(t, |x|),(5.30a)

U(t, x) ≤W (t, |y − k(t, x)|)⇒ |x| ≤ a−1
1 (W (t, |y − k(t, x)|)).(5.30b)

Next define

S1 := {(t, x, y) ∈ �+ ×�n ×� :W (t, |y − k(t, x)|) ≤ U(t, x)},
(5.31)

S2 := (�+ ×�n ×�) \ S1,

Φ(t, x, y) :=

{
U(t, x), (t, x, y) ∈ S1,
W (t, |y − k(t, x)|), (t, x, y) ∈ S2.

(5.32)

From (5.27), (5.28), (5.31), and definition (5.32) of Φ, it follows that Φ is C0 and
satisfies

ā1(|(x, y − k(t, x))|) ≤ Φ(t, x, y) ≤ β̄(t)ā2(|(x, y − k(t, x))|)(5.33)

∀(t, x, y) ∈ �+ ×�n ×�

for certain ā1, ā2 ∈ K∞ and β̄ ∈ K+. By taking into account (5.21) and (5.29) and
applying standard partition of unity arguments, it follows that for every gain γ̄ with
the same properties as γ, a C∞(�+ ×�n) function k̄(t, z) can be determined in such
a way that k̄(t, 0) = 0 for all t ≥ 0, and furthermore, for every (t, z) ∈ �+× (�\{0}),
the following holds:

∂W

∂t
(t, |z|) + ∂W

∂s
(t, |z|)sgn(z)

(
g(t, x, k(t, x) + z) + h(t, x, k(t, x) + z)

(
k̄(t, z) + u

)
−∂k
∂t

(t, x)− ∂k

∂x
(t, x)f(t, x, k(t, x) + z)

)
(5.34)

≤ −1
2
W (t, |z|) + exp(−t) ∀|u| ≤ γ̄(t, |(x, k(t, x) + z)|), |x| ≤ a−1

1 (W (t, |z|)).

We are now in a position to establish the ISS property for the resulting system

ẋ = f(t, x, y),
(5.35)

ẏ = g(t, x, y) + h(t, x, y)k̄(t, y − k(t, x)) + h(t, x, y)u.

Particularly, we show that, if (x(t), y(t)) denotes the trajectory of (5.35) initiated
from (x0, y0) at time t0 with input v ∈ L∞

loc, then the following holds:

|u(t)| ≤ γ̄(t, |(x(t), y(t))|) a.e. for t ≥ t0
(5.36)

⇒ Φ(t, x(t), y(t)) ≤ exp

(
−1
2
(t− t0)

)
(Φ(t0, x0, y0) + 2).
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Indeed, by taking into account (5.26b), (5.30a), (5.31), and (5.32) it follows that

Φ(t, x(t), y(t)) = U(t, x(t)) ≤ exp

(
−1
2
(t− t0)

)
U(t0, x(t0))

≤ exp

(
−1
2
(t− t0)

)
Φ(t0, x(t0), y(t0))(5.37a)

for the case (t, x(t), y(t)) ∈ S1, t ≥ t0,

whereas, by virtue of (5.30b), (5.31), (5.32), and (5.34) we obtain

Φ(t, x(t), y(t)) =W (t, |y(t)− k(t, x(t))|)
≤ exp

(
−1
2
(t− t0)

)(
W (t0, |y(t0)− k(t0, x(t0))|)

+

∫ t

t0

exp

(
−1
2
(τ + t0)

)
dτ

)
(5.37b)

≤ exp

(
−1
2
(t− t0)

)(
Φ(t0, x(t0), y(t0)) +

∫ t

t0

exp

(
−1
2
(τ + t0)

)
dτ

)
for the case (t, x(t), y(t)) ∈ S2, t ≥ t0.

Combining both cases (5.37a), (5.37b) above and exploiting continuity of Φ, we get
(5.36). It turns out by taking into account (5.24a), (5.26a), (5.28), (5.32), and (5.33)
that

|u(t)| ≤ γ̄(t, |(x(t), y(t))|) a.e. for t ≥ t0 ⇒ a1(|x(t)|) ≤ D(t, t0, |(x0, y0)|),(5.38)

|u(t)| ≤ γ̄(t, |(x(t), y(t))|) a.e. for t ≥ t0 ⇒ a(|y − k(t, x)|) ≤ D(t, t0, |(x0, y0)|),(5.39)

where D(t, t0, s) := exp(− 1
2 (t− t0))(1+ β̄(t0)ā2(s+E(t0, s))). It follows from (5.24a),

(5.38), and (5.39) that

|u(t)| ≤ γ̄(t, |(x(t), y(t))|) a.e. for t ≥ t0

⇒ |y(t)| ≤ E(t, a−1
1 (D(t, t0, |(x0, y0)|))) + a−1(D(t, t0, |(x0, y0)|)),

which by virtue of (5.24b), (5.38), and (5.39) guarantee the ISS property for (5.35)
with gain γ̄ from the input u.

Conditions (A1), (A2), and (A3) do not in general guarantee that the feedback
stabilizer k̄(·) satisfies the same property (A2) imposed for the original feedback k(·).
This is a drawback for the achievement of ISS partial-state feedback stabilization for
higher dimensional triangular time-varying systems by applying backstepping design.
Therefore, some additional conditions should be imposed for the original subsystem
(1.5a) and the map k(·) in order to propagate (A2) to the new feedback k̄(·), like
those imposed in [40]. For instance, in [40] it was assumed that (1.5a) satisfies an
exponential type of ISS from the input y and the dynamics have polynomial structure
with respect to (t, x). Further generalizations of Proposition 5.6, as well as conditions
weaker than those imposed in [40], which enable us to construct a smooth feedback
with the same properties as k(·), are presented in [15]. We limited ourselves instead,
to the case examined in [40], by re-establishing ISS stabilization for (1.5) by means
of a smooth feedback k̄(·) for which (A2) holds. We next show that the main result
in [40] is a straightforward consequence of Proposition 5.6.

Proposition 5.7. Consider the system (1.5) with h(t, x, y) ≡ 1, and in addition
to the regularity properties for f , g, k, γ imposed in Proposition 5.6, we assume that
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there exists a function r of class Π (see “Notations” for the definition of class Π) and
constants a, K > 0 such that

|f(t, x, y)|+ |g(t, x, y)| ≤ (1 + t)ar(|(x, y)|),(5.40a)

|k(t, x)|+
∣∣∣∣∂k∂t (t, x)

∣∣∣∣ ≤ (1 + t)ar(|x|),(5.40b) ∣∣∣∣∂k∂x (t, x)
∣∣∣∣ ≤ (1 + t)a(1 + r(|x|)),(5.40c)

1

K(1 + t)a
s ≤ γ(t, s) ≤ (1 + t)ar(s).(5.40d)

Moreover, assume that subsystem (1.5a) satisfies assumption (A1) with a1(s)= a2(s)=
s2 and β(t) =M(1+ t)a for some constant M > 0. Then for any Γ(·) ∈ Π there exist
a function r̄ ∈ Π, constants ā ≥ a and M̄ ≥M , and a feedback k̄(·) as in statement of
Proposition 5.6 such that property (A1) holds for (1.5) with u := u+ k̄(t, y − k(t, x)),
γ := Γ, and some a1(·), a2(·), and β̄(t) = M̄(1 + t)ā, as well as inequalities (5.40a),
(5.40b), (5.40c), (5.40d), are fulfilled with k̄(t, y − k(t, x)), Γ, (x, y), ā, and r̄ instead
of k(t, x), γ, x, a, and r, respectively.

Proof (outline). It can be easily verified that all hypotheses (A1), (A2), and (A3)
of Proposition 5.6 are fulfilled for (1.5). Particularly, (A2) holds as a consequence
of (5.40b) and the fact that r ∈ Π. In order to establish our statement we proceed
exactly as in the proof of Proposition 5.6. In our case we may use

W (t, s) = C(1 + t)3as2(5.41)

for some constant C > 0 (the constant a is defined in (5.40)) and we can find a
polynomial R ∈ Π of the form R(s) = R0(s + sl) for R0 > 0 and l being an odd
positive integer and a constant θ ≥ a such that (5.34) is fulfilled with

k̄(t, y) := −(1 + t)θR(y)(5.42)

and with W (·) as given by (5.41). The rest of the proof is the same as that given in
proof of Proposition 5.6. Finally, it is immediate to see that, according to definition
(5.42), the feedback k̄(·) satisfies the same properties as those imposed for k(·); hence,
it turns out that (A2) holds for the map k̄(·).

We may use the result of Proposition 5.7 and apply the induction procedure in or-
der to re-establish Theorem 2.4 in [40], concerning partial-state feedback stabilization
for a class of triangular systems.

Corollary 5.8. Consider the system

ẋ = f(t, x, y),(5.43a)

ẏi = gi(t, x, y1, . . . , yi) + yi+1, i = 1, . . . ,m,
(5.43b)

x ∈ �n, y = (y1, . . . , ym)
T ∈ �m, t ≥ 0, u = ym+1 ∈ �,

where f , gi are C
0 everywhere and locally Lipschitz with respect to (x, y) with f(t, 0, 0)

= 0, gi(t, 0, . . . , 0) = 0 for i = 1, . . . ,m and for all t ≥ 0. Suppose that there exists a
function r of class Π and a constant a > 0 such that

|f(t, x, y)| ≤ (1 + t)ar(|(x, y)|),(5.44a)

|gi(t, x, y1, . . . , yi)| ≤ (1 + t)ar(|(x, y1, . . . , yi)|).(5.44b)
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Moreover, assume that subsystem (5.43a) satisfies assumption (A1) with k ≡ 0,
a1(s) = a2(s) = s2, and β(t) = M(1 + t)a for some constant M > 0 and gain
γ(t, s), which is C0 on �+ ×�+ and locally Lipschitz with respect to s ≥ 0 and satis-
fies γ(t, ·) ∈ K∞ for all t ≥ 0, in such a way that the following holds for some constant
K > 0:

1

K(1 + t)a
s ≤ γ(t, s) ≤ (1 + t)ar(s).(5.44c)

Then for any Γ(·) ∈ Π there exists a C∞ feedback law u = k̄(t, y1, . . . , ym) such that
system (5.43) with u := k̄(t, y) + u satisfies the ISS property with gain Γ from the
input u.

6. Conclusions. We have provided equivalent characterizations for the concept
of robust global asymptotic stability (RGAS) for time-varying systems. Lyapunov
characterizations for this concept as well as for the concept of nonuniform in time
input-to-state stability (ISS) are given. Moreover, we have provided necessary and
sufficient conditions for nonuniform in time ISS stabilization of affine in the control
systems by means of a smooth time-varying feedback. An explicit formula for the time-
varying feedback stabilizer is also presented. The problem of partial-state nonuniform
in time ISS-feedback stabilization for triangular systems is considered.
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Abstract. Suppose that {λn} is the set of zeros of a sine-type generating function of the
exponential system {eiλnt} in L2(0, T ) and is separated. Levin and Golovin’s classical theorem
claims that {eiλnt} forms a Riesz basis for L2(0, T ). In this article, we relate this result with Riesz
basis generation of eigenvectors of the system operator of the linear time-invariant evolution equation
in Hilbert spaces through its spectrum. A practically favorable necessary and sufficient condition for
the separability of zeros of function of sine type is derived. The result is applied to get Riesz basis
generation of a coupled string equation with joint dissipative feedback control.
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1. Introduction. In a Hilbert space, the most important bases are orthonormal
bases. Second in importance are Riesz bases that are bases equivalent to some or-
thonormal basis. Riesz basis is studied in the context of stabilization of linear infinite
dimensional system ẋ(t) = Ax(t), in some Hilbert space H, where A is the generator
of a C0-semigroup on H. The system is called a Riesz spectral system [2] if there is
a set of eigenvectors of A, which forms a Riesz basis for H. For this kind of system,
not only the stability of system is usually determined by the spectrum of the system
operator A, which is referred to as the spectrum-determined growth condition, but
also the dynamic of the system can be described by eigenpairs under expansion of
nonharmonic Fourier series. Riesz basis is also the basis of the so-called method of
moment, a powerful method in the study of controllability of hyperbolic systems [19],
[1]. A nice recent result on the relation of exact controllability and Riesz basis can be
found in [9].

Recently, some progress has been made for the Riesz basis generation of single
beam equations under boundary feedback controls [3], [4] and coupled beams under
joint dissipative feedback controls [5]. The basic idea is to show that the generalized
eigenfunctions of the closed-loop system is quadratically close to that of the free
system. This is actually an application of Bari’s classical theorem that if {φn}∞1 is a
Riesz basis for a Hilbert space H and another ω-linearly independent sequence {ψn}∞1
of H satisfying

∞∑
n=1

‖ψn − φn‖2 <∞,(1)
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then {ψn}∞1 also forms a Riesz basis itself. The success of this approach to beam
equations is attributed to their higher order of eigenfrequencies. In this sense, we can
roughly say that the closed-loop system is a “perturbed” system of the free counter-
part. In other words, the boundary feedback previously studied for beam equations
are “low order” perturbations of the corresponding free systems. Recently, this idea
was generally developed for the second order hyperbolic systems with collocated ac-
tuator/sensor by [6]. For string equations, however, this is not the case in general.
A simple example is the following one dimensional wave equation with boundary
feedback control:{

ytt(x, t)− yxx(x, t) = 0, 0 < x < 1, t > 0,
y(0, t) = 0, yx(1, t) = u(t), u(t) = −kyt(1, t).(2)

When k �= 1, system (2) is a Riesz spectral system. However, the eigenfunctions of
this system are never quadratically close to that of the free system (k = 0 in (2)) (see,
e.g., [18]). By this reason, we may say that this closed-loop system possesses the same
order as the associated free system. Moreover, in some special case such as k = 1 in
(2), the system is never a Riesz spectral system.

This special property results in many different approaches to deal with Riesz basis
generation for string equations. The basic approach is to estimate eigenvalues and
eigenfunctions and then find some invertible transformation to transform the set of
eigenfunctions to be an orthonormal basis. We refer to [20], [21] as well as many
references therein. Mathematically, the general Riesz basis theory is developed in the
context of nonharmonic Fourier series, which originated from the works of Paley and
Wiener [16] and was developed later by many former Soviet mathematicians. Earlier
results are summarized in [24], [15]. A nice summary of the later development can be
found in [1]. Among them, a powerful concept—the so-called function of sine type—
was introduced by Levin [10]. The main result due to Levin and Golovin says that if
{λn} is the set of zeros of a sine-type generating function of the exponential system
{eiλnt} in L2(0, T ) and is separated, then {eiλnt} forms a Riesz basis for L2(0, T ).

In this paper, we first relate Levin and Golovin’s theorem (generally, Pavlov’s
theorem) with Riesz basis generation of eigenvectors of the system operator of the
time-invariant evolution equation in Hilbert spaces through its spectrum. A remark-
able characterization condition is obtained for the separability of zeros of functions of
sine type, which is considered practically a hard problem in many applications. The
result is then applied to study the Riesz basis property of a coupled string equation
jointed by a span dissipative feedback control.

The organization of this paper is as follows: in the next section, we shall first
introduce some basic facts about functions of sine type. The main results and some
remarks are presented. The proofs of main results are given in section 3. Finally,
in section 4, we will check how our string system satisfies the sufficient condition
obtained in this article—to be a Riesz spectral system in the energy Hilbert space.

2. Basic notation and main results. To begin with, let us recall some basic
facts about functions of sine type. An entire function f(z) is said to be of exponential
type if the inequality

| f(z) |≤ AeB|z|(3)

holds for some positive constants A and B and all complex values of z. The smallest
of constants B is said to be the exponential type of f(z). For the exponential-type
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function f , define a 2π-periodic function on R by the equality

hf (φ) = lim
r→∞ sup

1

r
log |f(reiφ)|(4)

as a growth indicator of f . The indicator diagram of f is a convex set Gf such that

hf (φ) = sup
k∈Gf

Re(ke−iφ).(5)

Furthermore, the entire function f of exponential type is said to be a function of the
Cartwright class if ∫

R

max{log |f |, 0}
1 + x2

dx <∞.(6)

In particular, the function f of exponential type satisfying the condition∫
R

|f(x)|2
1 + x2

dx <∞(7)

belongs to the Cartwright class. The indicator diagram of a Cartwright class function
is an interval [iα, iβ], α ≤ β, of the imaginary axis. Its length is the width of the
indicator diagram [1, pp. 59–60].

An entire function of exponential type with simple zeros {λn} and with the
width of the indicator diagram T is called a generating function of exponential family
{eiλnt}∞1 in L2(0, T ) [1, p. 101]. The following theorem on the basis property of the
exponential family {eiλnt} was obtained by Pavlov [17]. (See also Proposition II.3.17
and Theorem II.4.8 of [1].)

Theorem 1 (Pavlov). Let Λ := {λn}∞1 be a countable set of the complex numbers.
The family {eiλnt}∞1 forms a Riesz basis for L2(0, T ) if and only if the following
conditions are satisfied:

(i) the sequence {λn}∞1 lies in a strip parallel to the real axis:

sup
n≥1
|Imλn| <∞;(8)

(ii) {λn}∞1 is separated in the sense that

δ(Λ) := inf
n 	=m

| λn − λm |> 0;(9)

(iii) the generating function of the family {eiλnt} on the interval (0, T ) satisfies
the Muckenhoupt condition

sup
I∈J

{
1

|I|2
∫
I

|f(x+ ih)|2dx
∫
I

|f(x+ ih)|−2dx

}
<∞(10)

for some h ∈ R, where J is the set of all intervals of the real axis.
According to Definition II.1.27 of [1], an entire function of exponential type is

said to be of sine type if
(a) the zeros of f lie in a strip {z ∈ C||Imz| ≤ H} for some H > 0;
(b) there exist h ∈ R and positive constants c1, c2 such that c1 ≤ |f(x+ ih)| ≤ c2

for all x ∈ R.
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It is seen that if the generation function f of {eiλnt}∞1 is of sine type, conditions
(i) and (iii) of Theorem 1 are always satisfied. In this case, Theorem 1 will reduce to
Levin and Golovin’s well-known theorem (Proposition II.4.3 of [1]).

In order to apply Pavlov’s theorem to get Riesz basis generation of general linear
systems in Hilbert spaces, we need to relate eigenvectors of the system operator with
the exponential system through its spectrum. Our main result on this point is stated
as Theorem 2 below.

Let us recall that for a closed linear operator A in a Hilbert space H, a nonzero
x ∈ H is called a generalized eigenvector of A, corresponding to an eigenvalue λ of
A, if there is a positive integer n such that (λ − A)nx = 0. The root subspace of A
corresponding to λ is given by

Hλ = {x | ∃n such that (λ−A)nx = 0}.
The dimension mλ of Hλ is called the algebraic multiplicity of λ. When mλ = 1, we
say that λ is algebraically simple. Let Sp(A), the so-called root subspace of A, be the
closed subspace spanned by all generalized eigenvectors of A.

Theorem 2. Suppose that a linear (usually unbounded) operator A generates
a C0-semigroup e

At on a separable Hilbert space H. Assume that A is a discrete
operator (that is, (λ−A)−1 is compact for some λ ∈ ρ(A)) with eigenvalues {λn}∞1 .
Suppose that

(a) each eigenvalue λn is algebraically simple;
(b) Sp(A) = Sp(A∗) = H;
(c) {eλnt}∞1 forms a Riesz basis for L2(0, T ) for some T > 0;

then there is a set of eigenvectors of A corresponding to {λn}, which forms a Riesz
basis for H.

Remark 1. Naturally, one expects that the converse of Theorem 2 is also true,
that is, if there is a set of eigenvectors of A that forms a Riesz basis for H, {eλnt}∞1
forms a Riesz basis for L2(0, T ) for some T > 0. Unfortunately, this is not generally
true. In fact, by Theorem 1, a necessary condition for {eλnt}∞1 to form a Riesz basis
for L2(0, T ) is that {λn} lies in a strip parallel to the imaginary axis.

By Theorem 2, in order to check whether the system ẋ(t) = Ax(t) in the Hilbert
space H is a Riesz spectral system, we need check only conditions (a)–(c). In many
applications, the spectrum of A multiplied by −i is the set of zeros of some sine-
type function, and such a function can be produced by the characteristic equation
for which the spectrum is satisfied. So, the difficulty of checking condition (c) of
Theorem 2 lies in the separability of {λn} required in Theorem 1. For this reason,
finding a characterization condition for the separability of zeros of functions of sine
type appears to be pressing. Actually, it is already known from Corollary 1 of [24]
that if f(z) is a function of sine type with simple separated zeros {λn}, then

inf
n
| f ′(λn) |> 0.(11)

Unexpectedly, we find that condition (11) also serves a sufficient condition for zeros
of f(z) to be separated. This is given in the following theorem.

Theorem 3. Let f(z) be an entire function of exponential type satisfying (3).
Suppose that f(z) is bounded on the real axis and the zeros {λn}∞1 of f(z) satisfy

sup
n
| Imλn |= h <∞, sup

n
mn <∞,

where mn is the multiplicity of λn as a zero of f(z).
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(i) If

inf
n
| f (mn)(λn) |> 0,(12)

then {λn}∞1 is separated: infn 	=m | λn − λm |> 0.
(ii) Conversely, if {λn}∞1 is separated and there is a y0 ∈ R such that

inf
x∈R

| f(x+ iy0) |> 0,(13)

then (12) holds true.
Consequently, the necessary and sufficient condition for zeros {λn} of a function

of sine type to be separated is that condition (12) holds true.
The second difficulty in applying Theorem 2 is the completeness of the root sub-

space, which is condition (b) in Theorem 2. To do this, let us recall Lemma 5 of [8]
that if A is a discrete operator, then

H = σ∞(A∗)⊕ Sp(A),

where σ∞(A∗) = {x ∈ H|R(λ,A∗)x is analytic in C} [8, Lemma 6, p. 2296]. Hence
for a discrete operator A, Sp(A) = H if and only if σ∞(A∗) = {0}.

For an H-valued entire function f(z), one can also define its order ρf as the
infimum of real number a so that

‖f(z)‖H = O(e|z|
a

) as |z| → ∞;

see [23]. We can now state our result on the completeness of the root subspace, which
is characterized by the first order resolvent operator of the adjoint operator. Here we
use order instead of type as it was used in [23] for operators with resolvent operator
being of quotient of entire functions of exponential type. The advantage is that the
order is more easily determined than type in applications (see also Theorem 2.6.2 of
[13]).

Theorem 4. Let A be the generator of a C0-semigroup in a Hilbert space H.
Assume that A is discrete (so is A∗) and for λ ∈ ρ(A∗), R(λ,A∗) is of the form

R(λ,A∗)x =
G(λ)x

F (λ)
∀x ∈ H,

where for each x ∈ H, G(λ)x is an H-valued entire function with order less than or
equal to ρ1 and F (λ) is a scalar entire function of order ρ2. Let ρ = max{ρ1, ρ2} <∞
and an integer n so that n− 1 ≤ ρ < n. If there are n+ 1 rays γj, j = 0, 1, 2, . . . , n,
on the complex plane

arg γ0 =
π

2
< arg γ1 < arg γ2 · · · < arg γn =

3π

2

with

arg γj+1 − arg γj ≤ π
n
, 0 ≤ j ≤ n− 1,

so that R(λ,A∗)x is bounded on each ray γj, 0 < j < n, as |λ| → ∞ for any x ∈ H,
then Sp(A) = Sp(A∗) = H.
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3. Proof of main results. Before proving Theorem 2, we show the following
lemma, which is a natural generalization of the well-known fact for H = C.

Lemma 1. Let H be a separable Hilbert space and {en(t)}∞1 be a Riesz basis for
L2(0, T ), T > 0. Then for any φ ∈ L2(0, T ;H) there exists a sequence {φn}∞1 ⊂ H
such that

(i)

φ(t) =

∞∑
n=1

en(t)φn,(14)

which holds in L2(0, T ;H), where φn is uniquely determined by

φn =

∫ T

0

e∗n(t)φ(t)dt(15)

and {e∗n(t)} is the biorthogonal system with respect to {en(t)} in L2(0, T ) [24, p. 28],

〈e∗n(·), em(·)〉 = δnm whenever n,m ≥ 1;

(ii) there are constants Ci > 0, i = 1, 2, such that

C1

∞∑
n=1

‖φn‖2H ≤ ‖φ‖2L2(0,T ;H) ≤ C2

∞∑
n=1

‖φn‖2H.(16)

Proof. Our proof is constructed by the following steps. First, take {ψn} as an
orthonormal basis of H. Then for almost every t ∈ [0, T ], one can expand φ ∈
L2(0, T ;H) as

φ(t) =
∞∑
n=1

〈φ(t), ψn〉Hψn, t ∈ [0, T ] a.e.,

and so

‖φ(t)‖2H =

∞∑
n=1

| 〈φ(t), ψn〉H |2 ∀t ∈ [0, T ] a.e.(17)

Second, since 〈φ(t), ψm〉H ∈ L2(0, T ) for every m ≥ 1, one can write

〈φ(t), ψm〉H =

∞∑
n=1

a(m)
n en(t) ∀m ≥ 1 in L2(0, T ),(18)

where the coefficients a
(m)
n are determined by

a(m)
n =

∫ T

0

〈φ(t), ψm〉He∗n(t)dt(19)

with the property that

C1

∞∑
n=1

| a(m)
n |2≤

∫ T

0

| 〈φ(t), ψm〉H |2 dt ≤ C2

∞∑
n=1

| a(m)
n |2(20)
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for some constants Ci > 0, i = 1, 2, which depend only on {en(t)}. Set

φn =

∞∑
m=1

a(m)
n ψm.(21)

We show that {φn} is the sequence required. Actually, (21) makes sense since by (19)
and (17)

∞∑
m=1

| a(m)
n |2≤ C

∞∑
m=1

∫ T

0

| 〈φ(t), ψm〉H |2 dt = C
∫ T

0

‖φ(t)‖2Hdt(22)

for some positive constant C > 0. Thus φn ∈ H. Furthermore, by (20) and (22)

C1

∞∑
m=1

∞∑
n=1

| a(m)
n |2≤

∞∑
m=1

∫ T

0

| 〈φ(t), ψm〉H |2 dt =
∫ T

0

‖φ(t)‖2Hdt.(23)

This, together with (21), gives

∞∑
n=1

‖φn‖2H =

∞∑
n=1

∞∑
m=1

| a(m)
n |2<∞.(24)

Furthermore, for any integer N > 1 and almost any t ∈ [0, T ], it has

∥∥∥∥∥φ(t)−
N∑
n=1

en(t)φn

∥∥∥∥∥
2

H

=

∥∥∥∥∥φ(t)−
N∑
n=1

en(t)

∞∑
m=1

a(m)
n ψm

∥∥∥∥∥
2

H

=

∥∥∥∥∥φ(t)−
∞∑
m=1

(
N∑
n=1

a(m)
n en(t)

)
ψm

∥∥∥∥∥
2

H

=

∞∑
m=1

∣∣∣∣∣〈φ(t), ψm〉 −
N∑
n=1

a(m)
n en(t)

∣∣∣∣∣
2

,

and hence there exists a C3 > 0 such that

∫ T

0

∥∥∥∥∥φ(t)−
N∑
n=1

en(t)φn

∥∥∥∥∥
2

H

dt =

∞∑
m=1

∫ T

0

∣∣∣∣∣〈φ(t), ψm〉 −
N∑
n=1

a(m)
n en(t)

∣∣∣∣∣
2

dt

≤ C3

∞∑
m=1

∞∑
n=N+1

|a(m)
n |2.

Letting N → 0, we obtain (14). Finally, by (23) and (24),

C1

∞∑
n=1

‖φn‖2H ≤
∫ T

0

‖φ(t)‖2Hdt.

By (23) and (20),

∫ T

0

‖φ(t)‖2Hdt =
∞∑
m=1

∫ T

0

| 〈φ(t), ψm〉H |2 dt ≤ C2

∞∑
m=1

∞∑
n=1

| a(m)
n |2= C2

∞∑
n=1

‖φn‖2H.

The proof is complete.
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Proof of Theorem 2. Let {xn}∞1 be eigenvectors of A corresponding to {λn},
‖xn‖ = 1 for all n ≥ 1. By assumption, {xn}∞1 is complete in H, hence there exists
a unique biorthogonal sequence {x∗n}∞1 of {xn}∞1 :

〈xn, x∗m〉 = δnm.

In order for {xn}∞1 to be a Riesz basis for H, it suffices to show that {x∗n} is also
complete in H and for any ψ ∈ H,

∞∑
n=1

| 〈ψ, x∗n〉 |2<∞,
∞∑
n=1

| 〈ψ, xn〉 |2<∞

[24, Thm. 9, p. 32]. Now, for any given ψ ∈ H, find ψm → ψ as m→∞:

ψm =

m∑
n=1

b(m)
n xn,

where b
(m)
n is constant. It is seen that

b(m)
n = 〈ψm, x∗n〉 → 〈ψ, x∗n〉 as m→∞.

The associated solution to the Cauchy problem

ẋ(t) = Ax(t), x(0) = ψm(25)

is

x(t) =
m∑
n=1

eλntb(m)
n xn.

It follows from the left inequality of (16) that

C1

m∑
n=1

|b(m)
n |2 ≤

∫ T

0

‖eAtψm‖2dt ≤ M
2

2ω
(e2ωT − 1)‖ψm‖2

for some positive constant C1, where we assume that the semigroup eAt satisfies
‖eAt‖ ≤Meωt for some M,ω > 0. Letting m→∞ above yields

∞∑
n=1

| 〈ψ, x∗n〉 |2<∞.

Finally, since {x∗n} are eigenvectors of A∗ corresponding to {λn}, which is complete

on H by assumption, {eλnt} also forms a Riesz basis for H. Repeating the above
process to A∗, we obtain

∞∑
n=1

| 〈ψ, xn〉 |2<∞,

which completes the proof.
To prove Theorem 3, we need the following lemma.
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Lemma 2. Let f(z) be an analytic function on | z− z0 |< δ, δ > 1. Suppose that
| f(z) |≤M on | z − z0 |≤ 1 and z0 is a kth order zero of f(z) with

f (k)(z0)

k!
= ak �= 0.(26)

Then z0 is the unique zero point of f(z) in the disc | z − z0 |≤ |ak|
4(|ak|+M) .

Proof. By assumption, we can write the Taylor expansion of f(z) at z = z0 as

f(z) =

∞∑
n=k

ak(z − z0)k, | z − z0 |≤ 1.

In view of the Cauchy inequality (see, e.g., section 2.5 of [22]) and by assumption, we
have

| an |≤M ∀n ≥ k.

Now for 0 <| z − z0 |≤ r = |ak|
4(|ak|+M) , it has

| f(z) | = | z − z0 |k| ak +
∑∞
n=1 ak+n(z − z0)n |

≥ | z − z0 |k [| ak | −
∑∞
n=1 | ak+n || z − z0 |n]

≥ | z − z0 |k [| ak | −M
∑∞
n=1 r

n] =| z − z0 |k [| ak | −M r
1−r ]

= | z − z0 |k 3|ak|
4(1−r) > 0,

proving the lemma.
Proof of Theorem 3. By assumption, we may assume

| f(x) |≤M0 ∀x ∈ R.

It follows from Theorem 11 of [24] that

| f(x+ iy) |≤M0e
B|y| ∀x, y ∈ R.

In particular, for H = h+ 2, it has

| f(z) |≤M0e
BH =M ∀ | Imz |≤ H.(27)

Obviously, |Imz|< H for | z − λn |< 2; it follows particularly that

| f(z) |≤M in | z − λn |≤ 1.(28)

Now, since λn is an mnth order zero of f(z),

f (mn)(λn)

mn!
= an �= 0.(29)

Applying Lemma 1 to f(z), we know that f(z) has only one zero point in

| z − λn |≤ | an |
4(| an | +M)

≥ C

4(C +M)
, C = inf

n

∣∣∣∣f (mn)(λn)

mn!

∣∣∣∣ > 0.



RIESZ BASIS GENERATION OF EVOLUTION EQUATIONS 975

Consequently, f(z) has only one zero point in | z − λn |≤ C
4(C+M) . Therefore,

inf
n 	=m

| λn − λm |> C

4(C +M)
> 0.

(i) is thus proved.
Suppose (13). We may assume without loss of generality that | y0 |< H0, where

h+ 1 < H0 <H. Set

inf
n 	=m

| λn − λm |> 4ε > 0, ε < 1.

Bn(ε) = {z ∈ C || z − λn |≤ ε}. Define

Ω = {z ∈ C || Imz |≤ H0} −
∞⋃
n=1

Bn(ε).(30)

We first show that

| f(z) |≥ α on Ω(31)

for some α > 0, where Ω is the closure of Ω. Since otherwise, there is a sequence
{zm}∞1 ⊂ Ω so that

lim
m→∞ f(zm) = 0.

Write zm = xm + iym, xm, ym ∈ R. Since | ym |≤ H0, we may assume without loss of
generality that

ym → η as m→∞.(32)

For each m ≥ 1, define

gm(z) = f(z + xm), z ∈ {z ∈ C || Imz |< H}.(33)

Then it follows from (27) that

| gm(z) |≤M ∀ | Imz |< H.
By Montel’s theorem (Theorem 5.22 in [22]), there exist a subsequence of {gm} still
denoted by {gm} and an analytic function g(z) on |Im z|< H such that

gm(z)→ g(z) uniformly on any compact subset of | Imz |≤ H0 as m→∞.(34)

Now that

gm(iym) = f(zm)→ 0 and inf
m
| gm(iy0) |≥ inf

x∈R

| f(x+ iy0) |> 0,

it follows that g(iη) = 0, | g(iy0) |> 0. That is, g does not vanish identically on
|Imz|≤ H0. By Hurwitz’s theorem (Theorem 3.45 in [22]) there is an N > 0 such that
for each m > N , gm(z) has one zero point wm so that

| wm − iη |≤ ε
2

∀m > N.(35)
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That is,

f(xm + wm) = 0 and | wm − iη |≤ ε
2

∀m > N.(36)

Since

| xm + wm − xm − iym |=| wm − iym |≤| wm − iη | + | iym − iη |≤ ε
2

as m→∞,

we see that there exists an N0 > N such that as m > N0,

| xm + wm − zm |≤ ε
2
< ε.

This is a contradiction since xm + wm ∈ {λn}∞1 and {zm} ⊂ Ω. (31) is thus verified.
Notice that Bn(ε) are nonoverlapping, the function f(z)/(z − λn)mn is analytic

and free of zero in Bn(ε), and∣∣∣∣ f(z)

(z − λn)mn
∣∣∣∣ ≥ α

εmn
on | z − λn |= ε.

It follows from Jensen’s formula [24, Thm. 2, p. 59] that

log

∣∣∣∣f (mn)(λn)

mn!

∣∣∣∣ ≥ log
( α
εmn

)
and hence ∣∣∣∣f (mn)(λn)

mn!

∣∣∣∣ ≥ α

εmn
.

The proof is complete.
Proof of Theorem 4. First we show that σ∞(A∗) = {0}. Note that for any

x ∈ σ∞(A∗), R(λ,A∗)x is an H-valued entire function of λ with order less than or
equal to ρ. Since A∗ also generates a C0-semigroup on H, we may assume without loss
of generality that R(λ,A∗)x is bounded on the right half complex plane, particularly
on the imaginary axis. Set

Sj = {λ ∈ C
∣∣ arg γj−1 ≤ arg λ ≤ arg γj}, j = 1, 2, . . . , n.

By assumption, R(λ,A∗)x is bounded on the boundary of Sj , and

‖R(λ,A∗)x‖ = O(e|λ|
ρ+ε

) ∀λ ∈ Sj ,
where ε > 0 is chosen so that ρ + ε < n. Applying the Phragmén–Lindelöf theorem
to R(λ,A∗)x in each Sj [24, Thm. 10, p. 80], we know that R(λ,A∗)x is uniformly
bounded in Sj and so is in the whole complex plane. It follows from the Liouville’s
theorem that R(λ,A∗)x is an constant element of H. Furthermore, by the Hille–
Yosida theorem,

lim
λ→+∞

R(λ,A∗)x = 0

and hence R(λ,A∗)x = 0 or x = 0, proving that σ∞(A∗) = {0}. Finally, since

R(λ,A)x =
G∗(λ)x

F (λ)
∀x ∈ H,

it holds similarly that σ∞(A) = {0}. The proof is complete.
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4. Application to coupled strings. Since the game is almost the same for
other types of boundary conditions and joint linear feedback controls, we demonstrate
the whole process by considering the following string equation with one end fixed, one
end free, and a force stabilizer at the joint d, 0 < d < 1:


ytt(x, t)− yxx(x, t) = 0, 0 < x < d, d < x < 1,
y(0, t) = yx(1, t) = 0,
y(d−, t) = y(d+, t),
yx(d

−, t)− yx(d+, t) = −αyt(d, t), α > 0.

(37)

To turn system (37) into a framework of semigroups, we introduce the underlying
state Hilbert space H = H1

E(0, 1)× L2(0, 1) with the inner product induced norm:

‖(u, v)‖2 =

∫ 1

0

[| u′(x) |2 + | v(x) |2]dx,

where H1
E(0, 1) = {u | u ∈ H1(0, 1), u(0) = 0}. System (37) is then written as an

evolutionary equation in H:

d

dt
Y (t) = AY (t),(38)

where Y (t) = (y(·, t), yt(·, t)) ∈ H and A is defined by

A(u, v) = (v(x), u′′(x))(39)

with

D(A) = {(u, v) ∈ H1(0, 1)×H1
E(0, 1) | u(0) = u′(1) = 0,

u |[0,d]∈ H2(0, d), u |[d,1]∈ H2(d, 1), u′(d−)− u′(d+) = −αv(d)},(40)

where u |[a,b] denotes the function u confined to [a, b].
Lemma 3.
(i) A−1 exists and is compact on H.
(ii) A is dissipative and hence A generates a C0-semigroup of contractions on H.
(iii) λ ∈ σ(A) if and only if λ is a zero of g(λ):

g(λ) = 2α−1 coshλ+ sinhλ− sinhλ(1− 2d).(41)

(iv) λ ∈ σ(A) is algebraically simple if and only if g(λ) = 0, g′(λ) �= 0.
Proof. (i) and (ii) are straightforward. In particular, 0 ∈ ρ(A). We prove only (iii)

and (iv). It is easy to know that for each λ ∈ σ(A), the corresponding eigenfunction
takes the form (φ, λφ) with φ �= 0 satisfying


λ2φ(x)− φ′′(x) = 0, 0 < x < d, d < x < 1,
φ(0) = φ′(1) = 0,
φ(d−) = φ(d+),
φ′(d−)− φ′(d+) = −αλφ(d), α > 0.

(42)

Solving (42) gives

φ(x) =

{
c1 sinhλx, 0 < x < d,
c2 coshλ(1− x), d < x < 1,
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where c1 and c2 satisfy{
c1 sinhλd− c2 coshλ(1− d) = 0,
c1(coshλd+ α sinhλd) + c2 sinhλ(1− d) = 0.

Since c1, c2 cannot vanish simultaneously, solving the above equation yields (41).
As for (iv), since it is not the standard problem studied in [13], we give here a

direct proof. There are two cases.
Case 1 (| sinhλd|+ | coshλ(1− d)| �= 0 for any λ). In this case, the eigenfunction

corresponding to λ is (φ(x, λ), λφ(x, λ)), where

φ(x, λ) =

{
coshλ(1− d) sinhλx, 0 < x < d,
sinhλd coshλ(1− x), d < x < 1.

(43)

Notice that the function φ(x, λ) defined above satisfies

λ2φ(x, λ)− φ′′(x, λ) = 0, 0 < x < d, d < x < 1,
φ(0, λ) = φ′(1, λ) = 0,
φ(d−, λ) = φ(d+, λ)

(44)

for all complex numbers λ. Differentiating the above equation with respect to λ, we
obtain 


λ2φλ(x, λ)− φ′′λ(x, λ) = −2λφ(x, λ), 0 < x < d, d < x < 1,
φλ(0, λ) = φ′λ(1, λ) = 0,
φλ(d

−, λ) = φλ(d
+, λ).

(45)

Now confining λ ∈ σ(A) and solving

(λ−A)(f, g) = (φ, λφ),(46)

we have g = λf − φ, and f satisfies

λ2f(x)− f ′′(x) = 2λφ(x, λ), 0 < x < d, d < x < 1,
f(0) = f ′(1) = 0,
f(d−) = f(d+),
f ′(d−)− f ′(d+) = −αλf(d) + αφ(d, λ).

(47)

Since λ is geometrically simple, it is algebraically simple if and only if there is no
solution to (47). Let

z(x) = f(x) + φλ(x, λ).

Then z satisfies 

λ2z(x)− z′′(x) = 0, 0 < x < d, d < x < 1,
z(0) = z′(1) = 0,
z(d−) = z(d+),
z′(d−)− z′(d+) = −αλz(d) + β,

(48)

where

β = αφ(d, λ) + αλφλ(d, λ) + φ′λ(d
−, λ)− φ′λ(d+, λ).(49)
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On the one hand, solving (48), one finds that (48) admits a solution (so does (47)) if
and only if

2α−1

λ
β = g(λ) = 0,

and on the other hand, computing (49) from (43) directly, one finds

2α−1

λ
β = g′(λ) = 0.

Thus we have proved that λ is algebraically simple if and only if g(λ) = 0 and
g′(λ) �= 0.

Case 2 (sinhλd = coshλ(1 − d) = 0 for some λ). In this case, such a λ must be
an eigenvalue and the corresponding eigenfunction is (φ(x), λφ(x)), where

φ(x) =

{ − sinhλ(1− d) sinhλx, 0 < x < d,
coshλd coshλ(1− x), d < x < 1.

(50)

Solving directly the following equation

(λ−A)(u, v) = (φ, λφ),(51)

we find that the solution to (51) must satisfy

u(d−) = −d
2

coshλd sinhλ(1− d) �= u(d+) = −1− d
2

coshλd sinhλ(1− d).

(| coshλd sinhλ(1 − d)| = 1 under the assumption.) However, since (u, v) ∈ D(A),
it should have u(d−) = u(d+). This contradiction shows that there is no solution to
(51), i.e., λ must be algebraically simple. Finally, a simple calculation shows that
g′(λ) = 2α−1 sinhλ �= 0 since under the assumption, coshλ = 0 and so | sinhλ| = 1.
The proof is complete.

Let g(λ) be defined by (41). Define

f(λ) = g(iλ).(52)

The zeros {λn} of g(λ) and {µn} of f(λ) are related through

λn = iµn.(53)

Obviously, f(λ) is uniformly bounded on the real axis, and hence f belongs to the
Cartwright class. Thus, its indicator diagram is an interval.

Furthermore, it is easy to show that g(λ) is of exponential type with type 1 and

Ce|x| ≤| g(x+ iy) |≤ De|x|, α �= 2;
Ce|(1−2d)x| ≤| g(x+ iy) |≤ De|x|, α = 2, d �= 1/2;
|g(x+ iy)| = ex, α = 2, d = 1/2

(54)

for some positive constants C,D and all x ∈ R whenever x is sufficiently large. Hence
as α = 2, d = 1/2, g(λ) has no zero. In this case, σ(A) = ∅ and we could not talk
about a basis for system (37). For other cases, though, g(λ) must have infinite number
of zeros [24, pp. 88–89].



980 GEN-QI XU AND BAO-ZHU GUO

In what follows, we always assume that α �= 2 or α = 2, d �= 1/2. In both cases,
(54) shows that f is of sine type and

hf (φ) =



| sinφ|, α �= 2,{

sinφ, φ ∈ [0, π],
−|1− 2d| sinφ, φ ∈ [−π, 0], α = 2, d �= 1/2,

(55)

Gf =

{
[−i, i], α �= 2,
[−|1− 2d|i, i], α = 2, d �= 1/2.

(56)

Therefore, the width of the indicator diagram of f equals

T =

{
2, α �= 2,
1 + |1− 2d|, α = 2, d �= 1/2.

(57)

Lemma 4. If α �= 2, then both the root subspaces of A and A∗ are complete in
H : Sp(A) = Sp(A∗) = H.

Proof. We apply Theorem 4 for the proof. To do this, we need the adjoint A∗ of
A, which can be found using


A∗(u, v) = (−v(x),−u′′(x)),
D(A∗) = {(u, v) ∈ H1(0, 1)×H1

E(0, 1) | u(0) = u′(1) = 0,
u |[0,d]∈ H2(0, d), u |[d,1]∈ H2(d, 1), u′(d−)− u′(d+) = αv(d)}.

(58)

Let A0 be the operator A with α = 0. Then A0 is a skew-adjoint operator in H :
A∗

0 = −A0. A∗
0 generates a unitary-group and hence

‖R(λ,A∗
0)‖ ≤

1

|λ| ∀λ ∈ R.

Now, for any (u, v) ∈ H, λ ∈ ρ(A), λ < 0, set

(φ, ψ) = R(λ,A∗
0)(u, v), (p, q) = R(λ,A∗)(u, v)− (φ, ψ).

Then q = −λp and p satisfies

λ2p(x)− p′′(x) = 0, 0 < x < d, d < x < 1,
p(0) = p′(1) = 0,
p(d−) = p(d+),
p′(d−)− p′(d+) = −αλp(d)− αλφ(d) + αu(d).

(59)

Solving (59) gives

p′(x) =

−αλφ(d) + αu(d)

α/2g(λ)

{
coshλ(1− d) coshλx, 0 < x < d,
− sinhλd sinhλ(1− x), d < x < 1,

q(x) =
−αλφ(d) + αu(d)

α/2g(λ)

{
coshλ(1− d) sinhλx, 0 < x < d,
sinhλd coshλ(1− x), d < x < 1.

(60)

Notice the following facts:
(a) |λφ(d)| ≤ |λ|√d‖φ′‖H1 ≤ √d|λ|‖R(λ,A∗

0)(u, v)‖ ≤
√
d‖(u, v)‖, |u(d)| ≤√

d‖(u, v)‖;
(b) g(λ) = e−λ[α−1 − 1/2 + o(1)] as λ→ −∞;
(c) lim|λ|→∞ ‖R(λ,A∗

0)(u, v)‖ = 0.
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We can easily check by a direct computation from (60) that ‖(p, q)‖ = ‖(p′, q)‖L2×L2

is uniformly bounded as λ→ −∞. Since

‖R(λ,A∗)(u, v)‖ ≤ ‖(p, q)‖+ ‖R(λ,A∗
0)(u, v)‖,

we see that ‖R(λ,A∗)(u, v)‖ is also uniformly bounded as λ→ −∞. Then, it is easily
found that

φ(x) = − sinhλx
∫ 1

0
coshλ(1− s)(v − λu)ds
λ coshλ

+

∫ x

0

sinhλ(x− s)
λ

(v − λu)ds;

hence we can write

R(λ,A∗)(u, v) = (p, q) + (φ, u− λφ) =
G(λ;u, v)

F (λ)
∀(u, v) ∈ H,(61)

where G(λ;u, v) is an H-valued entire function with order less than or equal to 1 and
F (λ) is a scalar entire function of order 1. Therefore, all conditions of Theorem 4 are
satisfied with ρ = 1, n = 2, γ1 = {λ| arg λ = π}. The result follows.

Lemma 5. Suppose α �= 2 or α = 2, d �= 1/2.
(i) When d is irrational or α−2 < d(1 − d), all zeros of g(λ) are simple and

separated.
(ii) While d = q/p is rational and α−2 ≥ d(1− d), if

η0 = ±
√

α−2

d(1− d) − 1(62)

does not satisfy 
η0 ± (1− 2d) α−1√

d(1−d)
2α−1 + 1




1−2d

= η0 ± α−1√
d(1− d) ,(63)

then all zeros of g(λ) are simple and separated.
Proof. Suppose that g(λ) has zeros {λn}∞1 . In view of Theorem 3, it suffices to

show that

inf
n
| g′(λn) |> 0.(64)

If λ is a zero point of g(λ), then there exists an η such that{
2α−1 coshλ+ sinhλ = η,
sinhλ(1− 2d) = η.

(65)

Solving (65) yields

eλ =
η ±

√
η2 − 4α−2 + 1

2α−1 + 1
, eλ(1−2d) = η ±

√
η2 + 1.(66)

Hence the necessary and sufficient condition for λ to be a zero of g(λ) is that(
η ±

√
η2 − 4α−2 + 1

2α−1 + 1

)1−2d

= η ±
√
η2 + 1.(67)
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In this case, λ can be found through the first or the second equality of (66). In what
follows, we always relate λ to η via this method.

When η solves (67), one has

g′(λ) = g(λ) + g′(λ) = (2α−1 + 1)eλ + 2d coshλ(1− 2d)− eλ(1−2d)

= η ±
√
η2 − 4α−2 + 1−

(
η ±

√
η2 + 1

)
+ 2d coshλ(1− 2d)

= ±
[√
η2 − 4α−2 + 1− (1− 2d)

√
η2 + 1

]
.

(68)
It is seen that g(λ) = g′(λ) = 0 if and only if the solution of (67), η = η0, satisfies√

η20 − 4α−2 + 1 = (1− 2d)
√
η20 + 1,

that is, η0 satisfies (62). When η = η0, (67) becomes (63). We have two cases.
Case 1 (η0 does not satisfy (63)). Let

2α−1 coshλn + sinhλn = ηn.(69)

Suppose that | g′(λnk) |→ 0 as k →∞ for some subsequence {λnk} of {λn}. Since all
{λnk} lie on the strip −M < Reλnk ≤ 0 for someM > 0, the corresponding {ηnk} are
uniformly bounded: | ηnk |≤ C for all n and some C > 0. Let η be an accumulation
point of {ηnk}. We may assume without loss of generality that

ηnk → η as k →∞.
So η satisfies (67). On the other hand,

g′(λnk) = ±
[√
η2nk − 4α−2 + 1− (1− 2d)

√
η2nk + 1

]

→ ±
[√
η2 − 4α−2 + 1− (1− 2d)

√
η2 + 1

]
= 0 as k →∞.

Hence η = η0. That is, η0 satisfies (67) or (63), contradicting the assumption. There-
fore,

inf
n
| g′(λn) |> 0.

By Theorem 3, {λn} is separated.
Case 2 (η0 does satisfy (63)). In this case, there is an λ0 such that g(λ0) =

g(λ0) + g′(λ0) = 0 and {
2α−1 coshλ0 + sinhλ0 = η0,
sinhλ0(1− 2d) = η0.

(70)

Hence

2α−1 sinhλ0 + coshλ0 = (2α−1 + 1)(sinhλ0 + coshλ0)− η0
= ±

√
η20 − 4α−2 + 1 = ±(1− 2d)α−1

√
1

d(1− d)
(71)

and

coshλ0(1− 2d) = ±α−1

√
1

d(1− d) .(72)
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Hence coshλ0(1−2d) is real and so is sinhλ0(1−2d). (Its imaginary part equals zero;
in particular, η0 is real.) Let λ0 = x0 + iy0, x0, y0 ∈ R. Then since the right hands of
(71) and (72) and

2α−1 coshλ0 + sinhλ0 = sinhλ0(1− 2d)(73)

are real numbers, comparing the imaginary parts of (71)–(73) gives


sinhx0(1− 2d) sin y0(1− 2d) = 0,
(2α−1 coshx0 + sinhx0) sin y0 = 0,
(2α−1 sinhx0 + coshx0) sin y0 = 0.

(74)

Hence sin y0(1−2d) = sin y0 = 0. That is, d is rational. Furthermore, since η0 solving
(67) implies that η0 is real, it must have

α−1 ≥ d(1− d).
The proof is complete.

By virtue of Lemmas 3–5 and Theorem 2, we obtain the Riesz basis property for
the system (37).

Theorem 5. Suppose that α �= 2. Assume that one of the following conditions
is satisfied:

(a) d is irrational or d is rational but α−2 < d(1− d).
(b) d is rational and α−2 ≥ d(1− d) but η0 defined by (62) does not satisfy (63).
Then each eigenvalue of A is algebraically simple and there is a set of eigenfunc-

tions of A which forms a Riesz basis for the energy space H.
Remark 2. Numerical simulation by MATLAB shows that some solution of (62)

does satisfy (63), and in this case, g(λ) may have multiple zeros with multiplicity at
most 2. For the multiple zero case, we shall discuss it in a separate paper.

From Theorem 5, we know that when the system (37) is a Riesz spectral system,
the spectrum-determined growth condition holds, which was obtained specifically by
Liu in 1986 [11]. The general case can be found in [14] and [12]. We do not touch
the stability here because once we have the spectrum-determined growth condition,
simple spectral analysis can be made to get the stability of system (37). We refer
readers to [7] for this.
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Abstract. In this paper we study the problem of the existence of a solution for the Poisson
equation (PE) associated to a piecewise-deterministic Markov process (PDP). It is well known that
the long run average cost of a stochastic process can be obtained through a solution of the PE
associated with the process. Our first result will show that the existence of a solution for the PE of
a PDP is equivalent to the existence of a solution for the PE of an embedded discrete- time Markov
chain associated with the PDP. It is important to point out that, due to the possibility of jumps
from the boundary, the differential formula for the PDPs has a special form, so that general results
for the PE of continuous- time stochastic processes cannot be directly applied. Usually discrete-time
conditions for the existence of a solution of a PE of a Markov chain are easier to apply than the
continuous-time counterpart. We follow this approach to derive our second result, which establishes
sufficient conditions for the existence of a PE to the embedded Markov chain, and consequently for
the PE of the PDP. The condition is illustrated with an application to the capacity expansion model.
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1. Introduction. Piecewise-deterministic Markov processes (PDPs) have been
introduced in the literature by Davis [1] as a general class of stochastic models. PDPs
are a family of Markov processes involving deterministic motion punctuated by ran-
dom jumps. The motion of the PDP Xt depends on three local characteristics, namely
the flow, the jump rate, and the transition measure Q, which specifies the postjump
location. Starting from x the motion of the process follows the flow φ(t, x) until the
first jump time T1, which occurs either spontaneously in a Poisson-like fashion with
rate λ(t, x) or when the flow φ(t, x) hits the boundary of the state-space. In either
case the location of the process at the jump time T1 is selected by the transition mea-
sure Q((T1, x), .) and the motion restarts from this new point as before. A suitable
choice of the state space and the local characteristics φ, λ, and Q provides stochastic
models covering a great number of problems of operations research [1].

In this paper we are interested in studying the problem of the existence of a
solution for a Poisson equation (PE) associated to a PDP. It is well known that the
long run average cost associated with a process can be obtained by solving a PE.
Several general results on PEs can be found in the literature, and we can mention
[4, 5, 6] for a general overview on the subject. However, as we shall see below, due to
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the special features of PDPs (mixture of deterministic and random jumps), general
results cannot be directly applied to PDPs (see Remark 2.3).

As shown in [2], associated with the PDP we can define an embedded Markov
chain Yn, such that the existence of an invariant probability measure for the PDP
Xt is equivalent to the existence of an invariant σ-finite measure for the embedded
Markov chain Yn. In this paper we somewhat extend this result and show that the
existence of a solution of the PE for the PDP Xt is equivalent to the existence of a
solution of the PE for the embedded Markov chain Yn. The advantage of doing this
is that conditions for the existence of a PE for discrete-time Markov chains are in
general easier to check than those for continuous-time Markov processes. Following
this approach we present conditions for the existence of a solution for a PE of the
embedded Markov chain Yn, which in turns implies the existence of a solution for a
PE of the PDP Xt.

The paper is organized as follows. In section 2 we give the main definitions and
assumptions. In section 3 we obtain the equivalence results linking the existence of
a solution of a PE for the PDP and the embedded Markov chain. We also show
that, as expected, when an invariant probability measure for the PDP exists (and
consequently there exists a σ-finite measure for the embedded Markov chain), the
stationary value costs obtained from these invariant measures coincide. In section 4
we provide a sufficient condition for the existence of a solution for the PE associated
with the embedded Markov chain. This condition is written, as in [4], as a Lyapunov
function criterion and also provides explicit bounds on the solution to the PE. We
conclude the paper in section 5 by presenting an application to a capacity expansion
model.

2. Notation and preliminary definitions.

2.1. Preliminaries. In this subsection we present some standard notation and
some basic definitions related to the motion of a PDP (for further details, see [1]).

Let X be a metric space, B(X) the Borel σ-field of X, P(X) the set of probability
measures on (X,B(X)), and B(X) the set of all Borel measurable functions from X
into R. For any f ∈ B(X) and µ ∈ P(X), µ(f) denotes

∫
X
f(x)µ(dx).

Let X and Y be two metric spaces. Then a kernel V (., .) defined on X × Y is a
map from X ×B(Y ) into [0, 1] such that for each A ∈ B(Y ), V (., A) is a nonnegative
bounded measurable function on X and for each x ∈ X, V (x, .) is a bounded measure
on B(Y ). Consequently, for any measurable function f ∈ B(Y ), V f(.) defined as

V f(x)
.
=

∫
Y

f(y)V (x, dy)(1)

belongs to B(X).

Let E0 be an open nonempty subset of R
d and ∂E0 its boundary. We consider

φ(t, x) as being the flow of a Lipschitz continuous vector field X . Define

∂±E0 =
{
z ∈ ∂E0; z = φ(±t, x) for some x ∈ E0, for some t ≥ 0

}

and ∂1E
0 = ∂−E0−∂+E0 (where for sets A,B, A−B = A∩Bc). Set E = E0∪∂1E

0,
∂∗E = ∂+E0, and for each x ∈ E, write

t∗(x) = inf{t > 0;φ(t, x) ∈ ∂∗E},
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where inf{∅} := ∞, and define t∗(z) = 0 for z ∈ ∂∗E. Note that the points in E are
such that starting from x ∈ E, we have that φ(t, x) ∈ E for all t sufficiently small,
that is, the flow stays inside E for all t sufficiently small. On the other hand the
points in ∂∗E are such that starting from z ∈ ∂∗E, we have that φ(t, z) /∈ E for all t
sufficiently small, that is, the flow leaves the set E0 ∪ ∂E0.

We consider the following parameters for our problem:
(a) λ(.) : E �→ R+ is a Borel measurable function;
(b) Q(., .) is a kernel defined on E ∪ ∂∗E×B(E) such that (for all x ∈ E ∪ ∂∗E),

Q(x, .) ∈ P(E).
Let D denote the space of right-continuous functions ω(.) on R+ taking values in

E such that the left limit exists for all t > 0. Denote by xt the coordinate function
xt(ω) = ω(t) for all ω ∈ D. Let F0

t = σ{xs; 0 ≤ s ≤ t} and F0 = ∨t≥0F0
t . For ω ∈ Ω,

set for k = 0, 1, 2, . . .

T0(ω) = 0,

Tk(ω) =

{
inf
{
t > Tk−1(ω);xt(ω) �= xt−(ω)

}
if Tk−1(ω) <∞,

∞ otherwise,

T∞(ω) = lim
k→∞

Tk(ω),

Zk(ω) =

{
xTk(ω)(ω) if Tk(ω) <∞,

∆ if Tk(ω) = ∞,

where ∆ represents a cemetery state.
Let us consider Ω ⊂ D such that ω ∈ Ω if

xt(ω) = φ(t, Z0(ω))I{0≤t<T1(ω)} +

∞∑
k=2

I{Tk−1(ω)≤t<Tk(ω)}φ(t− Tk−1(ω), Zk−1(ω)).

We define the motion of the process {Xt} starting from a point x ∈ E in the
following way. Take a random variable T1 such that

Px(T1 > t) =

{
exp−Λ(t, x) for t < t∗(x),

0 for t ≥ t∗(x),

where

Λ(t, x) =

∫ t

0

λ(φ(s, x))ds.(2)

If T1 generated according to the above probability is equal to infinity, then for
t ∈ R+, Xt = φ(t, x). Otherwise select independently an E-valued random variable
having distribution Q(φ(T1, x), .). The trajectory of {Xt} starting at x, for t ≤ T1, is
given by

Xt =

{
φ(t, x) for t < T1,

Z1 for t = T1.

Starting from XT1 = Z1, we now select the next interjump time T2−T1 and postjump
location XT2 = Z2 in a similar way. This gives a piecewise-deterministic trajectory
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for the process {Xt} with jump times T1, T2, . . . , and postjump location Z1, Z2, . . . .
It can be shown [1, pp. 62–66] that {Xt} is a strong Markov process. The procedure
above defines a family of measures {Px;x ∈ E} on (Ω,F0). The final assumption is
that for every x ∈ E and t ∈ R+

Ex[Nt] <∞,(3)

where

Nt :=

∞∑
k=1

I{Tk≤t}.(4)

In particular, (3) implies that Tk → ∞ as k → ∞ almost surely.
For any µ ∈ P(E), define Pµ on (Ω,F0) as

Pµ(A) =

∫
A

Px(A)µ(dx).

Let Fµ
t be the completion of F0

t with respect to all Pµ-null sets of F0, and

Ft = ∩
µ∈P(E)

Fµ
t .

By the same arguments as Theorem 25.3 in [1, p. 63], it follows that Ft is right-
continuous.

2.2. The PDP differential formula. In this subsection we present the PDP
differential formula, which will be used in what follows. In order to do this we need
to make some initial definitions.

Define the operator C : B(∂∗E) → R as follows:

(∀z ∈ ∂∗E) (∀g ∈ B(∂∗E)) Cg(z) := Qg(z) − g(z).(5)

Define also

Bf(t, x, ω) := f(x) − f(Xt−(ω)).

It was shown in [1, p. 83] that Bh is in Lloc
1 (p) if h satisfies the identity

Ex

[∑
i

∣∣h(XTi∧τn) − h(X(Ti∧τn)−)
∣∣] <∞

for some sequence of stopping times τn ↑ ∞. In particular, this always holds if (see
[1, p. 83]) for each t ≥ 0,

Ex

[∑
Ti≤t

∣∣h(XTi) − h(XTi−)
∣∣] <∞.(6)

Clearly from (3), if h is bounded, then (6) will hold.
Define

p∗(t) =

∞∑
i=1

I{t≥Ti}I{XTi−∈∂∗E},
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which is a measure that counts the number of jumps from the boundary, and for
A ∈ B(E)

p(t, A) :=

∞∑
k=1

I{Tk≤t}I{XTk∈A},

p̃(t, A) :=

∫ t

0

Q(Xs, A)(λ(Xs))ds+

∫ t

0

Q(Xs−, A)dp∗(s),

and

q(t, A) := p(t, A) − p̃(t, A).

Associated with the PDP we can define a multivalued operator (see chapter 1

in [3]) Ã. This multivalued operator Ã is a subset of B(E) × B(E) with domain

D(Ã) ⊂ B(E) defined as follows: f ∈ D(Ã) if the following conditions are satisfied:
(a) (∃Xf ∈ B(E)) such that

(∀x ∈ E) (∀t ∈ [0, t∗(x))) f(φ(t, x)) = f(x) +

∫ t

0

Xf(φ(s, x))ds.

(b) limt↑t∗(x) f(φ(t, x)) exists whenever t∗(x) <∞.

The range of Ã is given by

R(Ã) =
{
g ∈ B(E) : (∃f ∈ D(Ã)) such that g = Xf + (Qf − f)λ

}
.

For f ∈ D(Ã), Af will denote a function in R(Ã) such that (f,Af) ∈ Ã. Moreover,

for f ∈ D(Ã), we define

f(z) = lim
t↑t∗(x)

f(φ(t, x)) ∀z = lim
t↑t∗(x)

φ(t, x) ∈ ∂∗E.

Notice that the limit exists from (b) of the definition of D(Ã).

Remark 2.1. (a) Note that Ã is a linear operator in the sense that αf+βg ∈ D(Ã)

whenever f ∈ D(Ã), g ∈ D(Ã), and (α, β) ∈ R
2.

(b) We had to introduce here the notion of multivalued operator, which is different
from the extended generator defined by Davis (see Theorem 26.14 in [1]), to ensure
that the function Xf(x) belongs to B(E).

We can now state the PDP differential formula.
Theorem 2.2 (PDP differential formula; see [1, Thm. 31.3, p. 83]). Suppose that

f ∈ D(Ã) and satisfies the condition in (6). Then for each t ≥ 0

f(Xt) − f(X0) =

∫ t

0

Af(Xs)ds+

∫ t

0

∫
E

Bf(s, x, .)q(ds, dx)

+

∫ t

0

Cf(Xs−)dp∗(s).(7)

Moreover, the stochastic integral term (the one with respect to q(ds, dx)) is a martin-
gale.

Remark 2.3. The previous equation must be compared to the differential formula
(see (11)) presented in [4]. In formula (7) there is an extra term, associated with

the jumps from the boundary, given by
∫ t

0
Cf(Xs−)dp∗(s). The expectation of this

term cannot be expressed as an integral term with respect to the Lebesgue measure.
Consequently, due to this special feature, more specific results have to be developed.
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2.3. The embedded Markov chain and the PE. Associated with the PDP
defined in section 2.1, the following stochastic kernels can be introduced (recall the
definition of Λ in (2)): for all x ∈ E ∪ ∂∗E and A ∈ B(E)

L(x,A)
.
=

∫ t∗(x)

0

e−s−Λ(s,x)IA(φ(s, x))ds,(8)

K(x,A)
.
=

∫ t∗(x)

0

e−s−Λ(s,x)λ(φ(s, x))Q(φ(s, x), A)ds

+ e−t∗(x)−Λ(t∗(x),x)Q(φ(t∗(x), x), A),(9)

G(x,A)
.
= L(x,A) +K(x,A).(10)

It will be useful in what follows to define the function L(x) as follows:

L(x) := L(x,E).(11)

Note that for every x ∈ E, 0 < L(x,E) < 1, and for every x ∈ E ∪ ∂∗E, G(x,E) = 1.
Thus G(., .) is a stochastic kernel of an embedded Markov chain associated with the
PDP {Xt}, which we shall denote by {Yn}.

In order to introduce the PE for the embedded Markov chain, we need to define
the following kernel acting on the boundary: for all x ∈ E ∪ ∂∗E and A ∈ B(∂∗E),

H(x,A)
.
= e−t∗(x)−Λ(t∗(x),x)IA(φ(t∗(x), x)).(12)

Moreover, it is easy to see from the definitions of the kernels L, H, and G (see (8),
(12), (10)) that for z ∈ ∂∗E and any functions f ∈ B(E) and r ∈ B(∂∗E), we have

Lf(z) = 0, Hr(z) = r(z), and Gf(z) = Qf(z).(13)

Next we define the PE for PDPs which, as we will see in Theorem 2.5, is associated
with the long run average cost.

Definition 2.4 (the PE for the PDP). Let f ∈ B(E) and r ∈ B(∂∗E). A pair

of functions (w, h) ∈ D(Ã) ×D(Ã) is a solution for the PE for the PDP with charge
(f, r) if

(i) (∀x ∈ E) Aw(x) = 0 and (∀z ∈ ∂∗E) Cw(z) = 0,

(ii) (∀x ∈ E) Ah(x) = w(x) − f(x) and (∀z ∈ ∂∗E) Ch(z) = −r(z).

The next result shows the connection between the PE for the PDP and the long
run average cost associated with cost functions f and r.

Theorem 2.5. For f ∈ B(E) and r ∈ B(∂∗E), suppose that (w, h) is a solution
for the PE for the PDP with charges (f, r) such that

lim inf
t→∞

1

t
Ex[h(Xt)] = 0,(14)

and assume that w and h satisfy the condition in (6). Then for all x ∈ E

w(x) = lim inf
t→∞

1

t
Ex

[∫ t

0

f(Xs)ds+

∫ t

0

r(Xs−)dp∗(s)

]
.
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Proof. By the PDP differential formula (see Theorem 2.2) and from (i) in Defini-
tion 2.4,

w(Xt) − w(x) =

∫ t

0

Aw(Xs)ds+

∫ t

0

∫
E

Bw(s, x, .)q(ds, dx) +

∫ t

0

Cw(Xs−)dp∗(s)

=

∫ t

0

∫
E

Bw(s, x, .)q(ds, dx)

and the stochastic integral term is a martingale. Thus for all t ∈ R+,

Ex[w(Xt)] − w(x) = 0.(15)

Again by the PDP differential formula (see Theorem 2.2) and from (ii) in Defini-
tion 2.4,

h(Xt) − h(x) =

∫ t

0

Ah(Xs)ds+

∫ t

0

∫
E

Bh(s, x, .)q(ds, dx) +

∫ t

0

Ch(Xs−)dp∗(s)

=

∫ t

0

(w(Xs) − f(Xs))ds+

∫ t

0

∫
E

Bh(s, x, .)q(ds, dx)

−
∫ t

0

r(Xs−)dp∗(s)

and the stochastic integral term is a martingale. From (15) we have for all t ∈ R+

Ex[h(Xt)] − h(x) =

∫ t

0

Ex[w(Xs)]ds−
∫ t

0

Ex[f(Xs)]ds− Ex

[∫ t

0

r(Xs−)dp∗(s)

]

= w(x)t−
∫ t

0

Ex[f(Xs)]ds− Ex

[∫ t

0

r(Xs−)dp∗(s)

]
.

Therefore,

w(x) =
1

t

(
Ex

[∫ t

0

f(Xs)ds+

∫ t

0

r(Xs−)dp∗(s)

])
+

1

t
(Ex [h(Xt)] − h(x)) ,

and taking the limit as t→ ∞ we have from (14) the desired result.
We will show in the next section that the solution for the PE for the (continuous-

time) PDP is closely related to the solution for the PE for the (discrete-time) embed-
ded Markov chain with kernel G, defined next.

Definition 2.6 (the PE for G). Let f ∈ B(E) and r ∈ B(∂∗E). A pair of
functions (w, h) ∈ B(E ∪ ∂∗E) × B(E ∪ ∂∗E) is a solution for the PE for G with
charge Lf +Hr if for all x ∈ E ∪ ∂∗E

(i) Gw(x) = w(x),

(ii) Gh(x) = h(x) + Lw(x) − Lf(x) −Hr(x).

3. Equivalence results. In this section we present some connections between
the PE for the PDP and the Markov chain {Yn} associated with G.

The first result presents some relations between the kernel G and the operator A.
According to the notation introduced in (1), if V (., .) is any stochastic kernel

defined on E ∪ ∂∗E × B(E), then for any function h ∈ D(Ã), VAh(x) denotes the
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function in B(E ∪ ∂∗E) defined by
∫
E
Ah(y) V (x, dy). If V is a kernel such that

V f ∈ D(Ã), then AV f will denote a function in R(Ã) such that (V f,AV f) ∈ Ã,
according to the definition of A presented in section 2.2.

Theorem 3.1. Assume that h ∈ D(Ã). Then

(∀x ∈ E ∪ ∂∗E) LAh(x) = Gh(x) − h(x) −H(Q− I)h(x).(16)

Assume that h ∈ B(E) and r ∈ B(∂∗E). Then Gh ∈ D(Ã), Lh ∈ D(Ã), Hr ∈ D(Ã)
and

(∀x ∈ E) AGh(x) = (I + λ(x)Q)(G− I)h(x),(17)

ALh(x) = Lh(x) − h(x) + λ(x)QLh(x),(18)

AHr(x) = (1 + λ(x))Hr(x) + λ(x)(Q− I)Hr(x).(19)

Proof. First note that using the definition of L and A, we have that

LAh(x) =

∫ t∗(x)

0

e−s−Λ(s,x)Xh(φ(s, x))ds

+

∫ t∗(x)

0

e−s−Λ(s,x)λ(φ(s, x))[Q− I]h(φ(s, x))ds.(20)

Now subtracting Lh(x) from both sides of (20), we obtain

LAh(x) − Lh(x) =

∫ t∗(x)

0

e−s−Λ(s,x)[Xh(φ(s, x)) − (1 + λ(φ(s, x)))h(φ(s, x))]ds

+

∫ t∗(x)

0

e−s−Λ(s,x)λ(φ(s, x))Qh(φ(s, x))ds.

Using the definition of Xh, it follows that

LAh(x) − Lh(x) =
[
e−s−Λ(s,x)h(φ(s, x))

]t∗(x)

0

+

∫ t∗(x)

0

e−s−Λ(s,x)λ(φ(s, x))Qh(φ(s, x))ds

= Hh(x) − h(x) +Kh(x) −HQh(x),(21)

and from the definition of G (see (10)), we obtain that (21) gives (16).
For (17), note that a short calculation using the fact that t∗(φ(t, x)) = t∗(x) − t

for t < t∗(x) shows that

Gh(φ(t, x)) = et+Λ(t,x)

[
Gh(x)

− et+Λ(t,x)

∫ t

0

e−s−Λ(s,x)[h(φ(s, x)) + λ(φ(s, x))Qh(φ(s, x))]ds

]
.(22)

From (22), it is easy to deduce that Gh ∈ D(Ã) and also that

XGh(x) = [1 + λ(x)]Gh(x) − h(x) − λ(x)Qh(x).(23)

Consequently, from (23),

AGh(x) = [1 + λ(x)]Gh(x) − h(x) − λ(x)Qh(x) + λ(x)[Q− I]Gh(x)(24)
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and (17) follows from (24).

Now, using similar arguments as above, it follows that Lh ∈ D(Ã), Hr ∈ D(Ã).
The last two identities, (18) and (19), are obtained similarly, yielding the desired
results.

The next result shows the connection between the PE for the PDP and the PE
for G.

Theorem 3.2. Let f ∈ B(E) and r ∈ B(∂∗E). Then (w, h) is a solution for the
PE for the PDP with charges (f, r) if and only if (w, h) is a solution for the PE for
G with charge Lf +Hr.

Proof. Suppose that (w, h) ∈ B(E ∪ ∂∗E) × B(E ∪ ∂∗E) is a solution for the PE
for the kernel G with charges Lf +Hr. From Definition 2.6, for all x ∈ E ∪ ∂∗E,

Gw(x) = w(x),(25)

Gh(x) = h(x) + Lw(x) − Lf(x) −Hr(x).(26)

From Theorem 3.1, (17), and (25), it follows that w = Gw ∈ D(Ã) and

Aw = AGw
= (I + λQ)(G− I)w

= (I + λQ)(Gw − w)

= 0.

From (13) and (25), we have for all z ∈ ∂∗E, (see (5)) Cw(z) = Qw(z) − w(z) =
Gw(z) − w(z) = 0. From (26), we have for all z ∈ ∂∗E, Gh(z) = Lw(z) − Lf(z) +
h(z) −Hr(z). Using (13), we have

Gh(z) = Qh(z) = h(z) − r(z),(27)

implying that Ch(z) = −r(z) for all z ∈ ∂∗E. From (26), it follows that h ∈ D(Ã),
by combining Theorem 3.1 and Remark 2.1. Moreover, applying the three identities
(17), (18), (19) of Theorem 3.1 to the functions AGh, AL(w−f), and AHr, it follows
from (26) that

Ah(x) = A{Gh(x) − L(w − f)(x) +Hr(x)}
= (I + λ(x)Q)(G− I)h(x)

−L(w − f)(x) − (w − f)(x) + λ(x)QL(w − f)(x)

+ (1 + λ(x))Hr(x) + λ(x)(Q− I)Hr(x)

= λ(x)Q {Gh− L(w − f) +Hr} (x)

+ {Gh− L(w − f) +Hr} (x)

+ (1 + λ(x))(Hr(x) −Hr(x))

+ (w − f)(x)

= (w − f)(x).

Suppose now that (w, h) is a solution for the PE for the PDP with charges (f, r),
so that according to Definition 2.4, for x ∈ E, z ∈ ∂∗E,

Aw(x) = 0 and Cw(z) = 0,(28)

Ah(x) = w(x) − f(x) and Ch(z) = −r(z).(29)
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From (28) and (16) in Theorem 3.1, we obtain that

0 = LAw(x)

= Gw(x) − w(x) −H(Q− I)w(x)

= Gw(x) − w(x)

since from (28)

H(Q− I)w(x) = e−t∗(x)−Λ(t∗(x),x)(Qw(φ(t∗(x), x)) − w(φ(t∗(x), x)))

= e−t∗(x)−Λ(t∗(x),x)Cw(φ(t∗(x), x))

= 0.

Now from (16) in Theorem 3.1 and (29), it follows that

LAh(x) = L(w − f)(x)

= Gh(x) − h(x) −H(Q− I)h(x)

= Gh(x) − h(x) +Hr(x)(30)

since from (29),

HQh(x) −Hh(x) = e−t∗(x)−Λ(t∗(x),x)(Qw(φ(t∗(x), x)) − w(φ(t∗(x), x)))

= e−t∗(x)−Λ(t∗(x),x)Ch(φ(t∗(x), x))

= −e−t∗(x)−Λ(t∗(x),x)r(φ(t∗(x), x))

= −Hr(x).

Thus from (30), L(w − f) = Gh− h+Hr, which yields the desired result.
Next we show that, if there exists an invariant probability measure for {Xt}

(equivalently a σ-finite invariant measure π for G; see [2]), then, as expected, the
stationary cost values for the PDP and the Markov chain {Yn} are the same.

Proposition 3.3. Assume that an invariant probability measure for {Xt}, labeled
µ, exists and satisfies (see (4)) Eµ[Nt] < ∞. Denote by σ the associated boundary
measure (see equation (34.18) in [1]) and by π the corresponding invariant σ-finite
measure for {Yn}. Then the following identity holds:

π(Lf +Hr) =

∫
E

f(x)µ(dx) +

∫
∂∗E

r(z)σ(dz),

provided that one of the members exists.
Proof. Assume that f and r are positive real-valued functions. Let us define rn

and fn as follows: rn(x) = r(x) ∧ n, fn(x) = f(x) ∧ n. Then by repeating the same
arguments as in Proposition 34.13 and Theorem 34.15 of Davis [1, pp. 116–117], we
obtain that

Eµ

[∫ t

0

e−srn(Xs−)dp∗(s)

]
= (1 − e−t)σ(rn).

From the monotone convergence theorem, it follows that

Eµ

[∫ ∞

0

e−srn(Xs−)dp∗(s)

]
= σ(rn).
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Now using Fubini’s theorem and the fact that µ is an invariant probability measure
for {Xt}, we obtain that

Eµ

[∫ ∞

0

e−sfn(Xs)ds+

∫ ∞

0

e−srn(Xs−)dp∗(s)

]
= µ(fn) + σ(rn).

On the other hand, from Proposition 32.34 of [1], it is easy to show that

Eµ

[∫ ∞

0

e−sfn(Xs)ds+

∫ ∞

0

e−srn(Xs−)dp∗(s)

]
= µ

∞∑
i=0

Ki(Lfn +Hrn).

Again using the monotone convergence theorem, it follows that

µ(f) + σ(r) = µ
∞∑
i=0

Ki(Lf +Hr).

However, from the proof of Theorem 3.5 in [2], we have that µ
∑∞

i=0K
i = π and

therefore

µ(f) + σ(r) = π(Lf +Hr).

Now, for the general case, we consider the following classical decompositions,

f = (0 ∧ f) − (0 ∧ −f) and r = (0 ∧ r) − (0 ∧ −r),

so that we can apply the previous identity to obtain the final result.
Remark 3.4. Combining the two previous results we have that (µ(f) +σ(r), h) is

a solution for the PE for the PDP with charges (f, r) if and only if (π(Lf + Hr), h)
is a solution for the PE for G with charge Lf +Hr.

We conclude this section with a result about the uniqueness of the solution of the
PE for PDPs.

Proposition 3.5. Assume that the process {Xt} is irreducible and has an invari-
ant probability measure, labeled µ, such that Eµ[Nt] <∞. Denote by σ the associated
boundary measure. Suppose that (µ(f) + σ(r), h1) and (µ(f) + σ(r), h2) are two so-
lutions for the PE for the PDP with charges (f, r) such that µ(|h1| + |h2|) < ∞ and
h1, h2 satisfy the condition in (6). Then for some constant c, h1(x) = h2(x) + c for
µ-almost every x ∈ E.

Proof. Set h = h1 − h2, so that for all x ∈ E, Ah(x) = 0 and for all z ∈ ∂∗E,
Ch(z) = 0. By using Theorem 2.2 and the fact that h satisfies the condition in (6),
we obtain that for all t ∈ R+, h(x) = Ex[h(Xt)]. Consequently, we obtain that
h(x) = Uh(x), where U denotes the resolvent kernel associated with {Xt}. Since U
is positive recurrent, it follows that

lim
n→∞

1

n

n∑
k=1

Ukh(x) = µ(h) µ-a.s.

Therefore,

h(x) = µ(h) µ-a.s.,

showing the desired result.
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4. Sufficient condition. In this section we present a sufficient condition for
the existence of a solution for the PE for G. In order to do that, we recall now
some classical definitions related to Markov chains. For a complete exposition on the
subject the reader is referred to the book of Meyn and Tweedie [6].

In order to simplify the notation, let us define

X
.
= E ∪ ∂∗E.

Let us denote by τA the first hitting time of the set A ∈ B(X) not including time 0:

τA
.
= inf{n ≥ 1 : Yn ∈ A}.

Definition 4.1. {Yn} is ϕ-irreducible, if there exists a measure ϕ defined on
(X,B(X)) such that, whenever ϕ(A) > 0, it follows that Px(τA < ∞) > 0 for all
x ∈ X.

If {Yn} is ϕ-irreducible, then there exists a maximal irreducibility measure (see
[6, Proposition 4.2.2, p. 88]). In the following, we will use ψ to denote a maximal
irreducibility measure for {Yn}. Associated with a maximal irreducibility measure for
{Yn} is the definition

B(X)+
.
= {A ∈ B(X) : ψ(A) > 0}.

Definition 4.2. {Yn} is called recurrent if it is ψ-irreducible and
∑∞

n=1G
n(x,A)

= ∞ for all x ∈ X and A ∈ B(X)+.
Definition 4.3. A set C ∈ B(X) is called νa-petite if there exists a nontrivial

measure νa on (X,B(X)) such that

(∀x ∈ C) (∀B ∈ B(X))

∞∑
n=1

a(n)Gn(x,B) ≥ νa(B),

where the positive sequence {a(n)} satisfies ∑∞
n=0 a(n) = 1.

The resolvent Kaε of the Markov chain G is defined for 0 < ε < 1 by

(∀x ∈ X) (∀A ∈ B(X)) Kaε(x,A)
.
= (1 − ε)

∞∑
n=1

εnGn(x,B).

The following assumptions will be used in what follows:

(A.1) The Markov kernel G is recurrent.

(A.2) For a petite set C ∈ B(X)+ the Markov kernel G satisfies the following
inequality for all x ∈ X,

GV (x) ≤ V (x) − v(x) + bIC(x),

for a function v ≥ L and V ≥ 0 everywhere finite and bounded in C.
The following results follow from (A.1) and (A.2) (recall the definition of L in

(11)).
Proposition 4.4. Suppose that (A.1) and (A.2) hold. Then
(i) there exists a unique (up to constant multiples) σ-finite invariant measure π

for G with 0 < π(C) <∞ and π(L) <∞;
(ii) π(v) <∞.



POISSON EQUATION FOR PDPS 997

Proof. Since v(x) ≥ L(x), it follows from (A.2) that GV (x) ≤ V (x) − L(x) +
bIC(x), and from this result and (A.1) we have from Corollary 4.5 in [2] that (i) holds.
From Theorem 2.2(iii) in [4] we obtain that for any A ∈ B(X)+ there exists c(A) such
that

Ex

[
τA−1∑
k=0

v(Yk)

]
≤ V (x) + c(A).

Therefore, from Theorems 10.0.1 and 10.4.9 in [6], we have that

π(v) =

∫
C

π(dx)Ex

[
τC∑
k=1

v(Yk)

]

=

∫
C

π(dx)Ex

[
τC−1∑
k=0

v(Yk)

]

≤
[

sup
x∈C

V (x) + c(C)

]
π(C) <∞,

which gives (ii).
There is no loss of generality in assuming that π(L) = 1.
Theorem 4.5. Suppose that (A.1) and (A.2) hold. Then for any function g ∈

B(X) such that supx∈X
|g(x)|
v(x) <∞, there exists h ∈ B(X) such that

Gh(x) = h(x) − [g(x) − π(g)L(x)],(31)

and for some R > 0,

|h(x)| ≤ R(V (x) + 1).(32)

Proof. Since |g(x)| ≤ βv(x) for a constant β > 0, it follows from Proposition 4.4
(ii) that π(|g|) <∞. Define ḡ(x)

.
= g(x)−π(g)L(x). Using the fact that L(x) ≤ v(x),

it is easy to obtain that supx∈X
|ḡ(x)|
v(x) <∞.

In the case where the Markov chain G is strongly aperiodic, the proof of Theorem
2.3 in [4] can be used to show the existence of the function h satisfying (31) and (32).

In the general case, the Kaε-chain can be considered, and following the proof of
Theorem 2.3 in [4] we have that

KaεVε ≤ Vε − v + b′KaεIC ,(33)

where the function Vε equals a constant multiple of V and b′ is a strictly positive
constant.

However, now we cannot follow the proof of Glynn and Meyn (see Theorem 2.3
in [4]) because the function v may be less than 1 and consequently we cannot adopt
the proof of Theorem 14.2.9 in [6] to get the (V3) condition for the Kaε-chain. (For
the definition of the (V3) condition, see page 337 in the book of Meyn and Tweedie
[6].)

From now on we follow a different line from [4]. We adopt the notation of Meyn
and Tweedie for the splitting technique of a Markov chain (see p. 103 in [6]).

Since C ∈ B(X)+ and using Theorem 5.2.2 in [6], there exist a set D, a probability
ν, and a real δ > 0 such that D ⊂ C, D ∈ B(X)+, ν(D) = 1, and

(∀x ∈ X) (∀A ∈ B(X)) Kaε(x,A) ≥ δID(x)ν(A).(34)
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Note that Vε is bounded on D since by hypothesis V is bounded on C. Since Kaε

satisfies the minorization condition (34), we can introduce the split chain Ǩaε defined
on (X̌,B(X̌)). Let us define the function V̌ on X̌ by

(∀x0 ∈ X0) V̌ (x0) = Vε(x),(35)

(∀x1 ∈ D1) V̌ (x1) = Vε(x),(36)

(∀x1 ∈ X1 −D1) V̌ (x1) = v(x1) + [δ{ν(Vε) − b′} ∨ 0].(37)

Using the fact that V̌ is bounded on D0 ∪ D1 and (35)–(37), it can be shown that
there exists a strictly positive number d such that

Ǩaε V̌ ≤ V̌ − v̌ + b′ǨaεIC0∪C1 + dID0∪D1 ,(38)

where v̌(xi) = v(x) for i = 0, 1.

Let us introduce the following notation: Ȟc
.
=
∑∞

i=0 c(i)Ǩ
i
aε , where c is a distri-

bution on Z+.

Since C0 ∪ C1 is a petite set for the split chain Ǩaε , it follows that for any set B
in B(X̌)+ we can find a measure Ψaε such that Ψaε(B) > 0 and satisfies for i = 0, 1

IC0∪C1(xi) ≤ Ψ−1
aε (B)Ȟaε(xi, B).(39)

Combining (38) and (39), we obtain that there exists a real β > 0 such that

Ǩaε V̌ (xi) ≤ V̌ (xi) − v̌(xi) + βΨ−1
a (B)

1

2

[
I + Ǩaε

]
Ȟaε(xi, B)

≤ V̌ (xi) − v̌(xi) + βΨ−1
a (B)Ȟa∗aε(xi, B),(40)

where a is the distribution defined by a(0) = a(1) = 1
2 .

Now we can go back to the proof of Glynn and Meyn (see Theorem 2.2 in [4]).
Indeed, by noting that

∑∞
i=0 i a ∗ aε(i) <∞, we can conclude from (40) that

Ěxi

[
τα̌−1∑
k=0

f(Y̌k)

]
≤ V̌ (xi) + c,(41)

where the Markov chain {Y̌k} is generated by Ǩaε .

Consequently, we can claim that there exists a solution (labeled hε) for the PE
Kaεhε(x) = hε(x) − [g(x) − π(g)L(x)] satisfying |hε(x)| ≤ Rε(Vε(x) + 1) for some
Rε > 0. Finally, the existence of a function h satisfying (31) and (32) follows from
Theorem 2.2 in [4].

We present now a sufficient condition for the existence of a solution for the PE
for G (and thus for the PDP).

Corollary 4.6. Suppose that (A.1) and (A.2) hold. Then for all functions f ∈
B(E) and r ∈ B(∂∗E) satisfying supx∈X

|Lf(x)+Hr(x)|
v(x) < ∞, there exists a function

h ∈ B(X) such that

Gh(x) = h(x) + Lw(x) − Lf(x) −Hr(x),

where w(x)
.
= π(Lf +Hr).

Moreover, for some R ∈ R+, |h(x)| ≤ R(V (x) + 1).
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Proof. By noting that Lw(x) = L(x)π(Lf + Hr), the result follows as a direct
consequence of Theorem 4.5.

Remark 4.7. Notice that condition (A.2) in Theorem 4.5 does not imply that
π(E) < ∞ (the invariant measure for G can be just σ-finite), since we are just
requiring that v ≥ L. This condition (A.2) is very much similar to condition (V3)
of [6], which has been used in several recent references to obtain f -regularity of a
sampled process (see, for instance, [4], [6], [7]). However, note that since v may be
less than 1, condition (A.2) implies neither f -regularity nor positive Harris recurrence
for the Markov kernel G.

Remark 4.8. Suppose that for a petite set C ∈ B(X)+ there exists a function

V ∈ D(Ã) positive, everywhere finite and bounded in C such that for some functions
α(x) ≥ 1, γ(z) ≥ 1, and every x ∈ Cc,

AV (φ(s, x)) ≤ −α(φ(s, x))(42)

for every 0 ≤ s < t∗(x), and

QV (z) − V (z) ≤ −γ(z)(43)

for every z = φ(t∗(x), x). From (16) it follows that for every x ∈ Cc,

GV (x) − V (x) = LAV (x) +H(Q− I)V (x)

≤ −(Lα(x) +Hγ(x))

≤ −L(x)

so that condition (A.2) will be satisfied with v(x) = Lα(x) +Hγ(x) for x ∈ Cc. Thus
whenever f ∈ B(E) and r ∈ B(∂∗E) are such that f(φ(t, x)) and r(z) are bounded
for every x ∈ C, 0 ≤ t < t∗(x), z = φ(t∗(x), x), and |f(φ(t, x))| ≤ aα(φ(t, x)),
|r(z)| ≤ aγ(z) for some a > 0 and every x ∈ Cc, 0 ≤ t < t∗(x), z = φ(t∗(x), x),
the PE with charges f and r will have a solution. Condition (42), obtained from the
discrete-time condition (A.2), resembles the continuous-time condition in equation
(15) of [4]. Note, however, that we need the extra boundary condition (43), and that
(42) was defined over the petite set C for the discrete-time process {Yn}. So in this
sense the conditions in (42) and (43) can be seen as a continuous-time condition using
the structure of petite sets for the discrete-time Markov process {Yn}, usually easier
to be checked.

5. Example. In this section we apply the results of the previous section to a
capacity expansion model (see sections 21.13 and 34.45 in [1] for a complete and more
detailed description of the model) to illustrate the relevance of our approach. The
demand for some utility is modeled as a random point process, i.e., it increases by one
unit at random times. This demand is met by consecutive construction of identical
expansion projects. Each project meets K units of demand when completed. We
assume that if there is an excess demand of at least N units then the construction
of a new project is started at a rate of ki per unit of time, where i corresponds to
the present level of excess demand, which is completed after a lead time of p units
of time; if the excess demand is less than N , then no construction takes place. New
demands occur with rate λi(ζ), where ζ represents the elapsed construction time of
the present project. We assume that λi(ζ) is a continuous function in ζ ∈ [0, p] and
that there exists θ > 0 such that ki ≥ θ for all i ≥ N . This problem can be modeled
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as a PDP with state space

E =
{
{N −K, . . . , N − 1} × {0}

}
∪
{

NN × [0, p)
}
,

where Nj denotes the set of integers greater than or equal to j.
We show that for this example the condition given by Corollary 4.6, through

Remark 4.8, can be applied.
Suppose that there exists a sequence of positive numbers {ci} and c > 0 such that

lim sup
i→∞

ci
ki

max
ζ∈[0,p]

λi(ζ) <
c

p
,(44)

and for some i0,

K−1∑
j=0

ci−K+j ≥ c(45)

for all i ≥ i0. In view of hypothesis (44), there exist ε > 0 and M > N,M > i0, such
that for all ζ ∈ [0, p] and i > M we have that

ci
ki
λi(ζ) ≤ c

p
− ε

and thus

θε ≤ kiε ≤ c

p
ki − ciλi(ζ).(46)

It is easy to see that {Yn} is irreducible. Set ai+1 = ai +ci, i = N−K,N−K+1, . . . ,
and define the function V as

(∀x = (i, ζ) ∈ E) V (x) =



ai +

c

p
(p− ζ), i ≥ N,

ai + c, i < N.

We have that for x = (i, ζ) ∈ E, i ≥ N ,

AV (x) = − c

p
ki + ciλi(ζ)

and for z = (i, p),

QV (z) − V (z) = c−
K−1∑
j=0

ci−K+j ,

so that from (45) and (46) we have that (42) and (43) are satisfied on the compact
set C := {x = (i, ζ) : N − K ≤ i ≤ M, 0 ≤ ζ ≤ p}. Set α(x) = c

pki − ciλi(ζ) for

z = (i, ζ) ∈ E, i ≥ N , and γ(z) =
∑K−1

j=0 ci−K+j − c for x = (i, p), i ≥ N . From (ii)
in Theorem 6.0.1 in [6], it follows that C is a petite set and thus from Remark 4.8
there exists a solution of the PE for the PDP with charge (f, r) whenever f ∈ B(E)
and r ∈ B(∂∗E) are bounded in C, and |f(x)| ≤ aα(x), |r(z)| ≤ aγ(z) for some a > 0,
and every x = (i, ζ) ∈ Cc, z = (i, p).
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Abstract. A new algorithmic setting is proposed for the discrete-time finite-horizon linear
quadratic (LQ) optimal control problem with constrained or unconstrained final state, no matter
whether the problem is cheap, singular, or regular. The proposed solution, based on matrix pseu-
doinversion, is completed and made practically implementable by a nesting procedure for welding
optimal subarcs that enables arbitrary enlargement of the control time interval.
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AMS subject classifications. 49N05, 49N10, 93C05, 93C62

DOI. 10.1137/S0363012901384429

1. Introduction. The linear quadratic (LQ) and linear quadratic regulator
(LQR) optimal control problems have been extensively studied and are now well
settled in the literature. In particular, the regular LQ and LQR problems are ex-
haustively treated in many well-known specialist books and textbooks, such as, for
instance, those by Bryson and Ho [3], Kwakernaak and Sivan [12], Anderson and
Moore [1], Chen and Francis [5], and Lewis and Syrmos [13]. Due to increasing in-
terest in H2 and H∞ control problems, more recently much effort has been made to
extend the solutions of LQ and LQR problems also to cheap and singular cases. In
general, these new contributions concern the infinite-horizon problems, where opti-
mality jointly with internal stability is required. The basic properties and algorithms
referring to cheap and singular optimal control have been investigated by Arnold and
Laub in [2], Van Dooren in [23], Ionescu, Oară, and Weiss in [11, 10, 9], Geerts in [6],
Saberi, Sannuti, Chen, and Stoorvogel in [17, 18, 4, 22], and Soethoudt, Trentelman
and Ran in [21, 16]. Extension to cheap and singular problems is obtained by using
matrix pencils or linear matrix inequalities.

The above contributions mainly refer to continuous- or discrete-time infinite-
horizon LQR problems. Conversely, this work focuses on the finite-horizon case for
discrete-time systems. It applies to cheap, singular, or regular problems. Considering
a sharp constraint on the final state, this paper extends the results given in [16],
where the infinite-horizon case with asymptotic endpoint constraints is investigated.
However, in the present paper, the requirement that the cost functions are positive
semidefinite is still present, while in [16] it is not.

From the algorithmic viewpoint, the present work differs from those of the above-
mentioned papers and is inspired by the system structure algorithm introduced by
Silverman in his well-known contribution [20]; see also [19, 8]. In the present work,
the solution is achieved by the straightforward technique of pseudoinverting a par-
ticular system matrix as in [20], but the time interval considered can be arbitrarily
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enlarged through a suitable multilevel computational scheme; this enables overcom-
ing any dimensionality constraint thus achieving a certain interest with respect to
computational practice.

The following notation will be used: R
n stands for the set of all n-tuples of

real numbers, A′ and A# are used for the transpose and pseudoinverse of matrix A,
respectively, and I stands for the identity matrix with a suitable dimension.

2. Statement of the problem. Consider the linear discrete-time-invariant dy-
namical system

x(k + 1) = Ax(k) + B u(k), x(0) = x0,
e(k) = C x(k) + Du(k),

(1)

with x∈R
n, u∈R

p, e∈R
q, k∈ [0, N − 1], the cost function

J :=

N−1∑
k=0

e(k)′e(k) + x(N)′Z ′Z x(N),(2)

and the constraint on the final state

Gx(N) = yf , yf ∈ R
r.(3)

Constraint (3) is assumed to be feasible; i.e., the initial state x0, the constraint on
the final state (G, yf ), and the number of steps N of the control time interval are
assumed to be such that at least one N -step state trajectory from x0 to an x(N)
satisfying (3) exists. It is worth noting that the final state can be completely assigned
by assuming G= I in (3); in this case, the terminal cost becomes irrelevant to the
problem solution, and in (2) matrix Z can be assumed to be zero. On the other hand,
assumptions G= 0 and yf = 0 correspond to consider the final state as completely
free. The discrete-time finite-horizon LQ optimal control problem with constrained
final state can be stated as follows.
Problem 1. Consider the dynamic system (1), and find a control sequence1

u(k) (k = 0, 1, . . . , N − 1) such that the cost function (2) is minimized under the con-
straint (3).

The solution of the above problem is given with no distinctions among cheap
(D′D = 0), singular (det(D′D) = 0), and regular cases (det(D′D) �= 0). To this aim,
it is convenient to introduce the following notation for the sequences of controls and of
extended outputs (i.e., of the outputs completed with the square root of the terminal
cost):

uN :=




u(0)
u(1)

...
u(N − 1)


 , eN :=




e(0)
e(1)

...
e(N − 1)
Z x(N)


 .(4)

Note that, owing to the above definition of eN , the cost function (2) can also be given
as

J = ‖eN‖22 ,(5)

1The control sequence corresponding to the minimum value of cost may be nonunique, particu-
larly if the system (1) is not left-invertible.
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where ‖eN‖2 is the 2-norm of vector eN . Furthermore, let us express the final state
x(N) as a function of the initial state x0 and the control sequence uN ,

x(N) = ANx0 + AN−1B u(0) + · · ·+ B u(N − 1) = ANx0 + LN uN ,

with

LN :=
[

AN−1B AN−2B · · · B
]
,(6)

so that the constraint (3) can be written as

yf −GANx0 = GLNuN .(7)

According to (4), (5), and (7), Problem 1 is restated as follows.
Problem 1a. Referring to the dynamic system (1), find a vector uN such that

‖eN‖2 is minimized under the constraint (7).
An algorithmic solution of Problem 1 is derived through a constructive proof of

the following theorem.
Theorem 1. Consider the dynamic system (1). Assume that the constraint (3)

is feasible. Let K be a matrix, the columns of which form a basis for ker (GLN ). Let

TN := −(I −K (BNK)
#

BN ) (GLN )
#

GAN −K (BNK)
#

AN ,(8)

VN := (I −K (BNK)
#

BN ) (GLN )
#

,(9)

CN := (I −BNK (BNK)
#

) (AN −BN (GLN )
#

GAN ),(10)

DN := (I −BNK (BNK)
#

)BN (GLN )
#

,(11)

with

AN :=




C
CA
...

CAN−1

ZAN


 , BN :=




D 0 · · · 0
CB D · · · 0
...

...
. . .

...
CAN−2B CAN−3B · · · D
ZAN−1B ZAN−2B · · · ZB


 .(12)

Then

uoN := TN x0 + VN yf(13)

is the optimal solution of Problem 1 with the feasible constraint (3), and vector

eoN := CN x0 + DN yf(14)

is the optimal extended output sequence providing the optimal cost Jo = ‖eoN‖22.
Proof. First, let us consider the plainer problem defined only by (1) and (2), i.e.,

with no constraints on the final state. The sequence of outputs e(0), e(1), . . . , e(N − 1)
and the square root Z x(N) of the terminal cost are related to the input sequence
u(0), u(1), . . . , u(N − 1) by the set of equations

e(0) = C x0 + Du(0),
e(1) = C (Ax0 + B u(0)) + Du(1),

...
e(N − 1) = C (AN−1x0 + AN−2B u(0) + · · ·+ B u(N − 2)) + Du(N − 1),
Z x(N) = Z (ANx0 + AN−1B u(0) + · · ·+ B u(N − 1)),
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which can be written in the compact form

eN = AN x0 + BN uN .(15)

The sequence of controls uN minimizing ‖eN‖2 is obtained by applying the pseudoin-
verse property to (15). Hence

uoN = −B#
NAN x0.(16)

It is worth noting that, in the case of an unconstrained final state, the optimal control
sequence depends solely on the initial state x0. From (15) and (16), it follows that

eoN = (I −BNB#
N )AN x0.

Hence, in the absence of constraints on the terminal state, the theorem is proven with

TN := −B#
NAN ,

CN := (I −BNB#
N )AN .

In this case, of course, VN and DN are not defined.
The complete optimal control problem, including the constraint on the final state,

can easily be solved by using Lemma 1 in the appendix. In fact, (15) and (7) are taken
from (23) and (24), respectively, under the correspondences

ζ = eN , Φ = BN , λ = uN , ρ̄ = AN x0, Γ = GLN , σ̄ = yf −GANx0.(17)

The optimal control sequence uoN , as expressed in (13), can then be derived from (25)
by taking into account the correspondences in (17). Similarly, the optimal extended
output sequence eoN , as expressed in (14), can be derived from (26).
Remark 1. Note that the optimal cost Jo can be expressed in terms of the

matrices CN and DN defined in (10) and (11) as the quadratic form

Jo =

[
x0

yf

]′ [ C ′
NCN C ′

NDN

D′
NCN D′

NDN

] [
x0

yf

]
.(18)

The results of Theorem 1 apply whether the system (A,B) is stable or not, or
stabilizable or not. However, stability of system (1) is usually required to avoid
numerical problems concerning powers of dynamic matrix A arising in (12). A deep
discussion on the ill-conditioning of powers of matrices with eigenvalues greater than
one is provided in [7]. In the case of stabilizable systems, the following remark applies
to overcome the ill-conditioning of matrices involved in Theorem 1.
Remark 2. If the system (1) is stabilizable, a preliminary pole placement is

performed through feedback u(k) = ū(k)+Hx(k) such that Ā :=A+BH is stable and
powers of Ā can be robustly computed. Now, let ūo(k) be the input in (13) which
solves the optimal control problem for (Ā, B,C +DH,D). Then the solution for the
original system (A,B,C,D) is simply computed as uo(k) = ūo(k) +H xo(k), where
xo(k) is the optimal state time history, which is the same for both systems.
Remark 3. Let P be a basis matrix of kerBN ∩ kerGLN ; see (12) and (6).

From (25) of Lemma 1 in the appendix, it follows that all the solutions of Problem 1
lie on the linear variety

uoN (γ) = TN xo + VN yf + P γ.
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According to Remark 5 in the appendix, the minimum 2-norm vector solving Prob-
lem 1 is

ûoN = T̂N xo + V̂N yf ,

with

T̂N = (I − PP#)TN ,

V̂N = (I − PP#)VN .

It is worth noting that, if the final state is unconstrained, i.e., G= 0 and yf = 0 in
(3), the technique herein devised proves to be an effective alternative to the solution
of the difference (possibly generalized) Riccati equation. The main difference with
respect to the Riccati equation is that the pseudoinversion procedure is not recursive
in nature and, as already mentioned, is more general since it also works for constrained
final state problems.

LQ optimal control problems with hard constraints on the final states are usu-
ally approached by means of dynamic programming techniques or gradient meth-
ods, which, although formalized in a wide nonlinear setting, always provide solutions
through recursive procedures.

The results of Theorem 1 and Remarks 2 and 3 are summarized in the following
algorithm solving Problem 1.
Algorithm 1.

Step 1. Check the stability of matrix A, and stabilize it by a state feedback according
to Remark 2 if necessary.

Step 2. Evaluate the matrices AN , BN , and LN as defined in (12) and (6). Note that
if the final state x(N) is completely assigned, the computation of the last row
of AN and BN is skipped.

Step 3. Evaluate a basis matrix K for ker (GLN ) and the matrices TN , VN , CN , and
DN as defined by (8), (9), (10), and (11). Compute the basis matrix P and
the matrices T̂N and V̂N defined in Remark 3 if uoN is required to be minimum
2-norm.

Step 4. Evaluate the optimal control sequence uoN as defined by (13) and the optimal
cost Jo as defined by (18).

3. The problem nesting procedure. In the proposed solution, the optimal
control sequence is computed as a function of x0 and yf by pseudoinverting suitably
defined matrices. Since the dimensions of the matrices to be pseudoinverted are
proportional to the number of steps N of the control time interval, this technique is
subject to a dimensionality constraint: N cannot be greater than a maximum which
depends on the available computational capability. However, this drawback can be
overcome by resorting to the contrivance of nesting problems of the same type at
different levels, as described below for a two-level nesting procedure.

In what follows, extension of (4), (6), (12), (10), (11) is used to denote the vari-
ables defined on a generic N1-step (or N2-step) control time interval; i.e., the variable
subscript is intended for denoting the control interval length.

Refer to Problem 1. For the sake of simplicity, assume that N1, N2 ∈Z
+ exist,

satisfying the pseudoinversion dimensionality constraint and such that N1N2 =N .
Then the following corollary of Theorem 1 can be stated.
Corollary 1. The solution of Problem 1 can be obtained through N2 optimal

control problems with N1 steps and the final state sharply assigned (first level prob-
lems) and one optimal control problem with N2 steps and the final state weighted
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and/or constrained as in the original problem (second level problem). Let RN1 be
a basis matrix of the subspace imLN1 . Denote the initial and final states of the jth
(j = 1, . . . , N2− 1) first level problem, respectively, by x̃(j) and x̃(j + 1), and let them
belong to the optimal state trajectory of the second level optimal control problem de-
fined by the system

x̃(j + 1) = Ãx̃(j) + B̃α(j), x̃(0) = x0,

ẽ(j) = C̃x̃(j) + D̃α(j),
(19)

with

Ã := AN1 ,

B̃ := RN1
,

C̃ := CN1 + DN1A
N1 ,

D̃ := DN1
RN1 ,

(20)

and x̃, α, ẽ vectors of suitable dimension, by the cost function

J̃ =

N2−1∑
j=0

ẽ(j)′ ẽ(j) + x̃(N2)
′ Z ′ Z x̃(N2)(21)

and by the constraint

G x̃(N2) = yf .(22)

Proof. Note that the optimal cost Jj of the jth first level N1 steps problem is
equal to the jth contribution to the optimal cost of the second level problem (this
latter also equal to the original problem optimal cost). In fact,

Jj =

[
x̃(j)

x̃(j + 1)

]′ [
C ′
N1

CN1 C ′
N1

DN1

D′
N1

CN1 D′
N1

DN1

][
x̃(j)

x̃(j + 1)

]

= (CN1 x̃(j) + DN1 x̃(j + 1))
′
(CN1 x̃(j) + DN1 x̃(j + 1)),

and

CN1 x̃(j)+DN1 x̃(j+1) = CN1 x̃(j)+DN1

(
AN1 x̃(j) + RN1 α(j)

)
= C̃x̃(j)+D̃α(j) = ẽ(j).

Hence the thesis is an immediate consequence of Theorem 1.
For the nesting procedure to be convenient from the computational viewpoint, the

row dimension of matrices C̃ and D̃ appearing in (19), equal to the row dimension of
matrices CN1 and DN1 , should be reduced according to the following property.
Property 1. Matrices C̄N1 ∈R

(r×n) and D̄N1
∈R

(r×n) exist such that[
C̄ ′
N1

D̄′
N1

] [
C̄N1 D̄N1

]
=

[
C ′
N1

D′
N1

] [
CN1 DN1

]
,

and whose row dimension is r = rank [CN1 DN1 ] ≤ 2n.
Matrices C̄N1 and D̄N1 can easily be evaluated through a standard singular value

decomposition procedure. Note that their row dimension is not directly related to the
value of N1 and is 2n at most, while that of CN1

and DN1
is q (N1 + 1). On the other

hand, substitution does not affect the optimal control inputs and the optimal cost for
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the finite-horizon N1N2-step LQ problem. This is due to the way matrices CN and
DN enter the optimal cost (18).
Remark 4. The assumption of N = N1N2 does not affect the generality of the

proposed approach because, if this is not the case, one can divide the interval N into
two parts of lengths Na and Nb = N1N2 not violating the computational capability
limits. Find the cost and the optimal control matrices on the two intervals, and then
simply weld the Na and Nb intervals by optimizing the overall cost with respect to
the unknown state variable x(Na). Note that x(Na) must belong to the linear variety
reachable in Na steps from x0.

The following algorithm, based on Corollary 1, solves Problem 1 in a nested
computational framework.
Algorithm 2.

Step 1. Divide the control time interval into N2 parts of N1 steps each, where N1 and
N2 are such that the maximum computational capability condition is met.

Step 2. Consider any of the N2 subintervals and the corresponding N1-step optimal
control problem with the final state completely assigned and zero weighting
matrix Z, referred to as the first level LQ problem. Note that, at this stage,
both the initial and final states are assumed to be fixed, but they are, in gen-
eral, unknown. Compute the resolvent matrices TN1

, VN1
, CN1 , and DN1 for

the first level problem as described in steps 1 and 2 of Algorithm 1 and, if
convenient, reduce the row dimension of CN1

and DN1
according to Property

1. These matrices are common to all the N1-step optimal control problems.
Step 3. Solve the second level problem, defined by (19), (21), and (22), with Algo-

rithm 1, thus obtaining the sequence of the intermediate states (i.e., the ini-
tial/terminal state of each pair of subsequent first level subintervals) as x̃(j),
j ∈ [0, N2].

Step 4. Use the jth pair of initial/terminal states x̃(j), x̃(j + 1) to solve the jth first
level N1-step problem as described in step 3 of Algorithm 1. Note that the
matrices in (13) and (15) are equal for all the N1-step problems and have
been computed at step 1.

Step 5. The optimal control sequence and the optimal cost for the original control
problem are simply obtained by grouping in a unique vector the optimal control
sequences and summing up the optimal costs of all the N1-step optimal control
subproblems.

The nesting idea enables extending the pseudoinversion procedure to finite-horizon
LQ optimal control problems with a large value of N . However, the nesting proce-
dure is subject to a dimensionality constraint, as well, which depends on the available
computational capability and limits the admissible value of N1 and N2.

3.1. The multilevel nesting algorithm. This section shows how to overcome
the drawback on the size of N1 and N2 for the two-level nesting procedure by means
of a multi-level nesting algorithm whose innermost procedure is represented by the
simple nesting procedure of Corollary 1.

The multilevel nesting algorithm reduces the computational effort needed to solve
a finite-horizon LQ problem. The multilevel procedure basically corresponds to iter-
atively solving the second level N2-step optimal control problem, stated in Step 2, by
means of a further nesting procedure.

It is an easy matter to verify that the simple implementation of the iteration idea
leads to increasing at each level the dimension of the matrices needed to compute
the optimal cost ‖eoN‖22. Property 1 enables overcoming the dimensionality drawback
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while iterating Algorithm 2 in the multilevel case. The multilevel nesting algorithm
solves the N -step LQ optimal control problem as follows.
Algorithm 3.

Step 1. Set k = 1 and Nk =N .
Step 2. Divide the control time interval into Nk =Nk,1 Nk,2 steps each, where Nk,1

is such that the computational complexity needed to evaluate the resolvent
matrices TNk,1 , VNk,1 , CNk,1 , and DNk,1 is met. Compute these matrices.

Step 3. Compute the reduced-size cost matrices C̄Nk,1 ∈R
(rk×n) and D̄Nk,1 ∈R

(rk×n)

as described in Property 1.
Step 4. State the second-level Nk,2-step problem as defined in (19), (21), and (22)

with these reduced-size cost matrices.
Step 5. Solve the Nk,2 step problem if this is computationally possible. If not, set

k = k + 1 and Nk =Nk,2, and go back to step 1.
Step 6. Move back over all the nested levels, and assess the optimal control input and

the cost for the original N -step problem.
Table 1 illustrates a four-level nesting algorithm. At the second and third levels,

k = 2 and k = 3, only basic matrices for the innermost problems are evaluated. The
two-level nested problem is completely solved only at the last nesting level, i.e., k = 4.
It is worth noting that if matrix factorization of Property 1 were not applied, the
dimensions of the matrices CNk,1 and DNk,1 would significantly increase with k. In

fact, at the nesting level k + 1, both would be q
∏k
j=1Nj,1×n, while factorization

implies the maximum value rk+1×n with rk+1≤ 2n at every step.

Table 1
A four-level nested procedure. Matrices are evaluated only for problems with N1,1, N2,1, N3,1,

and N3,2 steps.

k = 1 N = N1,1N1,2
k = 2 N1 = N1,1 N1,2 = N2,1N2,2
k = 3 N1 = N2,1 N2,2 = N3,1N3,2
k = 4 N1 = N3,1 N2 = N3,2

4. An example. As an illustrative example, let us consider the following con-
strained LQ optimal control problem for the system:

A =




0.5 1 −0.4 0
0.1 0.7 0 −0.5

0 0 0.4 0
0 0 0 0.6


 , B =




1 0
0 1
1 0
0 1


 , C =

[
1 0 0 0
0 1 0 0

]
, D =

[
1 0
1 0.5

]
,

with initial condition x0 = [1, 2, 3, 4]′ and constrained final state and weighting
matrix as

yf =

[
1
1

]
=

[
1 1 0 0
0 0 1 1

]
x(N) , Z =

[
1 0 2 1
0 0 3 1

]
.

Problem 1 was first solved according to Algorithm 1 implemented in Matlab c© 5.3 run-
ning on a 350 MhZ Pentium c© II. The corresponding CPU time was 77.72 s. Instead,
the CPU time corresponding to the implementation of Algorithm 2, with N1 = 25
and N2 = 8, was 0.676 s. Note that the three-level nesting procedure, with N1,1 = 8,
N2,1 = 5, and N2,2 = 5, yields a dramatic reduction of the CPU time: 0.16 s. The
results for CPU times are summarized in Table 2.
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Table 2
CPU time is compared for different nesting level algorithms.

Simple pseudoinversion N = 200 CPU time = 77.72 s
Two-level nesting N1 = 8; N2 = 25 CPU time = 0.676 s
Three-level nesting N1,1 = 8; N2,1 = 5; N2,2 = 5 CPU time = 0.16 s

It can be seen that the multilevel nesting algorithm greatly reduces the compu-
tational burden for the finite-horizon LQ optimal control problem.

The optimal cost is

min
u200

J = 0.687,

and the final state is

x(200) =



−0.4821

1.4821
−0.5109

1.5109


 .

5. Concluding remarks. The problem considered in this paper is out of the
standard scheme of LQ optimal control problems considered in the literature, not
only because of the completely general approach which makes it possible to deal
with cheap, singular, and regular problems with no distinction, but also because
the state of the system can be sharply assigned at both the initial and final time
instants. Furthermore, the proposed nesting procedure is very easily implementable
thus making feasible the pseudoinversion solution of optimal control problems on a
time interval of finite, but arbitrary, length.

A practical application of the algorithms described herein are the computations
of convolution profiles for H2-optimal tracking and H2-optimal rejection of an N -step
previewed signal in the nonminimum phase case. These problems were described by
the authors in [14, 15], where geometric-type conditions for perfect or almost perfect
tracking or rejection with stability were derived.

The possibility of using the algorithmic setting described in this paper for the
solution of the standard discrete-time infinite-horizon LQR problem is under investi-
gation.

Appendix. This appendix briefly presents the manipulations used in the proof
of Theorem 1.
Lemma 1. The problem of finding a vector λ which minimizes the 2-norm of the

vector

ζ := Φλ + ρ̄(23)

and satisfies the constraint

Γ λ = σ̄,(24)

where the matrices Φ, Γ and the column vectors ρ̄, σ̄ are given and the constraint (24)
is assumed to be feasible (i.e., satisfying σ̄ ∈ imΓ ), admits as the set of all solutions
the linear variety

λo(γ) :=
(
I −K (ΦK)

#
Φ
)
Γ#σ̄ −K (ΦK)

#
ρ̄ + P γ,(25)
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where K is a basis matrix for kerΓ , P is a basis matrix for imK ∩ kerΦ, and γ is a
free vector parameterizing the solution λ in the column space of P .

The corresponding ζ vector with minimum 2-norm is given by

ζo :=
(
I − ΦK (ΦK)

#) (
ΦΓ#σ̄ + ρ̄

)
.(26)

Proof. The constraint (24) can be solved with respect to λ as

λ = Γ# σ̄ + K ν,(27)

where ν parameterizes the solution in kerΓ whose basis matrix is K. Then the
following expression for vector ζ can be obtained by substituting (27) into (23):

ζ = Ω ν + η̄,(28)

where

Ω := ΦK, η̄ := ΦΓ# σ̄ + ρ̄ .(29)

The expression for ν minimizing the 2-norm of ζ is simply obtained as

ν = −Ω# η̄ + H γ,(30)

where vector γ parameterizes the solution in kerΩ whose basis matrix is H. The
expression

ζo =
(
I −Ω Ω#

)
η̄(31)

of the minimum norm vector ζ can then be obtained by substituting (30) into (28).
Expression (26) for ζo is derived from (31) and (29). By substituting (30) into (27),
it follows that

λ = Γ# σ̄ −KΩ# η̄ + KH γ.(32)

Moreover, since

imH := ker (ΦK) = kerK + imY,

with Y such that

im (KY ) = imK ∩ kerΦ,

(32) can also be written as

λ = Γ# σ̄ −KΩ# η̄ + P γ,(33)

where P has been defined in the statement of the lemma. Finally, by substituting (29)
into (33), linear variety (25) is obtained.
Remark 5. The minimum 2-norm vector λ minimizing the cost function (23) is

λo =
(
I − PP#

) ((
I −K (ΦK)

#
Φ
)
Γ#σ̄ −K (ΦK)

#
ρ̄
)
,

obtained by choosing

γ = −P#
((

I −K (ΦK)
#

Φ
)
Γ#σ̄ −K (ΦK)

#
ρ̄
)
;

see (25). If the minimum norm is not required, a plainer expression for λ follows by
assuming that γ = 0.
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1. Introduction. In this paper we are concerned with the following infinite
dimensional linear control system:

dy

dt
= Ay(t) +Bu(t), y(0) = x ∈ H,(1.1)

t ≥ 0, where H denotes a complex Hilbert space, with inner product 〈·, ·〉 and norm |·|,
and A is a possibly unbounded linear operator on H, which generates a C0-semigroup
etA on H. Moreover, B is a bounded linear operator from another Hilbert space U
into H, i.e., B ∈ L(U,H), and u : [0,+∞)→ U is a locally square integrable function,
which represents the control on the system. For any control function u, there exists
a weak solution yx,u(t) of (1.1), which is given by

yx,u(t) = etAx+

∫ t

0

e(t−s)ABu(s)ds, t ≥ 0;

see, for instance, [10]. The system (1.1) is called null controllable if it is null control-
lable at some universal time T̃ > 0. This means that for any state a ∈ H, we can
find a control u such that ya,u(T̃ ) = 0 (the control u transfers a to 0 at time T̃ ); see
[28], [1], [2], [5], [17], [18], [25]. Throughout the paper we will assume that the system
(1.1) is null controllable. Taking into account that 0 is an equilibrium point for our
system, the following definition has a clear control-theoretic meaning. We say that
the system (1.1) is null controllable with vanishing energy, an NCVE system for short,
if it is null controllable and for any x ∈ H there exists a sequence of controls (un) and
of times (Tn) such that yx,un(Tn) = 0 for any n ∈ N, and

lim
n→∞

∫ Tn

0

|un(s)|2ds = 0.(1.2)
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The purpose of this paper is to characterize NCVE systems. This characterization will
be given in terms of spectral properties of A as well as in terms of maximal solutions
to an associated algebraic Riccati equation. To the best of our knowledge, the concept
of an NCVE system is formulated for the first time in this paper. However, important
examples of NCVE systems have been already investigated; see, for instance, [14] and
references therein.

Let us recall that the spectral bound s(A) of the operator A is given by the formula
s(A) = sup{Re(λ) : λ ∈ σ(A)}, where σ(A) denotes the spectrum of A. (If σ(A) =
ø, then s(A) = −∞.) A vector x �= 0 is called a generalized eigenvector of the operator
A if there exists λ ∈ C and a natural number k such that (λ − A)kx = 0. Note that
necessarily x ∈ D(Ak) and if k = 1, then x is an eigenvector of A. A C0-semigroup
etA is said to be exponentially stable if there exist M > 0, ω < 0 such that for all
t ≥ 0, ‖etA‖L(H) ≤ Meωt. To formulate our first main result we need the following
assumptions.

Hypothesis 1.1.

(i) There exists a sequence (λn) ⊂ σ(A) such that each λn is isolated in σ(A)
and limn→∞ Re(λn) = s(A).

(ii) There exist closed linear subspaces Hs and Hu invariant for etA, t ≥ 0, such
that their direct sum is H, i.e., H = Hs ⊕Hu and, moreover,
(a) the semigroup etA restricted to Hs is exponentially stable on Hs,
(b) the set of all generalized eigenvectors of A contained in Hu is linearly
dense in Hu.

Theorem 1.1. Let the system (1.1) be null controllable and assume that Hy-
pothesis 1.1 holds. Then the following statements are equivalent:

(a) the system (1.1) is NCVE;

(b) s(A) = sup{Re(λ) : λ ∈ σ(A)} ≤ 0.

What seems surprising, even in the finite dimensional case, is that the solutions
of the uncontrolled linear system may have a polynomial growth, but nevertheless any
state can be transferred to 0 with arbitrarily small energy. As we shall see in section
5.2, the index s(A) cannot be replaced by ω(A), the growth bound of the semigroup
etA, ω(A) = inf{ω ∈ R : ‖etA‖L(H) ≤ Meωt for some M and all t ≥ 0}. We will
comment on Hypothesis 1.1 in section 5.3.

Let us consider a smaller class of the so-called exactly controllable systems. The
system (1.1) is called exactly controllable if it is exactly controllable at some T̃ > 0,
i.e., for any a, b ∈ H, there exists a control û = ua,b such that ya,û(T̃ ) = b. We say
that (1.1) is exactly controllable with vanishing energy, an ECVE system for short, if
it is exactly controllable and for any a, b ∈ H, there exists a sequence of controls (un)
and of times (Tn) such that ya,un(Tn) = b, n ∈ N, and (1.2) holds. An analogue of
Theorem 1.1 for exactly controllable systems is stated below.

Theorem 1.2. Assume the system (1.1) is exactly controllable, the operator A
generates a C0-group on H, and Hypothesis 1.1 holds. Then the following statements
are equivalent:

(a) the system (1.1) is ECVE;

(b) σ(A) ⊂ {iλ : λ ∈ R}.
Applications of these theorems to delay systems and hyperbolic and parabolic

equations are given in section 6. In order to prove Theorems 1.1 and 1.2, we combine
arguments from both control theory and spectral theory. Moreover, we will apply our
third main result, which requires only the null controllability of (1.1).
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Theorem 1.3. A null controllable system (1.1) is NCVE if and only if the
algebraic Riccati equation

PA+A∗P − PBB∗P = 0, P ≥ 0,(1.3)

has a unique bounded nonnegative solution P = 0.
This theorem will be a consequence of a stronger result concerning a more general

algebraic Riccati equation:

PA+A∗P − PBB∗P +R = 0,(1.4)

where R is a symmetric, bounded, nonnegative operator onH. By a solution P of this
equation we mean a bounded nonnegative operator P such that for any x, y ∈ D(A),

〈Px,Ay〉+ 〈PAx, y〉 − 〈PBB∗Px, y〉+ 〈Rx, y〉 = 0.(1.5)

A solution P̂ of (1.5) is called maximal if for any solution S of (1.5), we have S ≤ P̂ ,
i.e., 〈Sx, x〉 ≤ 〈P̂ x, x〉, x ∈ H; see [3], [16], [2]. In the literature results close to the
next theorem are available; see, for instance, [2, p. 283], [17], [18], and [9]. However,
since we could not find the exact statement we needed, we decided to include it in
the present paper.

Theorem 1.4. If the system (1.1) is null controllable, then for an arbitrary
linear, bounded operator R ≥ 0 there exists a maximal solution P̂ ≥ 0 of the equation
(1.4), and it is given by the formula

〈P̂ x, x〉 = inf
t≥T̃

inf
u∈L2(0,t;U), yx,u(t)=0

{∫ t

0

(〈Ryx,u(s), yx,u(s)〉+ |u(s)|2)ds
}
.(1.6)

We conjecture that results similar to Theorems 1.1 and 1.2 could be true even for
control systems in Banach spaces; however, the proofs should be different from ours.
Indeed, a satisfactory theory of the linear quadratic problem involving the differential
Riccati equation is not available in general Banach spaces, even in the reflexive case. It
would be also interesting to extend our characterizations to systems with unbounded
control operators B, in particular to boundary control systems described by linear
PDEs; see [26], [1], [2], [17], [18]. This extension will be a subject of our future
research.

There are close links between the results of the present paper and the theory of
bounded harmonic functions for the so-called Ornstein–Uhlenbeck operator. Consider
an H-valued Ornstein–Uhlenbeck process X satisfying the following equation:

dX(t) = AX(t)dt+BdW (t), X(0) = x ∈ H, t ≥ 0,

where W is a U -valued Wiener process. The generator L of the process X is called
an Ornstein–Uhlenbeck operator. A function h such that Lh = 0 is called harmonic
for L. The problem of existence of bounded harmonic functions for differential op-
erators is called the Liouville problem and is intensively studied; see, e.g., [20] and
[23]. Roughly speaking, in our special situation, there exist nonconstant, bounded,
harmonic functions for L if and only if the associated control system is not NCVE.
We study this topic in a separate paper [21]. We also mention that a preliminary
expanded version of our results is given in [22], which contains additional details.

Section 2 is devoted to preliminaries from spectral theory and linear control the-
ory. Section 3 is on the proof of Theorems 1.4 and 1.3. In section 4 we will give a
proof of Theorems 1.1 and 1.2. Comments and possible extensions are discussed in
section 5. In section 6 we collect some examples which illustrate our results.
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2. Preliminaries.

2.1. Basic concepts from spectral theory. Let us introduce some basic facts
from spectral theory. Let A : D(A) ⊂ H → H be a closed operator with dense
domain and denote by σ(A) its spectrum. An element µ ∈ σ(A) is called isolated if
there exists a neighborhood U of µ such that U ∩ σ(A) = {µ}.

Let λ ∈ C be an eigenvalue of A. The dimension of Ker(λ − A) is called the
geometric multiplicity of λ. Remark that Ker(λ − A)k ⊂ Ker(λ − A)k+1, k ∈ N.
Hence we can say that v is a generalized eigenvector of A if

v ∈
⋃
k≥1

Ker(λ−A)k.

If there exists p such that Ker(λ − A)p = Ker(λ − A)p+1 and dim(Ker(λ − A)p)
= m < ∞, then λ is named an eigenvalue with finite algebraic multiplicity m. (The
integer p is named the index of λ.) We refer to [11] for more details on this subject.

Let A : D(A) ⊂ H → H be the generator of a C0-semigroup etA. A closed
subspace K ⊂ H is called invariant for etA if etA(K) ⊂ K, t ≥ 0. In this case we
have that A(D(A) ∩K) ⊂ K and the restriction of etA to K is still a C0-semigroup
on K with generator AK : (D(A) ∩K) ⊂ K → K, AKv = Av, v ∈ D(A) ∩K.

In what follows we need the following theorem which provides the existence of
useful invariant subspaces for etA; see Lemma 2.5.7 in [5] and [10, p. 245].

Assume that σ(A) = σ0 ∪ σ1, where σ0 and σ1 are two disjoint closed subsets of
C and, in addition, σ0 is bounded. Since the distance between σ0 and σ1 is positive,
there exists a bounded open set Ω containing σ0 such that its closure is disjoint from
σ1. We may assume that the boundary γ of Ω consists of a finite number of rectifiable,
closed simple Jordan paths oriented in the usual positive direction. Let us introduce
the spectral Riesz projection P0:

P0x =
1

2πi

∫
γ

(w −A)−1x dw, x ∈ H.(2.1)

Define P0H = E0. (Note that E0 can be equal to H.) We get the spectral decompo-
sition

H = E0 ⊕ E1, E1 = P1H, where (I − P0) = P1.(2.2)

The closed subspaces E0 and E1 are invariant for etA and, moreover, E0 ⊂ D(A).
The restrictions Ai of A to Ei, i = 0, 1, satisfy σ(Ai) = σi. We have

A0 : E0 → E0, A1 : (D(A) ∩ E1) ⊂ E1 → E1.(2.3)

The operator A0 generates a uniformly continuous group e
tA0 on E0, and A1 generates

a C0-semigroup etA1 on E1. The restrictions of e
tA to E0 and E1 coincide with etA0

and etA1 , respectively.
If H, K are two Hilbert spaces, we denote by L(H,K) the Banach space of all

bounded linear operators from H into K endowed with the uniform norm ‖ · ‖L(H,K).
In particular, when H = K, we set L(H,H) = L(H) and ‖ · ‖L(H) = ‖ · ‖. Let us
consider the cone K+(H) of L(H) consisting of all symmetric nonnegative bounded
linear operators on H. On K+(H), we will have the following order:

T ≤ S ⇔ 〈Tx, x〉 ≤ 〈Sx, x〉, x ∈ H, T, S ∈ K+(H).
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Note that 〈Tx, x〉 = 〈Sx, x〉, x ∈ H, implies that T = S. We will use the following
result: if a family (Pt) ⊂ K+(H), t > 0, is decreasing as t tends to 0+, then there
exists P ∈ K+(H) such that Pt converges strongly to P (see [5, p. 606]), i.e.,

lim
t→0+

Ptx = Px, x ∈ H, or equivalently lim
t→0+

〈Ptx, x〉 = 〈Px, x〉, x ∈ H.(2.4)

2.2. Control-theoretic concepts. Let us collect here some preliminaries from
control theory which will be used throughout the paper; for more details, see [28] or
[5]. The system (1.1) will often be denoted by the pair (A,B).

Set Q = BB∗ and introduce the controllability operator Qt,

Qtx =

∫ t

0

esABB∗ esA
∗
x ds =

∫ t

0

esAQesA
∗
x ds, t > 0, x ∈ H,(2.5)

where B∗ denotes the adjoint operator of B and the integral is in the Bochner sense.
We remark that the null controllability of (1.1) at time T̃ > 0 implies the null con-
trollability at any t ≥ T̃ . It is known that the null controllability of (1.1) at T̃ is
equivalent to the following condition:

eT̃A(H) ⊂ Q
1/2

T̃
(H).(2.6)

By the closed graph theorem the operator Γs = Q
−1/2
s esA is a well-defined bounded

linear operator on H for any s ≥ T̃ . Fix a ∈ H; among the controls u steering a to
0 at time t ≥ T̃ , there exists a unique optimal control û which minimizes the energy
functional u �→ ∫ t

0
|u(s)|2ds, and, moreover,

∫ t

0

|û(s)|2ds = |Γta|2 = 〈Γ∗
tΓta, a〉, where Γta = Q

−1/2
t etAa.(2.7)

Thus |Q−1/2
t etAa|2 is the minimal energy to attain 0 from a at time t, and Γt is

sometimes called the minimal energy operator.
Since the map: t �→ |Γtx|2 is decreasing, we get that the system (1.1) is NCVE if

and only if

lim
t→+∞ |Γtx|

2 = 0, x ∈ H.

Now let us deal with exactly controllable systems. It is known that the system (A,B)
is exactly controllable at t > 0 if and only if Qt is one to one and onto on H. When
(A,B) is exactly controllable at t > 0, one can define the minimal energy Et(a, b),
which is needed to transfer the state a into b at time t > 0,

Et(a, b) = E
(A,B)
t (a, b) = inf

u∈L2(0,t;U)

{∫ t

0

|u(s)|2ds : ya,u(t) = b

}
, a, b ∈ H,(2.8)

where ya,u denotes the solution to (1.1) such that ya,u(0) = a. Note that |Γta|2 =

Et(a, 0), a ∈ H; see (2.7). It is known (see, e.g., [28]) that Et(a, b) = |Q−1/2
t (etAa−b)|2

and that there exists an optimal control û such that Et(a, b) =
∫ t
0
|û(s)|2ds. It is clear

that (1.1) is an ECVE system if and only if limt→+∞ Et(a, b) = 0 for any a, b ∈ H.
We remark that if (A,B) is null controllable at t > 0 and, in addition, A generates

a C0-group on H, then (A,B) is exactly controllable at t > 0. Moreover, if H = Rn,
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U = Rm, and (A,B) is null controllable at some t0 > 0, then (A,B) is exactly
controllable at any t > 0.

Let us consider the Lyapunov equation:

〈Ax,Ky〉+ 〈Kx,Ay〉 = −〈Sx, y〉, x, y ∈ D(A),(2.9)

where S ∈ K+(H) and A generates an exponentially stable semigroup etA on H, i.e.,
ω(A) < 0. Then there exists a unique solution K ∈ K+(H) to (2.9) which is given by

Kx =

∫ ∞

0

esASesA
∗
xds, x ∈ H.

Finally recall that a solution P ∈ K+(H) to the algebraic Riccati equation

〈Px,Ay〉+ 〈PAx, y〉 − 〈PBB∗Px, y〉+ 〈Rx, y〉 = 0, x, y ∈ D(A),

has the properties that P (D(A)) ⊂ D(A∗) and, in addition, that PAx+A∗Px−
PBB∗Px+Rx = 0 for any x ∈ D(A).

3. Proofs of Theorems 1.4 and 1.3. Throughout this section we assume
only that the system (1.1) is null controllable at some T̃ > 0. Let R, S ∈ K+(H),
Q = BB∗. We introduce the infinite dimensional differential Riccati equation:

d

dt
Pt = A∗Pt + PtA+R− PtQPt, t > 0, P0 = S.(3.1)

We say that a map t �→ Pt ∈ L(H), t ≥ 0, such that P0 = S is a (global) solution
of (3.1) if for any h, k ∈ D(A) the real map t → 〈Pth, k〉 is absolutely continuous on
[0,+∞) and it satisfies

d

dt
〈Pth, k〉 = 〈Pth,Ak〉+ 〈PtAh, k〉+ 〈Rh, k〉 − 〈PtQPth, k〉(3.2)

for almost all t > 0. It is well known (see, e.g., [28]) that for any S ∈ K+(H) there
exists a unique solution Pt = PS

t ∈ L(H) to (3.1). Moreover, PS
t ∈ K+(H) and

〈PS
t x, x〉= inf

u∈L2(0,t;U)

{∫ t

0

(|u(s)|2 + 〈Ryx,u(s), yx,u(s)〉)ds+ 〈Syx,u(t), yx,u(t)〉
}
,

(3.3)

t ≥ 0, where yx,u is the solution of (1.1), yx,u(0) = x.
Let us introduce the quantity ΓRt (x) generalizing |Γtx|2 as

ΓRt (x) = inf
u∈L2(0,t;U): yx,u(t)=0

Jt(u), where

Jt(u) = Jxt (u) =

∫ t

0

(〈Ryx,u(s), yx,u(s)〉+ |u(s)|2)ds, t ≥ T̃ .
(3.4)

Of course, choosing R = 0, we get Γt = Γ0
t . We remark that the map t �→ ΓRt (x) is

decreasing on [T̃ ,+∞) for any x ∈ H.
In order to prove Theorem 1.4 we proceed as follows. First we show that ΓRt (·) is a

quadratic functional onH. Then we prove that the map t �→ (ΓRt )
∗ΓRt ∈ L(H) satisfies

the differential Riccati equation (3.2). Finally we obtain that (ΓRt )
∗ΓRt converges

strongly to the maximal solution P̂ of the algebraic Riccati equation (1.4) as t→ +∞.
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We start to establish some properties of ΓRt (see also [4, Theorem 1.2]), where a related
result is proved.

Lemma 3.1. For any t ≥ T̃ , the following statements hold:
(i) there exists a unique control û minimizing the functional Jt in (3.4);
(ii) the map ΓRt is a quadratic functional of x; i.e., we have ΓRt (x) = 〈ΓRt x, x〉,

where ΓRt ∈ K+(H).
Proof. (i) Inserting the explicit formula for yx,u into the functional Jt and using

the linear operator Lt : L
2(0, t;U) → L2(0, t;H), Ltu(s) =

∫ s
0
e(s−r)ABu(r)dr, s ∈

(0, t), u ∈ L2(0, t;U), we get

Jt(u) = a + 〈v, u〉L2(0,t;U) + 〈Wu, u〉L2(0,t;U),(3.5)

where a =
∫ t
0
〈R(esAx), esAx〉ds, v = 2L∗

tR (e(·)Ax), Wu = u+ L∗
tR(Ltu(·)). Noting

that W is a coercive symmetric operator on L2(0, t;U) we obtain that Jt is a contin-
uous, strictly convex, and coercive functional on L2(0, t;U). Hence the infimum of Jt
over the nonempty affine set of all u ∈ L2(0, t;U) such that∫ t

0

e(t−r)ABu(r)dr = −etAx

is attained at exactly one point û. This proves (i).
(ii) Let us define the cost functionals Jεt : L

2(0, t;U)→ R:

Jεt (u) =

∫ t

0

(〈Ryx,u(s), yx,u(s)〉+ |u(s)|2)ds +
1

ε
〈yx,u(t), yx,u(t)〉, ε > 0,

u ∈ L2(0, t;U). We know that the infimum of Jεt over all controls u is 〈P ε
t x, x〉, where

P ε
t verifies

d

dt
P ε
t = A∗P ε

t + P ε
tA+R− P ε

tQP
ε
t , t > 0, P ε

0 =
1

ε
I.

By the definition of ΓRt it is clear that P ε
t ≤ ΓRt for any ε > 0. Note that P ε

t is
increasing as ε tends to 0. Hence ΓRt − P ε

t is decreasing in K+(H). It follows that P ε
t

converges strongly to some Pt ∈ K+(H) as ε→ 0+, i.e.,

lim
ε→0+

〈P ε
t x, x〉 = 〈Ptx, x〉, x ∈ H, t > 0.

Our next goal will be to verify that ΓRt = Pt. This will give the assertion (ii). For
this purpose, we show that

lim
ε→0+

〈P ε
t x, x〉 = lim

ε→0+
Jεt (uε) = Jt(û), t ≥ T̃ ,(3.6)

where uε are the controls which minimize Jεt and û is the control which minimizes Jt
among all controls steering x to 0 in time t. We will also obtain that uε converges
weakly to û as ε tends to 0.

First recall that, by (3.5), we have

Jεt (u) = a+ 〈v, u〉L2(0,t;U) + 〈Wu, u〉L2(0,t;U) +
1

ε
|etAx+ Ltu|2

= Jt(u) +
1

ε
|etAx+ Ltu|2, u ∈ L2(0, t;U),
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where Lt : L2(0, t;U)→ H, Ltu =
∫ t
0
e(t−s)ABu(s)ds. It follows that

Jεt (uε) = Jt(uε) +
1

ε
|etAx+ Ltuε|2 ≤ Jεt (û) = Jt(û), ε > 0.

Since W is coercive, we deduce that the set (uε), ε > 0, is uniformly bounded in
L2(0, t;U). Thus it is possible to extract from (uε) a sequence, still denoted by uε,
such that uε converges weakly to u0 ∈ L2(0, t;U). We prove that u0 transfers x to 0
at time t, i.e.,

etAx+ Ltu0 = 0.(3.7)

Computing the directional derivative of Jεt in uε along any direction v ∈ L2(0, t;U),
we get

0 = DJεt (uε, v) = 〈v, uε〉L2(0,t;U) + 2〈Wuε, v〉L2(0,t;U) +
2

ε
〈etAx+ Ltuε,Ltv〉, ε > 0.

Since uε converges weakly to u0, it is clear that the above identities can be true only
if 〈etAx+ Ltuε,Ltv〉 converges to 0 as ε→ 0+. We have

〈etAx+ Ltu0,Ltv〉 = 0, v ∈ L2(0, t;U).(3.8)

Now we can choose a control v1 such that Ltv1 = etAx because the system (1.1)
is null controllable at time t. Taking the control v = u0 + v1 in (3.8), we obtain
|etAx+ Ltu0|2 = 0 and so (3.7) is verified.

Using that Jt is weakly lower semicontinuous and Jt(û) ≥ Jεt (uε), we get

Jt(û) ≥ lim inf
ε→0

(
Jt(uε) +

1

ε
|etAx+ Ltuε|2

)
≥ lim inf

ε→0
Jt(uε) ≥ Jt(u0).(3.9)

Since yx,û(t) = yx,u0(t) = 0 and û was the minimum point for Jt, we get that û =
u0. Moreover, by (3.9) we achieve lim infε→0 J

ε
t (uε) = Jt(u0). Using that Jεt (uε) is

increasing we finally get

lim
ε→0+

Jεt (uε) = Jt(û).

Lemma 3.2. The following assertions hold:
(i) The map t �→ Pt = (ΓRt )

∗
ΓRt ∈ L(H) solves

d

dt
Pt = A∗Pt + PtA+R− PtQPt for any t ≥ T̃ .(3.10)

(ii) For any S ∈ K+(H), denoting by PS
t , t ≥ 0, the unique solution of (3.1), one

has PS
t ≤ (ΓRt )

∗
ΓRt , t ≥ T̃ .

Proof. For simplicity of notation, we will write Γ̂t instead of ΓRt .
(i) Fix any t ≥ T̃ . We prove the assertion by showing that

P
Γ̂∗
t Γ̂t

s = Γ̂∗
t+sΓ̂t+s, s ≥ 0.(3.11)

Fix x ∈ H and let û be the control which transfers x to 0 in time t + s with the
minimal energy. Then we have

〈Γ̂t+sx, Γ̂t+sx〉 =
∫ t+s

0

(〈Ryx,û(r), yx,û(r)〉+ |û(r)|2)dr

=

∫ s

0

(〈Ryx,û(r), yx,û(r)〉+ |û(r)|2)dr +
∫ s+t

s

(〈Ryx,û(r), yx,û(r)〉+ |û(r)|2)dr

≥
∫ s

0

(〈Ryx,û(r), yx,û(r)〉+ |û(r)|2)dr + 〈Γ̂tyx,û(s), Γ̂tyx,û(s)〉 ≥ 〈P Γ̂∗
t Γ̂t

s x, x〉.
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On the other hand, for any arbitrary control u, writing z(s) = yx,u(s), there results∫ s

0

(〈Ryx,u(r), yx,u(r)〉+ |u(r)|2)dr + 〈Γ̂∗
t Γ̂ty

x,u(s), yx,u(s)〉

=

∫ s

0

(〈Ryx,u(r), yx,u(r)〉+ |u(r)|2)dr +
∫ t

0

(〈Ryz(s),v(r), yz(s),v(r)〉+ |v(r)|2)dr

=

∫ s

0

(〈Ryx,u(r), yx,u(r)〉+ |u(r)|2)dr

+

∫ t+s

s

(〈Ryz(s),v(w − s), yz(s),v(w − s)〉+ |v(w − s)|2)dw,

where v is the optimal control which transfers the state z(s) = yx,u(s) to 0 in time t
with the minimal energy. Consequently the control ũ,

ũ(r) = u(r), r ∈ [0, s], ũ(r) = v(r − s), r ∈ [s, s+ t],

transfers x to 0 in time t+ s. Therefore∫ s

0

(〈Ryx,u(r), yx,u(r)〉+ |u(r)|2)dr + 〈Γ̂∗
t Γ̂ty

x,u(s), yx,u(s)〉 ≥ 〈Γ̂∗
t+sΓ̂t+sx, x〉.

Taking the infimum over the controls u, it follows that 〈P Γ̂∗
t Γ̂t

s x, x〉 ≥ 〈Γ̂∗
t+sΓ̂t+sx, x〉.

This gives (3.11). The proof of (i) is complete.
(ii) Fix x ∈ H and let û be the control which transfers x to 0 in time t with the

minimal energy. Since yx,û(t) = 0, we have

〈Γ̂tx, Γ̂tx〉 =
∫ t

0

(〈Ryx,û(s), yx,û(s)〉+ |û(s)|2)ds

=

∫ t

0

(〈Ryx,û(s), yx,û(s)〉+ |û(s)|2)ds+ 〈Syx,û(t), yx,û(t)〉 ≥ 〈PS
t x, x〉, t ≥ T̃ .

Proof of Theorem 1.4. Since (ΓRt )
∗ΓRt is decreasing for t ≥ T̃ , formula (1.6) is

equivalent to the fact that there exists

lim
t→+∞ 〈(Γ

R
t )

∗ΓRt x, x〉 = 〈P̂ x, x〉, x ∈ H,(3.12)

where P̂ is the maximal solution to (1.4). To prove this assertion, the proof is split
up into two parts.

Step I. We show that the map t �→ (ΓRt )
∗ΓRt converges strongly to a solution of the

algebraic Riccati equation (1.4) as t→ +∞. Since (ΓRt )
∗ΓRt is decreasing on (T̃ ,+∞),

applying (2.4), we find that there exists P̂ ∈ K+(H) such that (ΓRt )
∗ΓRt converges

strongly to P̂ . By Lemma 3.2, we know that Pt = (ΓRt )
∗ΓRt solves the differential

Riccati equation

d

dt
〈Pth, k〉 = 〈Pth,Ak〉+ 〈PtAh, k〉+ 〈Rh, k〉 − 〈PtQPth, k〉, t ≥ T̃ ,

for any h, k ∈ D(A). Passing to the limit as t → +∞, by elementary arguments we
find that

d

dt
〈(ΓRt )∗ΓRt h, k〉 → 0 as t→ +∞.

This yields that P̂ solves the algebraic Riccati equation.
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Step II. We show that P̂ is maximal. If S ≥ 0 is a solution of the algebraic Riccati
equation, then PS

t = S, t ≥ 0, where PS
t solves (3.1). Thanks to (ii) in Lemma 3.2,

we get PS
t ≤ (ΓRt )

∗ΓRt , t ≥ T̃ . Letting t → +∞, we infer that S ≤ P̂ , and the proof
is complete.

Proof of Theorem 1.3. Recall that the system (1.1) is NCVE if and only if the
operators Γt = Γ0

t (see (2.7)) converge strongly to 0 as t→ +∞. The assertion follows
from Theorem 1.4

4. Proofs of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We will use hypothesis (i) in (1.1) in order to show that

(a) implies (b) and hypothesis (ii) in (1.1) in order to prove the converse.
(a)⇒ (b) We know that Γ∗

tΓt → 0 strongly as t→ +∞. Assume by contradiction
that s(A) > 0. By hypothesis (i) in (1.1), this implies that there exists an isolated
element µ ∈ σ(A) such that Re(µ) > 0. Let us introduce the spectral Riesz projection
P0 associated with µ (see the notation in (2.1)),

P0x =
1

2πi

∫
γ

(w −A)−1x dw, x ∈ H,(4.1)

where γ is a circle enclosing µ in its interior and σ(A)\{µ} in its exterior. We get the
decomposition H = E0 ⊕ E1, where P0H = E0, E1 = P1H, (I − P0) = P1.

The subspaces E0 and E1 are both invariant for etA; moreover, E0 ⊂ D(A),
A(E0) ⊂ E0, and A(E1 ∩ D(A)) ⊂ E1. Consider the restrictions Ai of A to Ei,
i = 0, 1, and define

B0 = P0B, B1 = P1B;

we have Bi ∈ L(U,Ei), i = 0, 1. We know that A0 generates a uniformly continuous
group etA0 on E0, σ(A0) = {µ}, and A1 generates a C0-semigroup etA1 on E1. Let us
split (1.1) into two systems: (A0, B0) on E0 and (A1, B1) on E1.{

(i) y′0(t) = A0y0(t) +B0u(t), y0(0) = x0 ∈ E0,
(ii) y′1(t) = A1y1(t) +B1u(t), y1(0) = x1 ∈ E1.

(4.2)

Since (4.2) is null controllable at t ≥ T̃ , also (A0, B0) and (A1, B1) are null controllable
at t ≥ T̃ . In addition, etA0 is a uniformly continuous group, and therefore we have
that the system (−A0, B0), i.e.,

dy0

dt
= −A0y0(t) +B0u(t), y0(0) = x0 ∈ E0,

is exactly controllable at t ≥ T̃ . Consequently, for any t ≥ T̃ , the controllability
operator Rt ∈ L(E0),

Rtx0 =

∫ t

0

e−sA0B0B
∗
0e

−sA∗
0x0ds, x0 ∈ E0,(4.3)

is one to one and onto E0. Since σ(−A0) = {−µ}, we also have that e−tA0 is expo-
nentially stable. Thus the bounded linear operator R,

Rx0 =

∫ ∞

0

e−sA0B0B
∗
0e

−sA∗
0x0ds, x0 ∈ E0,
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is well defined and one has limt→+∞ 〈Rtx0, x0〉 = 〈Rx0, x0〉, x0 ∈ E0. We remark
that (Rt) is an increasing family of symmetric bounded operators on E0 and that
(4.3) is equivalent to 〈Rtx, x〉 ≥ C|x|2 for any t ≥ T̃ , C > 0. It follows that R is
coercive on E0. Moreover, since −A0 is stable, the operator R is the unique symmetric
nonnegative solution of the Lyapunov equation:

(−A0)R+R(−A0)
∗ = −B0B

∗
0 .

Using that R is an isomorphism, we achieve

R−1A0 +A∗
0R

−1 = R−1B0B
∗
0R

−1 on E0.

Now consider the minimal energy operator ΓE0
t : E0 → E0 associated with the exactly

controllable system (A0, B0); i.e.,

|ΓE0
t x0|2 = inf

u∈L2(0,t;U)

{∫ t

0

|u(s)|2ds : yx0,u
0 (t) = 0

}
, t > 0, x0 ∈ E0,

where yx0,u
0 (t) = etA0x0 +

∫ t
0
e(t−s)A0B0u(s)ds. It is easy to verify that

|Γtx0| ≥ |ΓE0
t x0|, t ≥ T̃ .

It follows that |ΓE0
t x0| converges to 0 as t→ +∞ for any x0 ∈ E0. By Theorem 1.3,

this contradicts the fact that P = R−1 is a nonzero solution to the algebraic Riccati
equation PA0 +A∗

0P = PB0B
∗
0P on E0. This finishes the proof.

(a) ⇐ (b) Here we assume that s(A) ≤ 0. The proof uses hypothesis (ii) in (1.1)
and Theorem 1.3. In order to prove that Γ∗

tΓt converges strongly to 0 as t → +∞,
we show that if P ≥ 0 is a solution of

PA+A∗P = PBB∗P,(4.4)

then P is identically 0. Since H = Hs ⊕Hu, we will separately verify that P = 0 on
Hs and on Hu.

We first prove that Px = 0 for any x ∈ Hs. To this end, let us denote by etAs

the restriction of etA to the subspace Hs. We have that P = PP
t , t ≥ 0, where PP

t

is the unique solution of the differential Riccati equation (3.1) with R = 0 such that
P0 = P . It follows that

〈Px, x〉 = inf
u∈L2

loc

{∫ t

0

|u(s)|2ds + 〈Pyx,u(t), yx,u(t)〉
}
, t > 0, x ∈ H.(4.5)

Fix any x ∈ Hs and take the control u = 0; we obtain for any t > 0,

|
√
P x|2 = 〈Px, x〉 ≤ 〈PetAsx, etAsx〉.(4.6)

Since etAs is exponentially stable on Hs, letting t → +∞, we infer Px = 0 for any
x ∈ Hs.

In order to show that Px = 0 for any x ∈ Hu, it is enough to check that Pv = 0
for any generalized eigenvector v of A. Indeed, we assume that there exists a set of
generalized eigenvectors which spans a linear dense subspace of Hu. Now the proof is
split up into two steps.
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Step I. We prove that if v is an eigenvector of A, then Pv = 0.
Let Av = λv, λ ∈ C, Re(λ) ≤ 0. We have

〈A∗Pv, v〉+ 〈PAv, v〉 = |B∗Pv|2 ⇒ 2Re(λ)〈Pv, v〉 = |B∗Pv|2.(4.7)

Since Re(λ) ≤ 0, we get that B∗Pv = 0. By (4.4), we find

A∗Pv + PAv = A∗Pv + λPv = PBB∗Pv = 0 ⇒ A∗Pv = −λPv.

Let us recall that the null controllability at t > 0 is equivalent to the fact that there
exists Ct > 0 such that

∫ t

0

|B∗esA
∗
x|2ds ≥ Ct|etA∗

x|2, x ∈ H.(4.8)

Because of B∗Pv = 0 and (4.8), one has

0 =

∫ t

0

|e−λsB∗Pv|2ds =
∫ t

0

|B∗esA
∗
Pv|2ds ≥ Cte

−2Re(λ)t|Pv|2,(4.9)

t ≥ T̃ . Hence Pv = 0, and the assertion is proved.
Step II. We check that if w is a generalized eigenvector of A, then Pw = 0.
We know that there exists an eigenvalue λ ∈ C, Re(λ) ≤ 0, and m ∈ N such that

w ∈ Ker(λ−A)m. We will use induction on k to show that P is identically 0 on each
Nk = Ker(λ−A)k, k ∈ N. This will imply Pw = 0.

By the previous step, P is identically 0 on N1. Let us assume that P is identically
0 on Nk and prove that the same is true for Nk+1. If (λ−A)k+1u = 0, then

(λ−A)u ∈ Nk.

By induction we get P (λ−A)u = 0, i.e., PAu = λPu. It follows that

2Re〈PAu, u〉 = 2Re(λ)〈Pu, u〉 = |B∗Pu|2,

which yields B∗Pu = 0. Arguing as before, it follows that Pu = 0. This completes
the proof.

Proof of Theorem 1.2. We are assuming that (1.1) is exactly controllable and that
the operator A generates a C0-group etA. (We remark that A generates a C0-group etA
on H if and only if both A and −A generate C0-semigroups on H; see [10].) Recall the

definition of the minimal energy E
(A,B)
t (a, b) = Et(a, b), which is needed to transfer

the state a into b at time t ≥ T̃ ; see (2.8).
The assertion is equivalent to the following one:

lim
t→+∞E

(A,B)
t (a, b) = 0 for all a, b ∈ H ⇐⇒ σ(A) ⊂ {iλ : λ ∈ R}.(4.10)

First we need to check that the system (−A,−B) is exactly controllable at t ≥ T̃ . To
this end, fix a, b ∈ H. Since (A,B) is exactly controllable at t, there exists a control
u such that yb,u(t) = a. Define z(s) = y(t− s), s ∈ [0, t]. One verifies that

z′(s) = −Az(s)−Bv(s) with the control v(s) = u(t− s), s ∈ [0, t].
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Hence z is a solution of the system (−A,−B); we have z = za,v, z(0) = a, and
z(t) = b. This proves that (−A,−B) is exactly controllable at t. Moreover, we find∫ t

0

|u(s)|2ds =
∫ t

0

|v(s)|2ds.

It follows that E
(A,B)
t (a, b) = E

(−A,−B)
t (b, a) for any a, b ∈ H. (E

(−A,−B)
t denotes the

minimal energy with respect to (−A,−B).)
Now we prove =⇒ in (4.10). We know in particular that E

(A,B)
t (a, 0) tends to 0 as

t → +∞. Thanks to Theorem 1.1, we deduce that s(A) ≤ 0. Moreover, E
(A,B)
t (0, b)

= E
(−A,−B)
t (b, 0), which tends to 0 as t → +∞ for any b ∈ H. It follows that

s(−A) ≤ 0 and the claim is proved.

We verify ⇐= in (4.10). Set Et = E
(A,B)
t and fix any t ≥ 2T̃ ; we prove that

Et(a, b) ≤ Et/2(a, 0) + Et/2(0, b), a, b ∈ H.(4.11)

To this end, choose two optimal controls u, v such that
∫ t/2
0
|u(s)|2ds = Et/2(a, 0),∫ t/2

0
|v(s)|2ds = Et/2(0, b). Define the control û in L2(0, t;U):

û(r) = u(r), r ∈ [0, t/2]; û(r) = v(r − t/2), r ∈ (t/2, t].

We have

ya,û(t) = etAa+

∫ t

0

e(t−s)ABû(s)ds

= et/2A

(
et/2Aa+

∫ t/2

0

e(t/2−s)ABu(s)ds

)
+

∫ t/2

0

e(t/2−r)ABv(r)dr

= et/2Aya,u(t/2) + y0,v(t/2) = b.

Since Et(a, b) ≤
∫ t
0
|û(s)|2ds =

∫ t/2
0
|u(s)|2ds + ∫ t/2

0
|v(s)|2ds, we obtain formula

(4.11). We remark that

Et/2(0, b) = E
(A,B)
t/2 (0, b) = E

(−A,−B)
t/2 (b, 0).

Applying Theorem 1.1, we deduce that both (A,B) and (−A,−B) are NCVE systems.

Thus E
(−A,−B)
t/2 (b, 0) tends to 0 as t→ +∞. The assertion follows letting t→ +∞ in

(4.11).

5. Possible extensions and comments.

5.1. Strongly stable semigroups. A C0-semigroup etA on H is called strongly
stable if limt→+∞ etAx = 0 for any x ∈ H. Arguing as in (4.5) and (4.6), it is possible
to prove the following.

Proposition 5.1. Let the system (1.1) be null controllable and assume that etA

is strongly stable. Then (1.1) is an NCVE system.
This result can be used to show that a null controllable system (1.1) is NCVE

when the operator A is of the following type:
(i) A is self-adjoint, 〈Ax, x〉 ≤ 0, x ∈ D(A), and λ = 0 is not an eigenvalue of A.

(Note that in this case etA is strongly stable; see [10, p. 324].)
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(ii) A generates a relatively strongly compact semigroup etA; i.e., etA is relatively
compact with respect to the strong topology in L(H), t ≥ 0; see [10, p. 317]. These
semigroups are uniformly bounded, i.e., ‖etA‖ ≤ M , t ≥ 0, and yield the following
decomposition for H: H = Hs ⊕Hr, where

Hs = {x ∈ H : lim
t→+∞ etAx = 0}, Hr = lin[{x ∈ D(A) : Ax = iαx, α ∈ R}].

5.2. Growth bound. We show now that there exist NCVE systems (A,B)
for which Hypothesis 1.1 holds but the growth bound ω(A) of the semigroup etA is
positive.

We recall that the growth bound ω(A) of a C0-semigroup etA is equal to

ω(A) = lim
t→+∞

1

t
log ‖etA‖.

Following [27] (see also [28, pp. 224–225]), for any sequence (λm) ⊂ R such that
|λm| → +∞ as m→∞, we can construct a semigroup etA on H = l2C such that

‖etA‖ = et, t ≥ 0, σ(A) = {iλm, m ∈ N}.
Moreover, each iλm is an eigenvalue of A with finite algebraic multiplicity, and the
system of all generalized eigenvectors of A is dense in H. Thus A satisfies Hypothesis
1.1 with Hs = {0}, Hu = H, and s(A) = 0.

The required semigroup etA is defined as follows. Regarding each x ∈ H as an
infinite column and writing x in the form (xm), where xm ∈ Cm, i.e., H = {(xm) :∑+∞

m=1 |xm|2 < +∞}, we set

etA =
⊕
m∈N

eiλmtetA
m

, i.e., etAx = (eiλmtetA
m

xm),

where each Am = Am
ij is a nilpotent matrix of order m on Cm such that Am

ij = 1 if
j = i+ 1 (i = 1, . . . ,m− 1), Am

ij = 0 for the remaining (i, j). We get

D(A) =

{
(xm) ∈ H :

+∞∑
m=1

|λm|2|xm|2 < +∞
}
, A(xm) = ((λmi+Am)xm),(5.1)

x = (xm) ∈ D(A). Let us consider any null controllable system (A,B) on H, where
A is given in (5.1). For instance, take any B ∈ L(U,H) invertible such that B−1 ∈
L(H,U). (Note that for any x ∈ H, the control u(s) = − 1

tB
−1esAx, s ∈ [0, t], trans-

fers x into 0 at time t > 0.) By Theorem 1.1, we get that the system (A,B) is
NCVE.

5.3. Comments on Hypothesis 1.1. This hypothesis seems to be rather tech-
nical. However, compare it with assumptions (P) in [2, p. 272]. Note that Hypothesis
1.1 holds in the following important cases:

(i) H is finite dimensional;
(ii) the semigroup etA is eventually compact (see below);
(iii) the system (1.1) is null controllable and the operator B ∈ L(U,H) is compact.
Case (ii) includes, in particular, delay systems. Case (iii) follows by a general

result on stabilizable systems; see [10] and also [8] and [5].
We stress that in Hypothesis 1.1 it is possible that the subspace Hs or Hu is equal

to {0}. In particular, if all the generalized eigenvectors of A are linearly dense in H,
we have Hu = H and we set Hs = {0}; see (5.1).



NULL CONTROLLABILITY WITH VANISHING ENERGY 1027

Eventually compact semigroups. A semigroup etA on H is called eventually
compact if there exists t0 > 0 such that et0A is a compact operator. (It follows that
etA is compact for any t ≥ t0.) For such semigroups, it is known that σ(A) is discrete
and at most countable; it consists entirely of eigenvalues of finite multiplicity; see [10,
pp. 330 and 247]. Moreover, for any r ∈ R, the set

{µ ∈ σ(A) : Re(µ) ≥ r} is finite.(5.2)

For any eventually compact semigroup etA, one has ω(A) = s(A) (i.e., any eventually
compact semigroup satisfies the spectral determining growth condition).

Proposition 5.2. If the operator A in (1.1) generates an eventually compact
semigroup etA, then Hypothesis 1.1 holds.

Proof. According to (5.2), we denote by σ0 the finite set of all eigenvalues of A:
µ1, . . . , µn, such that Re(µi) ≥ 0 and set σ1 = σ(A)\σ0. Using the spectral decom-
position (2.2), we get two closed etA-invariant subspaces E0 and E1, associated with
σ0 and σ1, where E0 is finite dimensional and spanned by all generalized eigenvectors
associated with µi, i = 1, . . . , n. Moreover, etA1 , the restriction of etA to E1, is expo-
nentially stable. (Indeed, note that et0A1 is compact in L(E1) since e

t0A is compact
in L(H), and so ω(A1) = s(A1).)

We finally mention a useful result: if a semigroup etA is analytic on H and with
compact resolvent, then etA is compact for any t > 0.
Completeness of generalized eigenvectors. An important problem related

to condition (ii) in Hypothesis (1.1) is to establish when the system G of all general-
ized eigenvectors of A is complete, i.e., G spans a dense linear subspace of H. This
is, of course, the case when A is self-adjoint and with compact resolvent. However,
a deep result proved by Dunford and Schwartz states that G is complete also when
A is not necessarily self-adjoint but has a Hilbert–Schmidt resolvent and the uniform
norm of its resolvent satisfies a particular growth condition; see [11]. This is true,
in particular, when A generates an analytic semigroup and has Hilbert–Schmidt re-
solvent. Other theorems on the completeness of generalized eigenvectors are known
in special situations; see [11] and the references therein. Moreover, we mention [5,
Theorem 2.5.10], which gives conditions on delay systems in order that the system of
all generalized eigenvectors is complete.
Stabilizable systems. A system (A,B) is called exponentially stabilizable if

there exists an operator F ∈ L(H,U) such that for some β < 0, C > 0,

‖et(A+BF )‖ ≤ Ceβt, t ≥ 0.

It is known that if a system is null controllable, then it is also exponentially stabiliz-
able. By [10, Theorem 8.24] (see also [8] and [5, Theorem 5.2.6] for the case in which
B is of finite rank), we get the following proposition.

Proposition 5.3. If the system (1.1) is exponentially stabilizable and the oper-
ator B ∈ L(U,H) is compact, then Hypothesis 1.1 holds.

Note that if the system (1.1) is exponentially stabilizable, then there always exists
the maximal solution P̂ to the algebraic Riccati equation (1.4); see [2, p. 283]. (We
remark that this maximal solution in general does not exist; see [2, p. 285].) Moreover,
by [2, Theorem III.4.1] one has

〈P̂ x, x〉 = inf

{∫ ∞

0

(〈Ryx,u(s), yx,u(s)〉+ |u(s)|2)ds :

u ∈ L2(0,∞;U), yx,u ∈ L2(0,∞;H)

}
.
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6. Examples.

6.1. Delay systems. Let us consider the following controlled discrete delay
system; see [1], [5], and [13] for more details:


y′(t) = A0y(t) +

p∑
i=1

Aiy(t− hi) +Bu(t), t ≥ 0,

y(0) = r ∈ Cn, y(s) = f(s), −hp ≤ s < 0,

(6.1)

where 0 < h1 < · · · < hp represent the point delays, y(t) ∈ Cn, Ai ∈ L(Cn),
i = 0, . . . , p; the map f ∈ L2([−hp, 0];Cn), B ∈ L(Cm,Cn), u ∈ L2([0, T ];Cm) for

any T > 0. System (6.1) is said to be null controllable in time T̃ > 0 if for any
r ∈ Cn and any f ∈ L2([−hp, 0];Cn), there exists u ∈ L2([0, T ];Cm) such that for
the corresponding solution y(r,f),u,

y(r,f),u(t) = 0 for all t ∈ [T̃ − hp, T̃ ].

It is known that if (6.1) is null controllable at some time T̃ , then T̃ > hp. Moreover,
(6.1) is null controllable at any t > hp if and only if

rank

[
λI −

p∑
i=1

Aie
−λhi , B

]
= n(6.2)

for any λ ∈ C; see [19]. A direct sufficient condition for the null controllability of
(6.1) is

rank[B,A0B, . . . , A
n−1
0 B] = n and Im(Aj) ⊂ Im(B), j = 1, . . . , p;

see [7, p. 202]. We now deduce from Theorem 1.1 the following result.
Proposition 6.1. The null controllable system (6.1) is NCVE if and only if

sup

{
Re(λ) : λ ∈ C, det

[
λI −A0 −

p∑
i=1

Aie
−λhi

]
= 0

}
≤ 0.

Proof. It is well known (see, e.g., [5]) that the delay system (6.1) can be re-
formulated as a linear system (1.1). To this end we introduce the Hilbert space
H =M2([−hp, 0]) = Cn⊕L2([−hp, 0];Cn) and the family of operators Tt, Tt ∈ L(H),

Tt(r, f) = (y(t), y(t+ ·)), (r, f) ∈ H, t ≥ 0,

where y(t) is the solution of (6.1) with B = 0 and y(s) = f(s), s ∈ [−hp, 0]. The
operators Tt form a C0-semigroup on H with generator A, A : D(A) ⊂ H → H,

D(A) = {(f(0), f) ∈ H, f ∈W 1,2([−hp, 0];Cn)},

A(f(0), f) = (A0f(0) +
∑p

i=1 Aif(−hi), f ′) for any (f(0), f) ∈ D(A); here f ′

stands for the derivative of f . The spectrum of A consists entirely of eigenvalues of
finite multiplicity, and further

σ(A) = {λ ∈ C : det(N(λ)) = 0} , N(λ) =

[
λI −A0 −

p∑
i=1

Aie
−λhi

]
.



NULL CONTROLLABILITY WITH VANISHING ENERGY 1029

We reformulate (6.1) as

Y ′(t) = AY (t) + Bu(t),
where Y (t) = (y(t), y(t+ ·)) ∈ H, Y (0) = (r, f), t ≥ 0, and y(t) denotes the solution
of (6.1). Moreover, u : [0,+∞) → Cm and B ∈ L(Cm, H), Ba = (Ba, 0) for any
a ∈ Cm. The resolvent operator of A is compact for any λ �∈ σ(A); see [5, Corollary
2.4.7]. Moreover, Tt is differentiable in (hp,∞) (i.e., the map t �→ Tt ∈ L(H) is
differentiable on (hp,∞)); see [1, p. 60]. In particular, it follows that Tt is compact
for any t > hp; see [10, Lemma 4.28]. Thus the operator A satisfies Hypothesis 1.1,
and the proof of the proposition is complete.

6.2. Commuting systems. The following example shows that Theorem 1.1
may hold even if Hypothesis 1.1 is not satisfied.

Let us consider H = L2(R, µ), where µ is a locally finite measure on R, and
introduce the multiplication operator A,

Ax(s) = sx(s), s ∈ R, x ∈ H, D(A) = {x ∈ H such that s �→ sx(s) ∈ H}.(6.3)

The operator A is self-adjoint on H. (Recall that by the spectral theorem each self-
adjoint operator on a given Hilbert space is unitarily isomorphic to a multiplication
operator on some L2-space.) We assume that A generates a C0-semigroup on H. This
is equivalent to supposing that the measure µ is concentrated on (−∞, a] for some
a ∈ R. (This implies that the essential range of the identity map s �→ s is bounded
from above; see for instance [10].) Let us introduce a bounded operator B on H,

Bx(s) = b(s)x(s), s ∈ R, x ∈ H,(6.4)

where b is a real measurable map on R which is assumed to be essentially bounded,
i.e., the essential range of b, bess(R) = {r ∈ R, µ(h ∈ R : |b(h) − r| < ε) > 0 for all
ε > 0}, is bounded. We consider (1.1), where A and B are the operators which we
have just introduced above. Let us compute the controllability operator Qt:

Qtx(s) =
e2ts − 1

2s
b2(s)x(s), s ∈ R, x ∈ H.

The null controllability of the system is equivalent to the fact that the map s �→
ets

|b(s)|
√

2|s|
|e2ts−1| is essentially bounded. We assume that 0 �∈ bess(R); this yields the

null controllability of (1.1). By the theory of multiplication operators, we have σ(A) =
(−∞, a]. In general, A does not satisfy Hypothesis 1.1. (For instance, it may have
no point spectrum.) However, we can prove the following result.

Proposition 6.2. The null controllable system (A,B), where A, B are of the
form (6.3), (6.4), respectively, is NCVE if and only if s(A) = a ≤ 0 or if and only if
µ(0,∞) = 0.

Proof. Let us assume that a > 0. This means that there exist 0 < p < q such that
µ([p, q]) > 0. Let us compute the minimal energy |Γtx|2 which is needed to transfer
x into 0 at time t. We have

|Γtx|2 = 2

∫ a

−∞

e2ts

b2(s)

|s|
|e2ts − 1|x

2(s)µ(ds), x ∈ H.

Choosing x̂ = I[p,q], we find

|Γtx̂|2 = 2

∫ q

p

e2ts

b2(s)

s

e2ts − 1
µ(ds).
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Fix T > 0. Since for any s ∈ [p, q], t ≥ T , one has e2ts

e2ts−1 ≥ 1, we obtain

lim
t→∞ |Γtx̂|

2 ≥ 2

∫ q

p

|s|
b2(s)

µ(ds) > 0,

and the system is not NCVE. Now let µ(0,∞) = 0. We have

|Γtx|2 = 2

∫ 0

−∞

|s|
b2(s)

e2sT

1− e2Ts
x2(s) k(t, s)µ(ds),

where 0 ≤ k(t, s) = 1−e2sT
1−e2ts

e2st

e2sT
≤ 1, s < 0, t > T > 0. Since limt→∞ k(t, s) = 0, we

get limt→∞ |Γtx|2 = 0 by the Lebesgue theorem. The proof is complete.

6.3. Hyperbolic systems. Let us consider the following generalized damped
wave equation: 


d2y

dt2
(t) + Λy(t) = ρ

dy

dt
(t) + u(t), t > 0, ρ ∈ R,

y(0) = x ∈ D(
√
Λ),

dy

dt
(0) = x1 ∈ K,

(6.5)

where Λ is a positive definite self-adjoint operator on a Hilbert space K, Λ : D(Λ) ⊂
K → K, y, u : [0,+∞) → K. We assume that Λ has a compact resolvent. This
implies that σ(Λ) consists of a sequence of eigenvalues 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · ·
→ +∞. We denote by (ek) the corresponding orthonormal basis of eigenvectors, i.e.,
Λek = λkek, k ∈ N. For a specific application, consider a bounded open subset Ω of
Rn with regular boundary ∂Ω and introduce

K = L2(Ω), Λ = −�, D(Λ) = H2(Ω) ∩H1
0 (Ω), D(

√
Λ) = H1

0 (Ω),


∂2y

dt2
(t, ξ) = �ξy(t, ξ) + ρ

∂y

∂t
(t, ξ) + u(t, ξ), t > 0, ξ ∈ Ω,

y(t, ξ) = 0, t > 0, ξ ∈ ∂Ω; y(0, ξ) = x(ξ),
∂y

dt
(0, ξ) = x1(ξ),

(6.6)

x ∈ H1
0 (Ω), x1 ∈ L2(Ω). Equation (6.5) can be reformulated as a system like (1.1). To

this end, let us introduce the Hilbert space H, H = D(
√
Λ)⊕K, with inner product

〈X,Y 〉H = 〈
√
Λx,

√
Λy〉K + 〈x1, y1〉K , where X =

(
x
x1

)
, Y =

(
y
y1

)
∈ H.

Define the operators Aρ : D(Aρ) = D(Λ)⊕D(
√
Λ) ⊂ H → H and B ∈ L(K,H),

Aρ

(
x
x1

)
=

(
0 I
−Λ ρI

)(
x
x1

)
, Bu =

(
0
u

)
,

x ∈ D(Λ), x1 ∈ D(
√
Λ), u ∈ K. It is not difficult to prove that Aρ generates a C0-

group etAρ on H, ρ ∈ R. We can write (6.5) as Y ′(t) = AρY (t) + Bu(t), Y (0) =

Y0 ∈ H, where Y (t) = ( y(t)
y1(t)

) and Y0 = ( x
x1
). Note that if ρ = 0, then A = A0 is

skew-adjoint (i.e., A∗ = −A) and generates a unitary group. The spectrum of Aρ

consists entirely of eigenvalues and can be easily computed:

σ(Aρ) =

{
ρ±

√
ρ2 − 4λk
2

: λk ∈ σ(Λ)

}
.
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It is clear that s(Aρ) ≤ 0 if and only if ρ ≤ 0. In the case ρ = 0, there exists an
orthonormal basis (E±

k ) of eigenvectors of A:

E±
k =

1√
2

( ek√
λk±i ek

)
, k ∈ N, AE±

k = ±i
√
λkE

±
k .

It is known (see [6] or [2]) that (Aρ, B) is exactly controllable at any t > 0 for any
ρ ∈ R. Denote by Et(X,Y ) the minimal energy which is needed to transfer the state
X into Y at time t; see (2.8). Thanks to Theorems 1.1 and 1.2, we obtain the following
result.

Proposition 6.3. The system (Aρ, B) is NCVE if and only if ρ ≤ 0. Moreover,
(Aρ, B) is ECVE if and only if ρ = 0.

Proof. Recall that s(Aρ) ≤ 0 if and only if ρ ≤ 0. We consider three different
cases.

(a) ρ > 0. Since (i) in Hypothesis 1.1 is verified, we can conclude that (Aρ, B) is
not NCVE.

(b) ρ = 0. In this case there exists the basis (E±
k ) on H consisting of eigenvectors

of A. It follows that (ii) in Hypothesis 1.1 holds. (We can take Hs = {0}, Hu = H.)
Moreover, σ(A) ⊂ {iR}. Hence the system is ECVE.

(c) ρ < 0. Following [6], we find that etAρ is exponentially stable. (Indeed, one

verifies that the map F (x, x1) = |x1|2 − ρRe〈x1, x〉 + ρ2

2 |x|2 + 〈
√
Λx,

√
Λx〉, x ∈

D(
√
Λ), x1 ∈ K, is a Lyapunov function for (6.5) with u = 0.) Thus even in this case

condition (ii) in Hypothesis 1.1 holds and the system is NCVE. However, by Theorem
1.2, the system is not ECVE.

6.4. Parabolic systems. Important examples of null controllable systems are
parabolic systems. In this case we assume that the operator A in (1.1) generates an
analytic semigroup on H. (For instance, as A we can take a −Λ, where Λ is a positive
definite self-adjoint, unbounded operator on H; see section 6.3.)

If, in addition, we take U = H and B = I, then it is well known that the
parabolic system (A, I) with A unbounded is null controllable at any t > 0 but not
exactly controllable; see [6], [2], [17], [18]. Note that parabolic systems with a compact
resolvent satisfy Hypothesis 1.1.

Remark 6.1. It is of some interest to establish the rate with which the minimal
energy tends to 0 as the horizon t of the control tends to +∞. For wave equations, this
problem was recently studied in [14]. (We also mention [15, p. 171], which considers
the case when BB∗ is invertible and etA is uniformly bounded.)

The behavior of the minimal energy |Γtx| as t → 0+ is completely characterized
in [24] for finite dimensional systems. On the contrary, in infinite dimensions such a
characterization is not possible and the behavior of Γt as t→ 0+ becomes much more
complicated; see [12] which also contains useful references on this subject.
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BOUNDARY FEEDBACK STABILIZATION OF AN UNSTABLE
HEAT EQUATION∗

WEIJIU LIU†
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Abstract. In this paper we study the problem of boundary feedback stabilization for the
unstable heat equation

ut(x, t) = uxx(x, t) + a(x)u(x, t).

This equation can be viewed as a model of a heat conducting rod in which not only is the heat
being diffused (mathematically due to the diffusive term uxx) but also the destabilizing heat is
generating (mathematically due to the term au with a > 0). We show that for any given continuously
differentiable function a and any given positive constant λ we can explicitly construct a boundary
feedback control law such that the solution of the equation with the control law converges to zero
exponentially at the rate of λ. This is a continuation of the recent work of Boskovic, Krstic, and
Liu [IEEE Trans. Automat. Control, 46 (2001), pp. 2022–2028] and Balogh and Krstic [European J.
Control, 8 (2002), pp. 165–176].

Key words. heat equation, boundary control, stabilization

AMS subject classifications. 35K05, 93D15

DOI. 10.1137/S0363012902402414

1. Introduction. In this paper we continue the study of boundary feedback
control of an unstable heat equation

ut(x, t) = uxx(x, t) + µu(x, t) in (0, 1)× (0,∞).

Hereafter, the subscripts denote the derivatives. This equation can be viewed as a
model of a heat conducting rod in which not only is the heat being diffused (mathe-
matically due to the term uxx) but also the destabilizing heat is generating (mathe-
matically due to the term µu with µ > 0). This feedback control problem was recently
addressed by Boskovic, Krstic, and Liu in [5], and it was shown that the unstable rod
can be exponentially stabilized by a boundary feedback control law if the constant
µ < 3π2/4; that is, the destabilizing heat generation is not very big. More recently,
Balogh and Krstic [3, 4] removed the condition µ < 3π2/4 and replaced µ by an
arbitrarily large function a(x):

ut(x, t) = uxx(x, t) + a(x)u(x, t) in (0, 1)× (0,∞).(1.1)

They used a backstepping method for the finite difference semidiscretized approxima-
tion of the above equation to derive a Dirichlet boundary feedback control law that
makes the closed-loop system stable with an arbitrary prescribed stability margin.
They showed that the integral kernel in the control law is bounded. However, some
problems like the smoothness of the kernel and Neumann boundary control (usually
more difficult than the Dirichlet one) were left open. Using a different method, we
completely solve these problems by solving a partial differential equation of the kernel
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with strange boundary conditions (see (2.1) below). This strange boundary value
problem has stood open since the work of [5] was started in 1998. We also derive
Neumann boundary feedback control laws which seemingly cannot be achieved in
[4]. From the proof of Lemma 2.2 below it can been seen that the feedback law is
constructed explicitly and can be calculated numerically via a scheme of successive
approximation. This makes its implementation possible in real problems.

The problem of boundary feedback control that we address here is not new. Some
of the results on feedback stabilization of parabolic equations include the work of
Amamm [2], Burns and Rubio [6], Burns, Rubio, and King [7], Day [8], Lasiecka and
Triggiani [10, 11, 12, 13], and Triggiani [15]. For a detailed review of these references,
we refer to [4] and [5]. In comparison with the existing literature, the novelty of the
paper is the explicit construction of the feedback laws and the complete solving of the
strange boundary value problem mentioned above.

The paper is organized as follows. Section 2 is devoted to the stabilization of un-
stable Dirichlet boundary value problems and section 3 to the stabilization of unstable
Neumann boundary value problems. We raise an open problem in section 4.

2. Dirichlet boundary conditions. In what follows, we denote byHs(0, 1) the
usual Sobolev space (see, e.g., [1, 14]) for any s ∈ R. For s ≥ 0, Hs

0(0, 1) denotes the
completion of C∞

0 (0, 1) in Hs(0, 1), where C∞
0 (0, 1) denotes the space of all infinitely

differentiable functions on (0, 1) with compact support in (0, 1). We denote by ‖·‖ the
norm of L2(0, 1). Cn[0, 1] denotes the space of all n times continuously differentiable
functions on [0, 1].

It is well known that the Dirichlet boundary value problem{
ut(x, t) = uxx(x, t) + a(x)u(x, t) in (0, 1)× (0,∞),
u(0, t) = u(1, t) = 0 in (0,∞)

is unstable if a is positive and large. To design a boundary feedback law to stabilize
it for any function a ∈ C1[0, 1], we consider the problem


kxx(x, y)− kyy(x, y) = (a(y) + λ)k(x, y), 0 ≤ y ≤ x ≤ 1,
k(x, 0) = 0, 0 ≤ x ≤ 1,
kx(x, x) + ky(x, x) +

d
dx (k(x, x)) = a(x) + λ, 0 ≤ x ≤ 1,

(2.1)

where λ is any constant. From the proof of Lemma 2.4 below we will see why we
want to consider this problem. For the moment, let us assume this problem has a
unique solution k for a ∈ C1[0, 1]. (This will be proved in Lemma 2.2 below.) Using
the solution k, we then obtain Dirichlet boundary feedback law

u(1, t) = −
∫ 1

0

k(1, y)u(y, t)dy in (0,∞)(2.2)

and Neumann boundary feedback law

ux(1, t) = −k(1, 1)u(1, t)−
∫ 1

0

kx(1, y)u(y, t)dy in (0,∞).(2.3)

With one of the boundary feedback laws, the system


ut(x, t) = uxx(x, t) + a(x)u(x, t) in (0, 1)× (0,∞),
u(0, t) = 0 in (0,∞),
u(x, 0) = u0(x) in (0, 1)

(2.4)
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is exponentially stable. In this controlled system, the left-hand end of a rod is insulated
while the temperature or the heat flux at the other end is adjusted according to the
measurement of k-weighted averaged temperature over the whole rod. Physically, if
the destabilizing heat is generating inside the rod, then we cool the right end of the
rod so that it is not overheated. To state this result, we introduce the compatible
conditions for the initial data:

u0(0) = 0, u0(1) = −
∫ 1

0

k(1, y)u0(y)dy,(2.5)

u0(0) = 0, u0
x(1) = −k(1, 1)u0(1)−

∫ 1

0

kx(1, y)u
0(y)dy.(2.6)

Theorem 2.1. Assume that λ > 0 is any positive constant and a ∈ C1[0, 1] is
any function. For arbitrary initial data u0(x) ∈ H1(0, 1) with compatible condition
(2.5) or (2.6), equation (2.4) with either (2.2) or (2.3) has a unique solution that
satisfies

‖u(t)‖H1 ≤M‖u0‖H1e−λt ∀t > 0,(2.7)

where M is a positive constant independent of u0.
The idea of proving the theorem is to carefully construct a transformation

w(x, t) = u(x, t) +

∫ x

0

k(x, y)u(y, t)dy

to convert the system (2.4) with either (2.2) or (2.3) into the exponentially stable
system 


wt = wxx − λw in (0, 1)× (0,∞),
w(0, t) = w(1, t) = 0 in (0,∞),
w(x, 0) = w0(x) in (0, 1)

(2.8)

or 


wt = wxx − λw in (0, 1)× (0,∞),
w(0, t) = wx(1, t) = 0 in (0,∞),
w(x, 0) = w0(x) in (0, 1),

(2.9)

where w0(x) = u0(x) +
∫ x
0
k(x, y)u0(y)dy. This will be achieved in the following

lemmas.
Lemma 2.2. Suppose that a ∈ C1[0, 1]. Then problem (2.1) has a unique solution

which is twice continuously differentiable in 0 ≤ y ≤ x ≤ 1.
Proof. Using the variable changes

ξ = x+ y, η = x− y

and denoting

G(ξ, η) = k(x, y) = k

(
ξ + η

2
,
ξ − η

2

)
,

problem (2.1) is transformed to


Gξη(ξ, η) =
1
4

(
a
(
ξ−η
2

)
+ λ
)
G(ξ, η), 0 ≤ η ≤ ξ ≤ 2,

G(ξ, ξ) = 0, 0 ≤ ξ ≤ 2,
∂
∂ξ (G(ξ, 0)) =

1
4

(
a
(
ξ
2

)
+ λ
)
, 0 ≤ ξ ≤ 2,

(2.10)
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which is equivalent to the following integral equation:

G(ξ, η) =
1

4

∫ ξ

η

(
a
(τ
2

)
+ λ
)
dτ +

1

4

∫ ξ

η

∫ η

0

(
a

(
τ − s

2

)
+ λ

)
G(τ, s)dsdτ.(2.11)

By the method of successive approximations we can show that this equation has a
unique continuous solution. In fact, set

G0(ξ, η) =
1

4

∫ ξ

η

(
a
(τ
2

)
+ λ
)
dτ,

Gn(ξ, η) =
1

4

∫ ξ

η

∫ η

0

(
a

(
τ − s

2

)
+ λ

)
Gn−1(τ, s)dsdτ

and denote M = sup0≤x≤1 |a (x) + λ|. Then one can readily show that

|G0(ξ, η)| ≤ 1

4
M(ξ − η) ≤M,

|G1(ξ, η)| ≤M2ξη,

|G2(ξ, η)| ≤ M3

(2!)2
ξ2η2,

and, by induction,

|Gn(ξ, η)| ≤ Mn+1

(n!)2
ξnηn.

These estimates show that the series

G(ξ, η) =
∞∑
n=0

Gn(ξ, η)

converges absolutely and uniformly in 0 ≤ η ≤ ξ ≤ 2, and then its sum is a continuous
solution of (2.11). Moreover, it follows from (2.11) that G is twice continuously
differentiable because a ∈ C1[0, 1]. Indeed, differentiating (2.11) with respect to ξ
gives

∂G(ξ, η)

∂ξ
=
1

4

(
a

(
ξ

2

)
+ λ

)
+
1

4

∫ η

0

(
a

(
ξ − s

2

)
+ λ

)
G(ξ, s)ds,

which implies that ∂G(ξ,η)
∂ξ is continuous since G(ξ, η) is continuous. By analogy, we

can show that other derivatives of G are continuous.
Remark 2.3. The proof of Lemma 2.2 provides a numeric computation scheme

of successive approximation to compute the kernel function k in our feedback laws
(2.2) and (2.3). This makes the feedback laws (2.2) and (2.3) implementable in real
problems.
Lemma 2.4. Let k(x, y) be the solution of problem (2.1) and define the linear

bounded operator K : Hi(0, 1)→ Hi(0, 1) (i = 0, 1, 2) by

w(x) = (Ku)(x) = u(x) +

∫ x

0

k(x, y)u(y)dy for u ∈ Hi(0, 1).(2.12)

Then
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1. K has a linear bounded inverse K−1 : Hi(0, 1)→ Hi(0, 1) (i = 0, 1, 2), and
2. K converts the system (2.2) and (2.4) and the system (2.3) and (2.4) into
(2.8) and (2.9), respectively.

Proof. To prove that (2.12) has a bounded inverse, we set

v(x) =

∫ x

0

k(x, y)u(y)dy

and then

w(x) = u(x) + v(x).

Hence we have

v(x) =

∫ x

0

k(x, y)[w(y)− v(y)]dy

=

∫ x

0

k(x, y)w(y)dy −
∫ x

0

k(x, y)v(y)dy.

(2.13)

To show that this equation has a unique continuous solution, we set

v0(x) =

∫ x

0

k(x, y)w(y)dy,

vn(x) = −
∫ x

0

k(x, y)vn−1(y)dy

and denote M = sup0≤y≤x≤1 |k(x, y)|. Then

|v0(x)| ≤M‖w‖,
|v1(x)| ≤M2‖w‖x,
|v2(x)| ≤ M3‖w‖

2!
x2,

and, by induction,

|vn(x)| ≤ Mn+1‖w‖
n!

xn.

These estimates show that the series

v(x) =

∞∑
n=0

vn(x)

converges absolutely and uniformly in 0 ≤ x ≤ 1 and that its sum is a continuous
solution of (2.13). Moreover, there exists a constant C > 0 such that

‖v‖ ≤ C‖w‖.(2.14)

This implies that there exists a bounded linear operator Φ : L2(0, 1)→ L2(0, 1) such
that

v(x) = (Φw)(x)
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and then

u(x) = w(x)− v(x) = ((I − Φ)w)(x) = (K−1w)(x).(2.15)

It is clear that K−1 : L2(0, 1)→ L2(0, 1) is bounded. To show that K−1 : H1(0, 1)→
H1(0, 1) is bounded, we take the derivative in (2.13) and obtain

vx(x) = k(x, x)w(x) +

∫ x

0

kx(x, y)w(y)dy − k(x, x)v(x)−
∫ x

0

kx(x, y)v(y)dy,

which, combined with (2.14), implies that there exists constant C > 0 such that

‖vx‖ ≤ C‖w‖
and then by (2.15)

‖u‖H1 ≤ ‖w‖H1 + ‖v‖H1 ≤ C‖w‖H1 .

By analogy, we can show that K−1 : H2(0, 1)→ H2(0, 1) is bounded.
To prove that the transformation (2.12) converts the system (2.2) and (2.4) and

the system (2.3) and (2.4) into (2.8) and (2.9), respectively, we compute as follows:

wt(x, t) = ut(x, t) +

∫ x

0

k(x, y)ut(y, t)dy(2.16)

= ut(x, t) +

∫ x

0

k(x, y)[uyy(y, t) + a(y)u(y, t)]dy

= ut(x, t) + k(x, x)ux(x, t)− k(x, 0)ux(0, t)

− ky(x, x)u(x, t) + ky(x, 0)u(0, t)

+

∫ x

0

[kyy(x, y)u(y, t) + k(x, y)a(y)u(y, t)]dy,

wx(x, t) = ux(x, t) + k(x, x)u(x, t) +

∫ x

0

kx(x, y)u(y, t)dy,(2.17)

wxx(x, t) = uxx(x, t) +
d

dx
(k(x, x))u(x, t) + k(x, x)ux(x, t)(2.18)

+ kx(x, x)u(x, t) +

∫ x

0

kxx(x, y)u(y, t)dy.

It then follows from (2.1) and (2.4) that

(2.19)

wt − wxx + λw = ut(x, t) + k(x, x)ux(x, t)− k(x, 0)ux(0, t)

−ky(x, x)u(x, t) + ky(x, 0)u(0, t)

+

∫ x

0

[kyy(x, y)u(y, t) + k(x, y)a(y)u(y, t)]dy

−uxx(x, t)− d

dx
(k(x, x))u(x, t)− k(x, x, t)ux(x, t)

−kx(x, x)u(x, t)−
∫ x

0

kxx(x, y)u(y, t)dy

+λu(x, t) + λ

∫ x

0

k(x, y)u(y, t)dy
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=

(
a(x)− kx(x, x)− ky(x, x)− d

dx
(k(x, x)) + λ

)
u(x, t)

+ky(x, 0)u(0, t)− k(x, 0)ux(0, t)

+

∫ x

0

[kyy(x, y)− kxx(x, y, t) + (a(y) + λ)k(x, y, t)]u(y, t)dy

= 0.

By the boundary condition of (2.4), we deduce that w(0, t) = 0. Using feedback law
(2.2) or (2.3), we obtain

w(1, t) = u(1, t) +

∫ 1

0

k(1, y)u(y, t)dy = 0

or

wx(1, t) = ux(1, t) + k(1, 1)u(1, t) +

∫ 1

0

kx(1, y)u(y, t)dy = 0.

We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. We first note that problem (2.4) with either (2.2) or (2.3)

is well posed since, by Lemma 2.4, they can be transformed to the problem (2.8) or
(2.9) via the isomorphism defined by (2.12), and the problem (2.8) or (2.9) is well
posed (see, e.g., [9, Chap. IV]). Moreover, there exists a positive constant C > 0 such
that

‖u(t)‖H1 ≤ C‖w(t)‖H1 ,

‖w0‖H1 ≤ C‖u0‖H1 .

Therefore, it is sufficient to prove (2.7) for the solution w of (2.8) or (2.9). We do so
only for problem (2.8) since the situation for problem (2.9) is similar.

We define the energy

E(t) =
1

2

∫ 1

0

w(x, t)2dx.

Multiplying the first equation of (2.8) by w and integrating from 0 to 1 by parts we
get

Ė(t) = wxw
∣∣∣1
0
−
∫ 1

0

wx(x, t)
2dx− λ

∫ 1

0

w(x, t)2dx

= −
∫ 1

0

wx(x, t)
2dx− λ

∫ 1

0

w(x, t)2dx

≤ −2λE(t),
which implies

E(t) ≤ E(0)e−2λt for t ≥ 0.
Set

V (t) =

∫ 1

0

wx(x, t)
2dx.
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Multiplying the first equation of (2.8) by wxx and integrating from 0 to 1 by parts we
obtain

V̇ (t) = −2
∫ 1

0

w2
xxdx+ 2λ

∫ 1

0

wwxxdx

= −2
∫ 1

0

w2
xxdx− 2λ

∫ 1

0

w2
xdx

≤ −2λV (t),

which implies that

V (t) ≤ V (0)e−2λt.

This shows that (2.7) holds.

3. Neumann boundary conditions. To stabilize the Neumann boundary
value problem{

ut(x, t) = uxx(x, t) + a(x)u(x, t) in (0, 1)× (0,∞),
ux(0, t) = ux(1, t) = 0 in (0,∞),

we consider the problem


kxx(x, y)− kyy(x, y) = (a(y) + λ)k(x, y), 0 ≤ y ≤ x ≤ 1,
ky(x, 0) = 0, 0 ≤ x ≤ 1,
kx(x, x) + ky(x, x) +

d
dx (k(x, x)) = a(x) + λ, 0 ≤ x ≤ 1,

k(0, 0) = 0,

(3.1)

where λ is any constant. Using the solution k, we then obtain Dirichlet boundary
feedback law

u(1, t) = −
∫ 1

0

k(1, y)u(y, t)dy in (0,∞)(3.2)

and Neumann boundary feedback law

ux(1, t) = −k(1, 1)u(1, t)−
∫ 1

0

kx(1, y)u(y, t)dy in (0,∞).(3.3)

With one of the boundary feedback laws, the system


ut(x, t) = uxx(x, t) + a(x)u(x, t) in (0, 1)× (0,∞),
ux(0, t) = 0 in (0,∞),
u(x, 0) = u0(x) in (0, 1)

(3.4)

is exponentially stable. To state this result, we introduce the compatible conditions
for the initial data

u0
x(0) = 0, u0(1) = −

∫ 1

0

k(1, y)u0(y)dy,(3.5)

u0
x(0) = 0, u0

x(1) = −k(1, 1)u0(1)−
∫ 1

0

kx(1, y)u
0(y)dy.(3.6)
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Theorem 3.1. Assume that λ > 0 is any positive constant and a ∈ C1[0, 1] is
any function. For arbitrary initial data u0(x) ∈ H1(0, 1) with the compatible condition
(3.5) or (3.6), equation (3.4) with either (3.2) or (3.3) has a unique solution that
satisfies

‖u(t)‖H1 ≤M‖u0‖H1e−λt,

where M is a positive constant independent of u0.

Proof. The proof is the same as that of Theorem 2.1. The only thing we need to
do is to show that problem (3.1) has a unique solution. This is given in Lemma 3.2
below.

Lemma 3.2. Suppose that a ∈ C1[0, 1]. Then problem (3.1) has a unique solution
which is twice continuously differentiable in 0 ≤ y ≤ x ≤ 1.

Proof. Using the variable changes

ξ = x+ y, η = x− y

and denoting

G(ξ, η) = k(x, y) = k

(
ξ + η

2
,
ξ − η

2

)
,

problem (3.1) is transformed into


Gξη(ξ, η) =
1
4

(
a
(
ξ−η
2

)
+ λ
)
G(ξ, η), 0 ≤ η ≤ ξ ≤ 2,

Gξ(ξ, ξ) = Gη(ξ, ξ), 0 ≤ ξ ≤ 2,
∂
∂ξ (G(ξ, 0)) =

1
4

(
a
(
ξ
2

)
+ λ
)
, 0 ≤ ξ ≤ 2,

G(0, 0) = 0.

(3.7)

Integrating the first equation of (3.7) with respect to η from 0 to ξ gives

Gξ(ξ, ξ) = Gξ(ξ, 0) +
1

4

∫ ξ

0

(
a

(
ξ − s

2

)
+ λ

)
G(ξ, s)ds

=
1

4

(
a

(
ξ

2

)
+ λ

)
+
1

4

∫ ξ

0

(
a

(
ξ − s

2

)
+ λ

)
G(ξ, s)ds.

It then follows from the second equation of (3.7) that

d

dξ
[G(ξ, ξ)] = Gξ(ξ, ξ) +Gη(ξ, ξ)

= 2Gξ(ξ, ξ)

=
1

2

(
a

(
ξ

2

)
+ λ

)
+
1

2

∫ ξ

0

(
a

(
ξ − s

2

)
+ λ

)
G(ξ, s)ds.

Integrating from 0 to ξ and using the fourth equation of (3.7) gives

G(ξ, ξ) =
1

2

∫ ξ

0

(
a
(τ
2

)
+ λ
)
dτ +

1

2

∫ ξ

0

∫ τ

0

(
a

(
τ − s

2

)
+ λ

)
G(τ, s)dsdτ.(3.8)
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Integrating twice the first equation of (3.7) first with respect to η from 0 to η and
second with respect to ξ from η to ξ and using (3.8), we obtain the following integral
equation:

G(ξ, η) =
1

2

∫ η

0

(
a
(τ
2

)
+ λ
)
dτ +

1

2

∫ η

0

∫ τ

0

(
a

(
τ − s

2

)
+ λ

)
G(τ, s)dsdτ

+
1

4

∫ ξ

η

(
a
(τ
2

)
+ λ
)
dτ +

1

4

∫ ξ

η

∫ η

0

(
a

(
τ − s

2

)
+ λ

)
G(τ, s)dsdτ.

(3.9)

As in the proof of Lemma 2.2, by the method of successive approximations we can
show that this equation has a unique continuous solution. Moreover, it follows from
(3.9) that G is twice continuously differentiable because a ∈ C1[0, 1].

Similar to Lemma 2.4, we have the following lemma.
Lemma 3.3. Let k(x, y) be the solution of problem (3.1) and define the linear

bounded operator K : Hi(0, 1)→ Hi(0, 1) (i = 0, 1, 2) by

w(x) = (Ku)(x) = u(x) +

∫ x

0

k(x, y)u(y)dy for u ∈ Hi(0, 1).

Then
1. K has a linear bounded inverse K−1 : Hi(0, 1)→ Hi(0, 1) (i = 0, 1, 2), and
2. K converts the system (3.2) and (3.4) and the system (3.3) and (3.4) into


wt = wxx − λw in (0, 1)× (0,∞),
wx(0, t) = w(1, t) = 0 in (0,∞),
w(x, 0) = w0(x) in (0, 1)

or 


wt = wxx − λw in (0, 1)× (0,∞),
wx(0, t) = wx(1, t) = 0 in (0,∞),
w(x, 0) = w0(x) in (0, 1),

respectively, where w0(x) = u0(x) +
∫ x
0
k(x, y)u0(y)dy.

4. Remarks. An interesting problem is to stabilize the problem

ut(x, t) = uxx(x, t) + a(x, t)u(x, t),

where the function a depends on t. To address the problem, it can been seen from
the computations in (2.16)–(2.19) that we have to consider the problem


kxx(x, y, t)− kyy(x, y, t)− kt(x, y, t) = (a(y, t) + λ)k(x, y, t), 0 ≤ y ≤ x ≤ 1,
ky(x, 0, t) = 0, 0 ≤ x ≤ 1,
kx(x, x, t) + ky(x, x, t) +

∂
∂x (k(x, x, t)) = a(x, t) + λ, 0 ≤ x ≤ 1,

where λ is any constant. But we do not know if this problem has a solution. Once
we can show that this problem has a solution, all the results in sections 2 and 3 hold
immediately.

Acknowledgment. The author thanks the referee for bringing Balogh and
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Abstract. We show that the optimal regularity result for the transport density in the classical
Monge–Kantorovich optimal mass transport problem, with the measures having summable densities,
is a Sobolev differentiability along transport rays.
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1. Introduction. Let ϕ+, ϕ− be some given finite positive Borel measures in
Rn satisfying ϕ+(Rn) = ϕ−(Rn). We assume suppϕ± = X± ⊂ Ω with Ω ⊂ Rn

some open bounded convex set and let || · || stand for the Euclidean norm in Rn.
The classical Monge–Kantorovich problem consists of finding a transport map ψopt:
X+ → X− minimizing the functional

MK(ψ) :=

∫
X+

||x− ψ(x)|| dϕ+(x)

over all Borel measurable maps ψ: X+ → X− satisfying ϕ− = ψ#ϕ+, where ψ#

denotes the push forward operator acting on every Borel measure α according to the
formula

ψ#α(B) := α(ψ−1(B)) for all Borel B ⊂ Ω.

Although this problem may have no solutions, its relaxed setting always has ones.
The latter setting consists of finding a Borel measure γ over Ω × Ω (called optimal
plan) satisfying π±

#γ = ϕ±, π±: Ω × Ω → Ω being the projections on the first and

second factor, respectively (i.e., π±(x+, x−) := x±), which minimizes the functional

MK0(γ) :=

∫
Ω×Ω

||x− y|| dγ(x, y).

It is well known that an important role in the Monge–Kantorovich problem is
played by the transport density µ, which is the measure defined by

µ(B) :=

∫
Ω×Ω

H1((x, y) ∩B) dγ(x, y)(1)

for all Borel B ⊂ Ω, where γ is an optimal plan and Hk stands for the k-dimensional
Hausdorff measure. Its physical meaning is the work for transporting the mass through
the set B. It has been proven in [1] and in [11] (see also [5]) that when ϕ± 	 dx, dx
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standing for the Lebesgue measure, then also µ	 dx, and what is more important, µ
is unique; that is, it depends only on ϕ± but not on a particular choice of the optimal
plan γ (which on the contrary might not be unique). In this case we will denote by
f± the density of ϕ± with respect to the Lebesgue measure and by a the density of
µ with respect to the Lebesgue measure.

In this paper we study the higher regularity (namely, differentiability) of the trans-
port density in the Monge–Kantorovich problem. We show that unless the transport
problem is one-dimensional, then the optimal result one can get is a Sobolev regularity
of restrictions of the density to the transport directions.

2. Preliminaries: dual problem and transport rays. It is well known
that the dual setting for the Monge–Kantorovich problem consists of finding a u ∈
W 1,∞(Ω) (called transport potential) which maximizes the functional

MK ′(v) :=
∫
X+

v dϕ+(x)−
∫
X−

v dϕ−(x)

over all v ∈ Lip1(Ω), where Lip1(Ω) stands for the set of Lipschitz continuous functions
on Ω with Lipschitz constant one. We call a transport ray the maximal open (i.e., not
containing the endpoints) interval (x, y) := {z ∈ Ω : z = tx + (1 − t)y, 0 < t < 1}
which satisfies

|u(x)− u(y)| = ||x− y||.

In other words, a transport ray is a maximal line segment along which the transport
potential is decreasing at a maximal rate equal to one. Given a transport potential
u, we denote by T the transport set (the union of all the transport rays without ray
ends).

We recall the basic construction of the proof of existence of the optimal transport
map from [4]. If u is a transport potential and R is a transport ray, then for every
p ∈ R the set

{x ∈ Ω : u(x) = p and ∃∇u(x) �= 0}

admits a Borel covering {Spi}∞i=1 such that there exist Lipschitz coordinates U : Rn →
Rn−1 and V : Rn−1 → Rn satisfying V (U(x)) = x for all x ∈ Spi. Enumerating the
triples (p, i, j) ∈ Q×N2 and ordering them in the order of enumeration, we can define
the countable sequence of disjoint clusters of transport rays Tpij as follows:

Tpij :=
⋃
{R = (a, b) ⊂ Ω : R ∩ Spi = {z},min{||z − a||, ||z − b||} > 1/j}
\

⋃
(p′i′j′)<(p,i,j)

Tp′i′j′ .

Each cluster Tpij admits coordinates G := Gpij : Tpij → Rn−1 × R (with Lipschitz
inverse F ), which are Lipschitz over

T σ
pij := {x ∈ Tpij : min{||z − a||, ||z − b||} ≥ σ > 0} ,

where a and b stand for the ends of the unique transport ray Rx passing through x.
Moreover, one has

G(x) = (U(z), u(x)− u(z)), where {z} := Rx ∩ Spi.
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In what follows we will make use of the following lemmata.
Lemma 1. Let N ⊂ Rn be a set with Lebesgue measure zero. Then for a.e. x ∈ T

one has H1(Rx ∩N) = 0.

Proof. Observe that Hn(G(T
1/l
pij ∩N)) = 0 for every (p, i, j) ∈ Q×N2 and l ∈ N;

hence by the Fubini theorem H1(G(Rx ∩T
1/l
pij )∩G(N)) = 0 for a.e. x ∈ Tpij . Making

the countable union over all l ∈ N we obtain H1(G(Rx) ∩ G(N)) = 0 and hence
H1(Rx ∩N) = 0 for a.e. x ∈ Tpij , which concludes the proof.

Lemma 2. Let ρ ∈ Lp
loc(Ω). Then for a.e. x ∈ T one has ρ ∈ Lp

loc(Rx).
Proof. Let ρ ∈ Lp

loc(Ω). The area formula gives∫
Tpij

ρp(x) dx =

∫
G(Tpij)

ρp(F (x′))JnF (x′) dx′,

where JnF stands for the Jacobian of F . Since over G(T σ
pij) one has JnF ≥ c > 0,

then ρ(F (·)) ∈ Lp
loc(G(Tpij)), and hence by the Fubini theorem

ρ(F (z, ·)) ∈ Lp
loc(G(Tpij) ∩ ({z} ×R))

for Hn−1-a.e. z ∈ Rn−1. This means ρ ∈ Lp
loc(Rz) for Hn−1-a.e. z ∈ Spi, which

implies the result.
Lemma 3. Let D ⊂ Ω×Ω be a Borel set and γD stand for the restriction to D of

the optimal transport plan γ. Then γD is an optimal plan for the Monge–Kantorovich
problem of transporting the measure ϕ+

D := π+
#γD to ϕ−

D := π−
#γD.

Proof. Supposing the contrary we would have the existence of a better plan γ′
D

with the same marginals (i.e., π±
#γ′

D = ϕ±
D), which would then give rise to the better

plan γ′ for the original problem, according to the relationship

γ′(e) := γ′
D(e ∩D) + γ(e \D)

for all Borel e ⊂ Ω× Ω, which contradicts the optimality of γ.

3. Nondifferentiability. It is a simple exercise to show that for one-dimensional
transport (i.e., n = 1) the transport density has certain regularity properties. Namely,
one has the following simple result.

Proposition 1. Let Ω ⊂ R be a bounded interval. Then f± ∈ Lp(Ω) implies
a ∈ W 1,p(Ω). Moreover, f± ∈ W k,p(Ω) implies a ∈ W k+1,p(R) for every transport
ray R ⊂ Ω.

Proof. According to [3], the pair (a, ν), where a > 0 with support in Ω is the
transport density and ν is the unit direction of transport ray, solves the system


−(aν)′ = f(x) in Ω,
|ν(x)| ≤ 1 in Ω,
|ν(x)| = 1 a.e. where a(x) > 0,

where f := f+ − f−. Let F stand for the primitive of f which has support in Ω.
Clearly then, a(x) := |F (x)|, ν(x) := −signF (x) satisfies the above system, thus
proving the first claim. To prove the second claim, observe that over each transport
ray R (which is in this case just an open interval), either ν(x) ≡ 1 or ν(x) ≡ −1, and
hence either a(x) = F (x) or a(x) = −F (x).

Remark. It is clear from the proof that in the one-dimensional case one always
has a = 0 in the ray ends.
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Let us now show that, generally speaking, the result of Proposition 1 cannot hold
for n ≥ 2.

Example 1. Let n = 2 and

X+ = {(x, y) : 0 ≤ x ≤ g(y), 0 ≤ y ≤ L}

for some bounded positive Borel function g, while f−(x, y) = f+(x− b, y) (assuming
b to be sufficiently large so that X+ ∩X− = ∅), so that

X− = {(x, y) : b ≤ x ≤ g(y) + b, 0 ≤ y ≤ L}.

In this case the Monge–Kantorovich problem admits an exact solution ψ′(x, y) =
(x + b, y). In fact, setting u(x, y) = −x in the dual problem, we obtain that the
supremum of the latter is less than or equal to b

∫
X+ f+(z) dz, that is, the value

MK(ψ′), whence the optimality follows. Now we can calculate the transport density
a as

a(x, y) =




∫ x

0

f+(ξ, y) dξ, 0 ≤ x ≤ g(y),

∫ g(y)

0

f+(ξ, y) dξ, g(y) < x ≤ b,

∫ g(y)

x−b

f+(ξ, y) dξ, b ≤ x ≤ g(y) + b

=

∫ min(x,g(y))

max(x−b,0)

f+(ξ, y) dξ;

in particular,

a(x, y) =

∫ g(y)

0

f+(ξ, y) dξ in R2 \ (X+ ∪X−).

Note that the above formula is valid, generally speaking, for a.e. y ∈ [0, L]. If one
chooses now g(y) = const and f+ independent of x, namely f+ = f+(y) such that
f+ ∈ Lp(0, L), but f+ �∈ Lp+α(0, L), for all α > 0, then clearly a �∈ Lp+α(Ω). In
particular, this means, in view of the Sobolev imbedding theorem, that a �∈W 1,p(Ω),
and hence Proposition 1 is not valid.

We remark that the same example but with nonconstant and discontinuous g
shows that, generally speaking, even f± ∈ C∞(X±) does not imply a ∈ C(Ω) or
a ∈ W 1,1(Ω). Here the regularity of the solution is spoiled by the geometry of the
problem (say, by the discontinuity of g).

Note that it has been shown in [5] that when f± ∈ Lp(X±), 1 ≤ p ≤ +∞,
while X+ and X− are disjoint, then µ 	 dx and for the respective density one has
a ∈ Lp(Ω). The above example shows also that such a result cannot be improved.

4. Differentiability along transport rays. In spite of the above discouraging
example, one can still claim that some regularization occurs in the direction of the
transport rays. In fact, in [8] it has been proven that when f± are Lipschitz continuous
with disjoint supports (and with some extra technical condition on the supports), then
also the transport density is Lipschitz continuous along transport rays. We have the
following more general result for the case of just summable f± without any extra
conditions on supports.

Theorem 1. Let f± ∈ Lp(X±). Then for a.e. x ∈ T one has a ∈ W 1,p
loc (Rx),

where Rx is the transport ray passing through x.
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Proof. The result will be obtained in several steps.
Step 1. For each triple (p, i, j) ∈ Q ×N2 we consider the restriction γpij of the

optimal transport plan γ to the ray cluster Tpij × Ω, where Tpij is a ray cluster. It
is clearly optimal for the Monge–Kantorovich problem of transporting the measure
ϕ+
pij := π+

#γpij to the measure ϕ−
pij := π−

#γpij . Note that the measures ϕ±
pij are just

the restrictions of ϕ± to Tpij . Then the transport set for each such new problem is
Tpij , while the respective transport density apij satisfies

−div apijν = fpij

weakly in Ω, where fpij := f+
pij − f−

pij , f±
pij being the restrictions of f± to Tpij , and

ν is the unit direction of the transport ray (both for the original and for the new
problem). Note that a = apij over Tpij ; hence it is enough to prove the assertion of
the theorem for each Tpij , but since in the latter problem the vector field ν varies Lip-
schitz continuously, it is enough to assume that in the original problem ν is Lipschitz
continuous.

Step 2. In view of the Lemma 1, we may assume thatH1-a.e. z ∈ Rx is a Lebesgue
point of the density a (this is true for a.e. x ∈ T ). We also assume that the first
Cartesian coordinate axis is directed along Rx (in the direction of transport), and,
moreover, the origin of the coordinate system coincides with the upper end of Rx.
Hence, the lower end of Rx is le1, where e1 is the unit vector of the first coordinate
direction and l > 0 is the length of Rx. For z ∈ Rx we denote by B′

ε(z) ⊂ Rn−1 the
(n−1)-dimensional ball in the plane perpendicular to Rx, which has radius ε > 0 and
is centered at z. Let φ: Rn−1 → R be a smooth positive function with∫

Rn−1

φ(z′) dz′ = 1, B′
1/2(0) ⊂ suppφ ⊂⊂ B′

1(0).

Denote then

aε(z1) :=
1

2ε

∫ z1+ε

z1−ε

∫
B′
ε(0)

a(z1, z
′)φε(z

′) dHn−1(z′)dH1(z1),

fε(z1) :=
1

2ε

∫ z1+ε

z1−ε

∫
B′
ε(0)

f(z1, z
′)φε(z

′) dHn−1(z′)dH1(z1),

where

φε(z
′) :=

1

εn
φ

(
z′

ε

)
and f := f+ − f−.

Now we follow the lines of Steps 2–3 of Proposition 6.1 from [8]. In fact, using φεψ,
where ψ: [σ, l − σ] → R is a positive Lipschitz function with compact support and
σ > 0 is sufficiently small, as a test function to the equation

−div aν = f in Ω,

where ν is the unit direction of the transport ray, we obtain∫ l−σ

0

ψ(z1)f̃ε(z1)dH1(z1) = −
∫ l−σ

σ

ψ′(z1)ãε(z1)dH1(z1)

+

∫ l−σ

σ

ψ′(z1)

∫
B′
ε(0)

a(z1, z
′)(ν(z1, z) + e1) · e1φε(z

′) dHn−1(z′)dH1(z1)

+

∫ l−σ

σ

ψ(z1)

∫
B′
ε(0)

a(z1, z
′)ν(z1, z) · ∇φε(z

′)φε(z
′) dHn−1(z′)dH1(z1),

(2)
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where

f̃ε(z1) :=

∫
B′
ε(0)

f(z1, z
′)φε(z

′) dHn−1(z′),

ãε(z1) :=

∫
B′
ε(0)

a(z1, z
′)φε(z

′) dHn−1(z′).

Since on Step 1 of the proof we supposed that ν is Lipschitz continuous, one can
estimate

||ν(z1, z
′) + e1|| = ||ν(z1, z

′) + ν(z1, 0)|| ≤ C||z′|| ≤ Cε

for small ε > 0, where C = C(σ). This means that the second term on the right-hand
side of (2) can be estimated as∣∣∣∣∣

∫ l−σ

σ

ψ′(z1)

∫
B′
ε(0)

a(z1, z
′)(ν(z1, z) + e1) · e1φε(z

′) dHn−1(z′)dH1(z1)

∣∣∣∣∣
≤ Cε

∫ l−σ

σ

ψ′(z1)ãε(z1) dH1(z1).

Analogously, the third term on the right-hand side of (2) can be estimated as∣∣∣∣∣
∫ l−σ

σ

ψ(z1)

∫
B′
ε(0)

a(z1, z
′)ν(z1, z) · ∇φε(z

′)φε(z
′) dHn−1(z′)dH1(z1)

∣∣∣∣∣
≤ C

∫ l−σ

σ

ψ(z1)ã2ε(z1) dH1(z1).

Combining (2) with the above estimates and choosing ψ as in Step 4 of Proposition 6.1
from [8], we arrive at the relationship∣∣∣∣aε(s)− aε(t) +

∫ t

s

fε(s) dH1(s)

∣∣∣∣ ≤ C

∫ t

s

a2ε(s) dH1(s) + Cε(3)

with some positive constant C > 0 for all sufficiently small ε > 0, whenever σ < t <
s < l − σ.

Step 3. For an m > 0 let X+
m := {f+ ≤ m} and

f+
m(x) :=

{
f+(x), x ∈ X+

m,
0, elsewhere.

If γ is an optimal plan, denote by γm the restriction of γ to X+
m×X−, and set ϕ−

m :=
π−

#γm, f−
m denoting the density of the latter with respect to the Lebesgue measure.

According to Lemma 3, γm is optimal for the mass optimization problem (MKm) with
respect to the measures ϕ±

m := f±
m dx. For each of such problems denote am ∈ L1(Ω)

the respective transport density. In the same way let f−
mk stand for the restriction

of f−
m to the set X−

mk := {f−
m ≤ k}, k > 0. Letting γmk stand for the restriction

of γm to X+
m × X−

mk, f+
mk stand for the density of ϕ+

mk := π−
#γmk with respect to

the Lebesgue measure, and amk ∈ L1(Ω) stand for the transport density for the
Monge–Kantorovich problem (MKmk) with respect to the measures ϕ±

mk := f±
mk dx

(for which in view of Lemma 3 γmk is optimal), we see that the directions of the
transport rays for each problem (MKmk) coincide with those of the original problem;
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namely, for each transport ray Rmk for the former there is a ray R for the latter such
that Rmk ⊂ R. Hence one concludes that

−div (amkν) = fmk in Ω,

where fmk := f+
mk − f−

mk. From (3) we derive

∣∣∣∣amk,ε(s)− amk,ε(t) +

∫ t

s

fmk,ε(s) dH1(s)

∣∣∣∣ ≤ C

∫ t

s

amk,2ε(s) dH1(s) + Cε.(4)

According to our choice of φε we have that

amk,ε(s)→ amk(s, 0) and fmk,ε(s)→ fmk(s, 0)

as ε → 0. Moreover, the assertion (ii) of Lemma 4 shows that amk ∈ L∞(Ω); hence
one has

amk,ε(s) ≤ C ′, fmk,ε(s) ≤ C ′,

where the constant C ′ = C ′(m, k) > 0 is independent of ε > 0. Thus one can pass to
the limit in (4) as ε→ 0 obtaining

∣∣∣∣amk(s, 0)− amk(t, 0) +

∫ t

s

fmk(ξ, 0) dH1(ξ)

∣∣∣∣ ≤ C

∫ t

s

amk(ξ, 0) dH1(ξ).(5)

Step 4. Note that amk(·) is nondecreasing with respect to k, am is also nonde-
creasing, and amk ≤ am ≤ a. Moreover, since as k →∞, m→∞, the sets X+

mk ↑ Ω,
then amk → a a.e. on Ω. The same is true also for the sequence {fmk}. We may
assume that the ray Rx is chosen so that the latter convergences occur also H1-a.e.
on Rx. Now, since f ∈ L1(Ω) and a ∈ L1(Ω) by the assertion (i) of Lemma 4, then
one can pass to the consecutive limits as m → +∞ and as k → +∞ in (5), arriving
at the inequality∣∣∣∣a(s, 0)− a(t, 0) +

∫ t

s

f(ξ, 0) dH1(ξ)

∣∣∣∣ ≤ C

∫ t

s

a(ξ, 0) dH1(ξ).

The latter expression means

|a′s(s, 0) + f(s, 0)| ≤ Ca(s, 0)

whenever σ ≤ s ≤ l−σ. Recall now that a ∈ L1(Ω) by assertion (i) of Lemma 4, while
f ∈ Lp(Ω) according to the conditions of the theorem being proven. Since according
to Lemma 2 we may assume that a(·, 0) ∈ L1(σ, l − σ) and f(·, 0) ∈ Lp(σ, l − σ),
then the above inequality implies a′s(·, 0) ∈ L1(σ, l − σ); hence a(·, 0) ∈ L∞(σ, l − σ).
Again using the same inequality one concludes a′s(·, 0) ∈ Lp(σ, l−σ), which shows the
statement.

Lemma 4. In the Monge–Kantorovich problem one has that
(i) if either f+ ∈ L1(X+) or f− ∈ L1(X−), then a ∈ L1(Ω);
(ii) if f± ∈ L∞(X±), then a ∈ L∞(Ω);
(iii) if, moreover, X+ ∩ X− = ∅, then f+ ∈ L∞(X+) (resp., f− ∈ L∞(X−))

implies a ∈ L∞
loc(Ω \X−) (resp., a ∈ L∞

loc(Ω \X+)).
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The proof of this assertion can be found in [5].
We can also refine the above result in the following way.
Theorem 2. Let f+ ∈ Lp+

(X+) (resp., f− ∈ Lp−
(X−)) and X+ ∩ X− = ∅.

Then for a.e. x ∈ T one has a ∈W 1,p+

loc (Rx\X−) (resp., a ∈W 1,p−
loc (Rx\X+)), where

Rx is the transport ray passing through x.
The proof just follows the scheme of that of Theorem 2 but uses the assertion (iii)

of Lemma 4 rather than the assertion (ii).

5. Behavior of density at the ends of transport rays. It is also interesting
to study the behavior of the transport density near the ray ends. In fact, the result on
vanishing of transport density at the ends of transport rays for Lipschitz continuous
f± was extensively used in [8] in the proof of existence of optimal transport maps
via the ODE approach, as well as in [7, 10, 9] for deriving the law of evolution of a
sandpile shape. In general the following result holds.

Theorem 3. Let f+ ∈ L∞(X+) (resp., f− ∈ L∞(X−)). Then for a.e. x ∈ T
one has a(z) → 0 when z → l+ (resp., z → l−) while z ∈ Rx, where l+ and l− are
the upper and lower ends, respectively, of the transport ray Rx passing through x.

Proof. As in the proof of Theorem 1, it is enough to consider the restrictions of a
to each of the ray clusters Tpij . These restrictions in fact are transport densities for
the Monge–Kantorovich problem with respect to the restrictions of ϕ± to Tpij . In the
remaining part of the proof we will assume a ray cluster Tpij to be chosen and will be
dealing with the respective restrictions without explicitly referring to the cluster.

Let x ∈ T be such a point that both a and f± are continuous in the generalized
(Lebesgue) sense H1-a.e. on Rx. (A.e. x ∈ T will suit that purpose according to
Lemma 1). Suppose f+ ∈ L∞(X+). For every z ∈ T denote by d(z) the distance
from z to the upper end of Rz. Suppose now z ∈ Rx, d(z) = θ. Since d is an upper
semicontinuous function according to Lemma 24 from [4], then for each sufficiently
small ε > 0 one has d(y) ≤ 2θ for all y ∈ Bε(z)∩T , where Bε(z) ⊂ Rn stands for the
ball with radius ε centered at z.

We also remark that there exists a δ > 0 such that

||l+ − L−|| ≥ δ(6)

for all lower ray ends L−. In fact, since we are working within the ray cluster Tpij , we
have u(l+) ≤ p− 1/j. If (6) were false, there would exist a sequence of lower ray ends
{L−

ν } such that L−
ν → l+. But u(L−

ν ) ≥ p + 1/j by construction of the ray cluster,
and hence, in view of continuity of u, one would have u(l+) ≥ p + 1/j leading to a
contradiction.

We use now the following slightly refined version of Lemma 4.6 from [5].
Lemma 5. Let l+ and l− be the upper and lower ends of the transport ray Rx,

respectively, z ∈ Rx, and ε > 0 be sufficiently small. If (6) holds for some δ > 0 and
for all lower ray ends L−, then the upper end of every transport ray Ry which intersects
Bε(z) belongs to the cylinder with axis Rx and cross-sectional area Cεn−1/δn−1, where
C > 0 is a constant depending only on the geometry of the problem.

Applying the above lemma to our situation, one has that for ε > 0 sufficiently
small, all the upper ends of transport rays Ry which intersect Bε(z) necessarily belong
to the piece Cθ,ε of the cylinder mentioned in the lemma, with the length 4θ and with
z being the middle point of its axis. From (1) one derives

µ(Bε(z)) ≤ 2ε

∫
Cθ,ε×Ω

dγ = 2εϕ+(Cθ,ε).
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Dividing the above relationship by εn and taking the limit as ε → 0, we obtain
a(z) ≤ C ′θ for some C ′ > 0, which shows the statement for f+ ∈ L∞(X+). The case
f− ∈ L∞(X−) is symmetric.

Let us remark that the transport density may not vanish at the end of the trans-
port ray when f+ ∈ Lp(X+) with 1 ≤ p <∞, as the following example shows.

Example 2. Let X+ ⊂ Rn be the unit ball centered at the origin, f+(x) := |x|α
with −n/p < α < −1. Then f+ ∈ Lp(X+). Let also X− := {x ∈ Rn : l ≤ |x| ≤ L}
with l > 1 and

f−(x) :=
n

(n+ α)(Ln − ln)
in X−.

Then one has u(x) := −|x| and the transport is radial. In particular, for x ∈ X+ one
has

a(x) =
1

n+ α
|x|α+1,

and hence a(x) �→ 0 as |x| → 0.

6. Application to p-Laplacian equations. In [6] it was proved that if up is
a solution to the equation

−div (|∇up|p−2∇up) = −div (|F |p−2F ) in Ω,

where F ∈ Ls
loc(Ω;R

n), then ∇up ∈ Ls
loc(Ω;R

n), and, moreover, for Ω0 ⊂⊂ Ω one
has

||∇up||ss;Ω0
≤ C1/p(||F ||ss;Ω0

+ ||up||pp;Ω0
),(7)

where C = C(Ω0, p, s). (Further, we will omit the reference to Ω0.) It is, however,
important to know whether there is such an estimate with C bounded when p→ +∞,
while, say, 1 ≤ s/p ≤ θ < +∞. In fact, similar estimates (called “uniform in p”) on the
gradient of the solution to the p-Laplacian equation play an important role in the study
of limiting behavior of such solution as p→∞ (see, for instance, [2]). Unfortunately,
the above discussion plus a known relation between the p-Laplacian equations and
the Monge–Kantorovich problem shows that the desired estimates cannot be found.

Theorem 4. There is no estimate of the type (7) uniform in p (i.e., with C
bounded), when p→ +∞.

Proof. The result will be shown in two steps.
Step 1. Consider ϕ± 	 dx be as in the previous discussion. Let {up}p≥2 be the

sequence of unique solutions to the problems

(Λp)

{ −div (|∇up|p−2∇up) = f in Ω,
up = 0 on ∂Ω,

where f := f+ − f−, and suppose f ∈ Lr(Ω), 1 < r ≤ +∞. It is a matter of simple
though slightly technical calculations to show that up to subsequences (not relabeled)

(A) up ⇀ u weakly in W 1,s
0 (Ω) for every s < +∞, while u ∈ W 1,∞(Ω), and,

moreover, u is a transport potential for the problem of transporting ϕ+ to
ϕ−;

(B) Ap := |∇up|p−2∇up → α, where α is a vector measure, ∗-weakly in the sense
of measures.
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In fact, to show (A), using up as a test function to (Λp) and applying the Hölder
inequality, we get ∫

Ω

|∇up|p dx =

∫
Ω

fup dx ≤ ||f ||r · ||up||r′ .

By the Sobolev inequality we have

||up||r′ ≤ C(r′, n)||∇up||q,

where q = q(r′, n) is such that nq/(n−q) = r′, and C(r′, n) = r′n/(n−1). Combining
the above estimates and again using the Hölder inequality one arrives at

||∇up||p−1
p ≤ C(r′, n)||f ||r · |Ω|1/q(r′,n)−1/p(8)

for p sufficiently large. Fix now an arbitrary s > 2. Since by Hölder inequality

||∇up||s ≤ ||∇up||p · |Ω|1/s−1/p

for p > s, and in view of (8), one has that up to a subsequence up ⇀ u weakly

in W 1,s
0 (Ω). Note that also u ∈ W 1,t

0 (Ω) for all t > s and, moreover, using (8) we
estimate

||∇u||t ≤ lim inf
p
||∇up||t ≤ |Ω|1/t.

The latter actually means u ∈W 1,∞(Ω) and ||∇u||∞ ≤ 1. It remains to note that up

are minima of the functionals

Ip(v) :=
1

p

∫
Ω

|∇v|p dx−
∫

Ω

vf dx

defined over some W 1,s
0 (Ω) with s > 1 fixed. Since the sequence Ip Γ-converge to the

functional

I(u) :=

{ − ∫
Ω
vf dx, |∇v| ≤ 1 a.e. on Ω,
+∞ otherwise,

defined over the same W 1,s
0 (Ω), hence u is the minimum of the latter; in other words,

it is a transport potential.
To show (B), we estimate by the Hölder inequality

||Ap||1 = ||∇up||p−1
p−1 ≤ ||∇up||p−1

p · |Ω|1/p

to see that, in view of (8), the sequence {Ap} is bounded in L1(Ω;Rn) and hence
converges up to a subsequence ∗-weakly in the sense of measures.

Let µ := |α|. We show now α = µ∇µu, and, moreover, the pair (µ, u) then
satisfies

(Λ∞)

{ −div (µ∇µu) = f in Ω,
|∇µu| = 1 µ-a.e. in Ω,

where ∇µ is the tangential gradient operator with respect to µ defined in [3]. In other
words, µ is the transport density of the Monge–Kantorovich problem of transporting
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ϕ+ := f+ dx to ϕ− := f− dx. For this purpose recall that for all φ ∈ C∞
0 (Ω) one has∫

Ω
Ap∇φdx =

∫
Ω
fφ dx and Ap ⇀ α ∗-weakly in the sense of measures, which implies∫

Ω

∇φdα =

∫
Ω

fφ dx.

Consider now the sequence {φν} ⊂ C∞
0 such that ∇φν → ∇µu in L2(Ω, µ;Rn) and

φν → u uniformly. Passing to the limit in the above relationship, we have∫
Ω

∇µu dα =

∫
Ω

fu dx.(9)

Let us estimate µ(Ω) = |α|(Ω). We have

µ(Ω) ≤ lim inf
p
||Ap||1 = lim inf

p
||∇up||p−1

p−1 ≤ |Ω|1/p
(∫

Ω

|∇up|p dx

)(p−1)/p

,

where to obtain the last estimate the Hölder inequality is used. From (Λp) using the
convergence of {up}, we obtain∫

Ω

|∇up|p dx =

∫
Ω

fup dx→
∫

Ω

fu dx.

Therefore, µ(Ω) ≤ ∫
Ω
fu dx. Then from (9) we get

µ(Ω) ≤
∫

Ω

∇µu dα,(10)

while on the other hand, since ||∇u||∞ ≤ 1, hence ||∇µu||∞ ≤ 1, one has∫
Ω

∇µu dα ≤ µ(Ω).(11)

Thus in (10) and (11) in fact the equality holds, namely,

µ(Ω) = |α|(Ω) =
∫

Ω

∇µu dα,

which implies |α| = α · ∇µu, that is, α = |α|∇µu = µ∇µu. Clearly, |∇µu| = 1 µ-a.e.
Step 2. Since ϕ± 	 dx, then µ	 dx and (Λ∞) assumes the form

(Λ′
∞)

{ −div (a∇u) = f in Ω,
|∇u| = 1 a.e. where a �= 0.

Consider now a function v such that

−∆v = f in Ω.

Clearly, since f ∈ Lr(Ω), such a function exists and the elliptic regularity theory
implies u ∈W 2,r(Ω). Define the vector field F over Ω by

F (x) := |∇v(x)|1/(p−1) ∇v(x)

|∇v(x)|
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with F (x) = 0 whenever ∇v(x) = 0. Since by the Sobolev embedding theorem
∇v ∈ Lr∗(Ω;Rn), r∗ is the critical Sobolev exponent with respect to r, one has
F ∈ Lr∗(p−1)(Ω;Rn) and

−div (|F |p−2F ) = −∆v = f in Ω,

while

|| |F |p−1 ||r∗ = ||∇v||r∗ ≤ c(r)||f ||r.(12)

Suppose now that the estimate (7) is uniform on p when p → +∞ (i.e., C(p, s)
is bounded, provided 1 ≤ s/p ≤ θ ≤ +∞). Then setting s := t(p − 1), where
r < t < r∗, from (12) we conclude that |∇up|p−2∇up are bounded in Lt(Ω0;R

n)
whenever Ω0 ⊂⊂ Ω. Hence we would have a ∈ Lt

loc(Ω) with some t > r, and it is
enough to refer to Example 1 to see the contradiction.
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BOUNDARY CONTROLLABILITY BETWEEN SUB- AND
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Abstract. There are several studies of the boundary controllability of quasi-linear hyperbolic
systems where it is assumed that the eigenvalues of the system matrix do not change their signs
during the controlled process.

In this paper we consider the flow through a frictionless horizontal rectangular channel that is
governed by de St. Venant equations and show that the state can be controlled in finite time from a
stationary initial state to a given stationary terminal state in such a way that during this transition,
the state stays in the class of C1 functions, so in particular no shocks occur. There is no restriction
on the initial and terminal state, so in some cases it is necessary that one or both eigenvalues of the
system matrix change the sign during the process. Various different cases occur: control between
subcritical states, control between supercritical states, transition from a subcritical to a supercritical
state, and transition from a supercritical to a subcritical state. In the last two cases of a control
between states of a different type, one eigenvalue of the system matrix changes its sign during the
process. When this happens at a boundary point during the process, it is necessary to switch the
type of boundary conditions. We show how to construct controls where at each boundary at most
one such switching is necessary.

Key words. de St. Venant equations, subcritical states, supercritical states, global controlla-
bility

AMS subject classifications. 35L45, 35L50, 35L65, 93C20

DOI. 10.1137/S0363012902409660

1. Introduction. In the study of boundary controllability of quasi-linear hy-
perbolic systems it is common practice to assume that the eigenvalues of the system
matrix do not change their signs during the controlled process (see [3], [15], [14], [6],
[5], [10], [7], [9], [12], [8]). In this paper we present a controllability result of a more
general type where the number of positive eigenvalues is allowed to change during the
control process; this is necessary if this is a different number for the initial state and
for the target state.

To be specific, we consider the flow through a frictionless horizontal rectangular
channel that is governed by de St. Venant equations. The system is controlled at the
boundary points of the channel. For this system, the assumption that the number
of positive eigenvalues and the number of negative eigenvalues of the system matrix
remain constant during the control process means that the state is assumed to remain
subcritical if the initial state is subcritical and to stay supercritical if the initial
state is supercritical; in the supercritical case, also the direction of the flow has to
be preserved. In some cases, however, for example, during a strong rainfall, the
system goes from a subcritical to a supercritical state. The de St. Venant system
is of practical interest on account of the trend to operate combined sewer systems
and other channel networks, for example, in hydropower optimization, using model
predictive control (see, for example, [1], [11]).
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In this paper, we present a result on global controllability of de St. Venant sys-
tem with no restriction on the stationary initial state and the target state. Although
classical solutions generally break down in finite time as a result of collision of char-
acteristic curves, we show that starting from a stationary initial state we can reach
any other stationary state in finite time with boundary controls that can be chosen
in such a way that the state remains continuously differentiable, that is, the state is a
classical solution of our system. In order to achieve this, it is essential to change the
state sufficiently slowly. To make this possible, the control period has to be chosen
sufficiently long.

Apart from its mathematical interest, this result is relevant for applications where
shocks have to be avoided. Our proofs are based upon the characteristic form of the
equations. In the proofs, we show how the boundary control functions can be obtained.
As these controls are not unique, there is some flexibility with respect to optimization.
Our result is global in the sense that it holds for initial and terminal states that can
be arbitrarily far away from each other.

If the type of the flow is not changed by the controls, that is, if the flow remains
either sub- or supercritical, the nature of the boundary conditions also remains un-
changed. In the case of a subcritical flow, one variable is controlled at each end of
the channel whereas in the supercritical case, both variables are controlled at the end
of the channel where inflow occurs. If the flow is controlled from a subcritical to a
supercritical state, during this process the type of the boundary conditions changes:
While we start with the control of one variable at each end of the channel, we switch
to the control of both variables at the end of the channel where inflow occurs. We
show that it is possible to do this with only one switching time for each end of the
channel. This means that at each end of the channel, one eigenvalue of the system
matrix is zero exactly at this switching time. The switching times for both ends can
be different.

If the flow is controlled from a supercritical to a subcritical regime, the situation
is similar. Also in this case it is possible to control the system with only one switching
time for each end of the channel; this means that for each end there is exactly one
point in time where one eigenvalue of the system matrix vanishes and the type of the
boundary conditions changes.

Our paper has the following structure: In [7], we have shown that boundary
control between arbitrary subcritical states is possible. Using similar methods, namely
virtual prolongation of the channel in order to be able to work with Cauchy problems,
we show that control between supercritical states with the same flow direction is
possible. For our analysis it is necessary to show that also control between a subcritical
and a supercritical state that are sufficiently close together is possible. The two cases
are as follows: Control from a sub- to a supercritical regime and control from a super-
to a subcritical state are treated separately. In the analysis of these two cases, also
critical initial and target states are included.

Together, the four separate controllability results yield the desired general the-
orem about controllability without restriction on the stationary initial and target
states.

2. De St. Venant equations. We consider the flow through a horizontal rect-
angular channel without friction. Let b > 0 denote the constant width of the channel.
The channel is parametrized lengthwise by x ∈ [0, L]. Let A(x, t) denote the wetted
area at x at time t, and let Q(x, t) denote the corresponding flow rate. Then the
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conservation of mass yields the equation

d

dt
A(x, t) +

d

dx
Q(x, t) = 0.

Let U = Q/A denote the average velocity over the cross section of the channel and
h = A/b the average water height. The conservation of energy implies the equation

d

dt
U(x, t) +

d

dx

[
U(x, t)2/2 + gh(x, t)

]
= 0.

In terms of the functions U and h, the quasi-linear system can be written as

∂t

(
h
U

)
+

(
U h
g U

)
∂x

(
h
U

)
= 0.

The eigenvalues of the system matrix are U +
√
gh and U − √gh. Let c(x, t) =√

gh(x, t) denote the corresponding wave celerity. In terms of the functions U and c,
the system equation is

∂t

(
c
U

)
+

(
U c/2
2c U

)
∂x

(
c
U

)
= 0.

With the Riemann invariants R+ = U + 2c, R− = U − 2c and the diagonal matrix

A(R+, R−) :=
(

3
4R

+ + 1
4R

− 0
0 1

4R
+ + 3

4R
−

)
,

de St. Venant equations can be written in the diagonal form

∂t

(
R+

R−

)
+A(R+, R−) ∂x

(
R+

R−

)
= 0.(2.1)

3. Controllability with phase transitions. In this section we present our
central controllability result where phase transitions are admitted in the sense that
the type of the state is allowed to change between sub- and supercritical. Also critical
states are admitted. Note that for the system that we consider here, the stationary
states are exactly the constant states.

Theorem 3.1. Consider the de St. Venant system with boundary controls on
an interval [0, L]. Let a stationary initial state A and a stationary target state B be
given. Then we can find boundary controls that steer the system in finite time from
A to B in such a way that the state remains continuously differentiable.

Moreover, this can be done in such a way that the absolute values of the first
partial derivatives of the state remain below any given upper bound.

In the following four sections, we present partial controllability results that we
combine in section 8 to prove Theorem 3.1.

4. Controllability between subcritical states. A state is called subcritical,
if one eigenvalue of the system matrix is greater than zero and the other eigenvalue
is less than zero. The question of controllability between subcritical states has been
answered in [7], where the following theorem is proved.

Theorem 4.1. From a constant subcritical state (R+, R−) ( 3/4R++1/4R− > 0
and 1/4R+ +3/4R− < 0), the system can be steered to any other constant subcritical
state by boundary controls in finite time with a continuously differentiable state.
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Moreover, for every given positive constant, the system can be steered in such a
way that the maximum norms of the derivatives of the state and of the controls remain
below this bound.

In the proof of the theorem, the considered channel of finite length is prolonged
to an infinite channel, where a Cauchy problem can be considered. Under certain
assumptions, this Cauchy problem has a classical, that is, continuously differentiable,
solution; the essential assumption is that the maximum norm of the derivatives of the
initial state is sufficiently small.

The controls are then obtained by cutting a strip whose width is the length of
the channel from the x-t plane; the values on the boundary of the strip for positive
times yield the desired boundary controls.

Example 1. Consider the subcritical initial state with U = 0.3 and c = 1, that is,
R+

1 = 2.3, R−
1 = −1.7, and the subcritical target state with U = 0 and c = 1, that is,

R+
2 = 2, R−

2 = −2. Note that for the target state, the water is at rest.

Figure 1 shows the characteristic curves (i.e., the curves whose slopes are the
eigenvalues of the system matrix) for a control from the initial state (R+

1 , R
−
1 ) to the

target state (R+
2 , R

−
2 ) where the water is still. For the target states, the absolute value

of the slope of the leftgoing characteristic curves is the same as for the characteristic
curves that go from left to right. The channel interval [0, L] is shifted to [100, 110].

At time T = 40, the system has reached the desired target state. So we see that
our results imply that by boundary controls at both boundaries the water flow in a
horizontal channel can be steered to a standstill.

5. Controllability between supercritical states. A state is called supercrit-
ical if both eigenvalues of the system matrix are greater than zero or both eigenvalues
are less than zero. In this section we study the control between supercritical station-
ary flows with the same direction. In our result, we consider the problem of steering
the system from an initial state for which the corresponding system matrix has two
positive eigenvalues to a target state that has also two positive eigenvalues. The prob-
lem of steering the system from an initial state with two negative eigenvalues to a
target state with two negative eigenvalues can be transformed to the first problem by
changing the orientation of the channel. Controllability between supercritical states
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has been studied in [9] in a more general framework with source terms on tree-shaped
channel networks.

5.1. A local result. We start with a result about local controllability. In this
result a compact set of initial states is considered. We show that a certain radius and
a control time exist, such that for each of these initial states, it is possible to reach all
target states in balls with this radius around the initial state within the control time.
So this is a result about uniform local controllability. For the result it is essential that
a uniform lower bound for the eigenvalues of the system matrix is valid.

Theorem 5.1. Consider the de St. Venant system (2.1) with boundary conditions
of the form

R+(0, t) = g1(t) and R−(0, t) = g2(t).

Let a nonempty compact rectangular set Ω = [a+, b+] × [a−, b−] ⊂ R2 be given such
that for all (R+, R−) ∈ Ω, we have 3/4R+ + 1/4R− > 0 and 1/4R+ + 3/4R− > 0,
that is, Ω contains only supercritical states with the same flow direction. Let δ > 0 be
given. Define

T = max
(R+,R−)∈Ω

max

{
L+ δ

|(3/4)R+ + (1/4)R−| ,
L+ δ

|(1/4)R+ + (3/4)R−|
}
.(5.1)

Then there exists a number α > 0 such that for all constant initial states (R+
1 , R

−
1 ) ∈ Ω

and for all constant terminal states (R+
2 , R

−
2 ) ∈ Ω with

max{|R+
1 −R+

2 |, |R−
1 −R−

2 |} ≤ α,(5.2)

the boundary controls g1, g2 can be chosen such that in time T the system has reached
the terminal state (R+

2 , R
−
2 ) and the corresponding solution is continuously differen-

tiable.
Moreover, by choosing α sufficiently small, the maximal absolute values of the

derivatives

∂xR
+(x, t), ∂xR

−(x, t), ∂tR+(x, t), ∂tR
−(x, t), g′1(t), g

′
2(t)

for (x, t) ∈ [0, L]× [0, T ] can be made arbitrarily small.
Proof. The proof is similar to the proof of the corresponding result for the subcrit-

ical case in [7]. We define an initial state ϕ : R→ R2 on the real line in the following
way. For x ∈ [0,∞), let ϕ(x) = (R+

1 , R
−
1 ). For x ∈ (−∞,−δ], let ϕ(x) = (R+

2 , R
−
2 ).

For x ∈ (−δ, 0), define ϕ in C1(R) such that the components ϕ1 and ϕ2 of ϕ are
monotone functions on (−δ, 0) and

max
x∈R
{|ϕ′

1(x)|, |ϕ′
2(x)|} ≤ (3/δ)max{|R+

1 −R+
2 |, |R−

1 −R−
2 |}.(5.3)

Since the set Ω is compact, we can choose a number c0 > 0 such that for all
(R+, R−) ∈ Ω we have |(R+, R−)| ≤ c0. Then we can choose a number k ≥ 1
such that for all (R+, R−) with |(R+, R−)| ≤ 2c0 we have |A(R+, R−)| ≤ k. Define
a = −kT and b = L + kT . Then (A, 0) ∈ Σ([a, b] × [0, T ], 2, 2c0, 1/2, k), where the
class Σ is defined in the introduction of [4]. Theorem 3.IV from Cirina [4] implies the
existence of a number β > 0 such that if

max
x∈R

{|ϕ′
1(x)|, |ϕ′

2(x)|} ≤ β,(5.4)

the de St. Venant system with initial state ϕ on [a, b] has a unique continuously
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differentiable solution on the convex hull of the two sets [a, b]×{0} and [0, L]× [0, T ].
Let τ denote this region.

Choose α ≤ βδ/3. Then (5.2) and (5.3) imply (5.4). Therefore by Theorem 3.IV
from Cirina [4], a C1 solution (R+(x, t), R−(x, t)) with initial state ϕ on [a, b] exists
on the set τ .

Moreover, Theorem 3.IV guarantees the existence of a constant N > 0 such that
for all (x, t) ∈ [0, L]× [0, T ] we have

max{|∂xR+(x, t)|, |∂xR−(x, t)|} ≤ N max
x∈R

{|ϕ′
1(x)|, |ϕ′

2(x)|} ≤ 3Nα/δ.

This implies that by choosing α sufficiently small, we can make the absolute values
of the derivatives ∂xR

+(x, t), ∂xR
−(x, t) arbitrarily small.

Since the initial state ϕ1 has values only between R+
1 and R+

2 , this is also the
case for the first component R+ of the solution on [0, T ]. Similarly, R− can attain
only values between R−

1 and R−
2 .

Define

M = max
(x,t)∈[0,L]×[0,T ]

{|(3/4)R+ + (1/4)R−|, |(1/4)R+ + (3/4)R−|}.

The system equation implies that

max
(x,t)∈[0,L]×[0,T ]

{|∂tR+|, |∂tR−|} ≤M max
(x,t)∈[0,L]×[0,T ]

{|∂xR+|, |∂xR−|} ≤ 3MNα/δ.

So we can also make the absolute values of the time derivatives of (R+, R−) arbitrarily
small by choosing α sufficiently small.

The slopes of the characteristic curves are given by dx+/dt = (3/4)R++(1/4)R−

and dx−/dt = (1/4)R+ + (3/4)R−, respectively. In the area of points above both of
these characteristics starting at the point (−δ, 0), the component R+ of the solution
has the value R+

2 and R− has the value R−
2 . By the definition of T and on account

of the rectangular shape of Ω, this implies that at time T the system has reached the
terminal state (R+

2 , R
−
2 ) on the interval [0, L].

This can be seen as follows. Since the set Ω contains only supercritical states,
both the x+ and the x− characteristic curves have positive slope. Hence at time T
both characteristic curves coming from the point (x, t) = (−δ, 0) have reached the
point (L, T ).

We now define the functions g1, g2 by setting g1(t) := R+(0, t) and g2(t) :=
R−(0, t) and have thus constructed the required boundary controls.

5.2. A global result. Now we apply the same globalization technique as in [7]
to our local result: The uniformity in the local result implies that boundary control
between all elements of the set Ω is possible in finite time.

Theorem 5.2. Let a nonempty compact rectangular set Ω as in Theorem 5.1 be
given.

Then there exist boundary controls g1, g2 that steer the de St. Venant system in
finite time from any constant initial state in the set Ω to any constant terminal state
in Ω in such a way that the corresponding solution is continuously differentiable.

Moreover, this can be done in such a way that the absolute values of the derivatives
of the state remain smaller than any given upper bound.

The proof is exactly as in [7]: The idea is to introduce a finite number of inter-
mediate states on the line connecting the initial state with the target state and to
control the system successively from one intermediate state to the next.
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Now we can prove that it is possible to steer the system from any constant super-
critical state to any other constant supercritical state with the same flow direction in
finite time with a continuously differentiable state and bounds for the absolute values
of the derivatives.

Theorem 5.3. The de St. Venant system can be steered from a constant super-
critical state to any other constant supercritical state with the same flow direction in
finite time with a continuously differentiable state by boundary controls at one end.

Moreover, for every given positive constant the system can be steered in such a
way that the maximum norms of the state derivatives and of the control derivatives
remain below this bound.

Proof. Let two constant supercritical states (R+
A, R

−
A) and (R+

B , R
−
B) be given.

For a natural number n and k ∈ {0, . . . , n} define λk,n = k/n and let

R+
k,n = (1− λk,n)R

+
A + λk,nR

+
B , R−

k,n = (1− λk,n)R
−
A + λk,nR

−
B .

Then R+
0,n = R+

A, R
−
0,n = R−

A, R
+
n,n = R+

B , R
−
n,n = R−

B .
If the number n is chosen sufficiently large, for all k ∈ {1, . . . , n} the nonempty

sets

Ωk = [min{R+
k−1, R

+
k }, max{R+

k−1, R
+
k }]× [min{R−

k−1, R
−
k }, max{R−

k−1, R
−
k }]

contain only supercritical states with the same flow direction; hence for all k ∈
{1, . . . , n} Theorem 5.2 is applicable to Ωk. So we can steer the system from the initial
state (R+

A, R
−
A) ∈ Ω1 to (R

+
1,n, R

−
1,n) ∈ Ω1, from (R+

1,n, R
−
1,n) ∈ Ω2 to (R

+
2,n, R

−
2,n) ∈ Ω2,

and so forth and finally from (R+
n−1,n, R

−
n−1,n) ∈ Ωn to the desired terminal state

(R+
B , R

−
B) ∈ Ωn that we reach after n such steps.

The assertion about the maximum norms of the derivatives and the controls also
follows from Theorem 5.2.

Example 2. Consider the supercritical initial state with U = 2 and c = 1, that
is, R+

1 = 4, R−
1 = 0, and the supercritical target state with U = 1.9 and c = 1, that

is, R+
2 = 3.9, R−

2 = −0.1.
Define p(a, ·) as the cubic polynomial that is determined by the four conditions

p(a,−δ) = a, p′(a,−δ) = p(a, 0) = p′(a, 0) = 0, that is,

p(a, x) =
6a

δ3

(
x3

3
+ δ

x2

2

)
.

Note that p(a, ·) is monotone on the interval [−δ, 0].
Define the function ϕ with the components

ϕ1(x) =




R+
2 , x ∈ (−∞,−δ),

R+
1 + p(R+

2 −R+
1 , x), x ∈ [−δ, 0),

R+
1 , x ∈ [0,∞),

and

ϕ2(x) =




R−
2 , x ∈ (−∞,−δ),

R−
1 + p(R−

2 −R−
1 , x), x ∈ [−δ, 0),

R−
1 , x ∈ [0,∞).

Then the function ϕ = (ϕ1, ϕ2) satisfies the requirements of the proof of Theorem 5.1.
Figure 2 shows the characteristic curves for the solution of the Cauchy problem with
the initial data given by ϕ. The point zero is shifted to 180 and the point −δ is shifted
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to 160. The channel goes from x = 180 to x = 200. Above the characteristic curve
marked by asterisks the state is equal to the target state (R+

2 , R
−
2 ). Below the line

marked by o’s, the state equals the initial state (R+
1 , R

−
1 ).

The control is obtained by cutting the rectangle [0, L]× [0, T ] from the x-t plane;
the boundary values yield the control functions. In Figure 3, the rectangle is shifted to
[180, 200]× [0, 50]. At time T = 50, the system has reached the desired target state.

6. Controllability from super- to subcritical states. In this section we
show how the system can be controlled from a given supercritical initial state to a
subcritical state with the same value of the Riemann invariant R−. We also admit
critical initial or target states. A state is called critical if one eigenvalue of the
corresponding system matrix is zero.

Theorem 6.1. Let a supercritical or critical initial state (R+
1 , R

−
1 ) with positive

eigenvalues (that is, 3R+
1 + R−

1 > 0, R+
1 + 3R−

1 ≥ 0) and a subcritical or critical
target state (R+

2 , R
−
1 ), where the second Riemann invariant has the same value as for

the initial state and R+
2 > −R−

1 /3, be given. Then there exists a boundary control
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that steers the system in finite time from the initial state to the target state with a
continuously differentiable solution. During the process, the nature of the boundary
conditions changes at each boundary at most once.

If the number |R+
2 −R+

1 | is sufficiently small, for every positive upper bound the
system can be steered in such a way that the maximum norm of the derivatives of the
state remains below this bound.

Proof. Let R−
2 = R−

1 . The assumptions imply that (3/4)R+
2 +(1/4)R−

2 > 0. Since
the terminal state is subcritical or critical, this implies that (1/4)R+

2 + (3/4)R−
2 ≤ 0.

Hence R+
2 ≤ −3R−

2 ≤ R+
1 , since the initial state is supercritical or critical.

Let δ > 0 be given. Define the function ϕ1 by ϕ1(x) = R+
2 if x ∈ (−∞,−δ],

ϕ1(x) = R+
1 if x ∈ [0,∞), and extend ϕ1 to an increasing continuously differentiable

function on the whole real axis. If R+
2 = R+

1 , the initial state equals the terminal state
and there is nothing to prove. So in what follows, we can assume that R+

2 < R+
1 , and

we can choose ϕ1 in such a way that it is strictly increasing on the interval [−δ, 0].
Define ϕ2 by ϕ2(x) = R−

1 for all x ∈ (−∞,∞).

Now we consider the Cauchy problem for our system (2.1) with the initial data
given by the function ϕ. Since the components of the function ϕ are both increas-
ing, Theorem 2.1 in [13] implies the existence of a unique continuously differentiable
solution of the Cauchy problem for all t ≥ 0 (see also Remark 2.4 in [13]).

Let (S+, S−) denote the solution of this Cauchy problem.

The slope of the characteristic curve with positive slope that starts at the point
(x, t) = (−δ, 0) is at least (3/4)R+

2 +(1/4)R−
2 > 0, since ϕ1 is increasing. Hence after

the time T = (L+δ)/((3/4)R+
2 +(1/4)R−

2 ), this curve has reached the x-value L, that
is, the end L of the channel. In the area above this characteristic curve the Riemann
invariants have the values (R+

2 , R
−
2 ); hence the state equals the desired target state

in this area. This implies that the state in the points in [0, L]× [T,∞) is the desired
target state, i.e., after the time T the channel state has reached the target.

The initial values of the Riemann invariants are given by the increasing func-
tion ϕ1 and the constant function ϕ2, and the values of the Riemann invariants are
constant on the characteristic curves. Therefore on the line (L, t), t ≥ 0, the eigen-
value (1/4)S+ + (3/4)S− is decreasing with time. Since (1/4)R+

1 + (3/4)R−
1 ≥ 0

and (1/4)R+
2 + (3/4)R−

2 ≤ 0, and R+
2 < R+

1 , there exists an interval [t1L, t
2
L] that

consists exactly of the points where the eigenvalue (1/4)S+ + (3/4)S− is equal to
zero. If the initial state is critical, that is, if initially the eigenvalue is zero, that is,
(1/4)R+

1 + (3/4)R−
1 = 0, we have t1L = 0. If the target state is critical, that is, if

for the target state the eigenvalue is zero, that is, (1/4)R+
2 + (3/4)R−

2 = 0, we have
t2L = T . If both the initial and the terminal state are not critical, the interval [t1L, t

2
L]

reduces to a single point tL since ϕ1 is strictly increasing on the interesting interval
[−δ, 0]; so in this case there is exactly one time tL where this eigenvalue is zero at the
right channel boundary.

Analogously, we see that on the line (0, t), t ≥ 0, the eigenvalue (1/4)S++(3/4)S−

is decreasing with time and vanishes exactly on an interval [t10, t
2
0]. If the target state

is critical, t20 = T . If the initial state is critical, t10 = t20 = 0. If both the initial and the
terminal state are not critical, the interval [t10, t

2
0] reduces to a single point t0, that

is, in this case there is exactly one time t0 where this eigenvalue is zero at the left
channel boundary.

For t ∈ [0,∞), define g1(t) = S+(0, t), g2(t) = S−(0, t) = R−
1 , and g3(t) =

S−(L, t) = R−
1 . The boundary conditions for the problem of flow control for the

channel are then defined in the following way.
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At the left channel–boundary 0, R+(0, t) = g1(t) and if g1(t)+3R−
1 > 0, R−(0, t) =

g2(t) = R−
1 . Note that g1(t) + 3R−

1 = R+(0, t) + 3R−(0, t).
At the right channel–boundary L, if R+(L, t)+3R−

1 < 0, R−(L, t) = g3(t) = R−
1 .

Since the continuously differentiable function (S+, S−) satisfies the conditions
defined above, it is clear that a classical solution of the initial-boundary problem
on [0, L], t ≥ 0, with the above boundary conditions exists. Moreover, since the
boundary conditions are such that the value of R− is always R−

1 and the value of R+

is prescribed at the left boundary for all times t ≥ 0 to be the same as for S+, the
solution must in fact be equal to the restriction of (S+, S−) to [0, L]× [0,∞). So we
see that the system can be controlled from the initial state to the target state in finite
time with a continuously differentiable solution and with only one switching time at
each end.

The last part of the assertion follows from the a priori bound for the derivatives
in Theorem 3.IV in [4], since for any given δ if |R+

2 −R+
1 | is sufficiently small, we can

make the derivative ϕ′
1 arbitrarily small.

Remark 1. Note that throughout the solution the value of the Riemann invariant
R− remains constant. Our boundary conditions work in the following way: The
values of the Riemann invariant R+ are prescribed at the left boundary 0 at all
times t ≥ 0. The values of the other Riemann invariant R− are at the beginning
also described on the left boundary 0 to have the constant value R−

1 ; then as time
proceeds, by the change of the value of R+ through the boundary conditions the
slope (1/4)R+ + (3/4)R− of the characteristic curves where R− is constant becomes
negative. In fact, the eigenvalue (1/4)R++(3/4)R− is zero on the characteristic curve
that travels from left to right with slope (3/4)R+ + (1/4)R− where R+ = −3R−

1 . If
the initial state is supercritical (not critical) and the target state is subcritical (also
not critical), the switching time for the boundary conditions is the time where this
characteristic curve arrives at the right end.

Note that the boundary conditions for the control problem defined above are of
similar character as the boundary conditions considered in [2] for scalar quasi-linear
equations.

Example 3. Consider the supercritical initial state with R+
1 = 5.7, R−

1 = −1.5
and the subcritical target state with R+

2 = 3.3, R−
1 = −1.5.

As in Example 2, define the functions ϕ1 and ϕ2 by cubic polynomials on the
interval [−δ, 0].

Figure 4 shows the characteristic curves for the solution of the Cauchy problem
with the initial data given by ϕ. The point zero is shifted to 140 and the point −δ is
shifted to 40. The channel goes from x = 140 to x = 180. Above the characteristic
curve marked by asterisks, the state is equal to the target state (R+

2 , R
−
2 ). Below the

line marked by o’s, the state equals the initial state (R+
1 , R

−
1 ). The control is obtained

by cutting the rectangle [0, L] × [0, T ] from the x-t plane; the boundary values yield
the control functions. In fact, only the control values for g1(t) = S+(0, t) need to be
obtained in this way. In Figure 5 the rectangle is shifted to [140, 180] × [0, 67.5]. At
time T = 67.5, the desired target state has been reached.

7. Controllability from sub- to supercritical states. To complete our anal-
ysis, in this section we study the control of the system between the sub- and the
supercritical phase. Again we also admit critical target or initial states. It turns out
that this case is more complicated than the situation treated in section 6 because
for the corresponding Cauchy problem we cannot expect that the solution exists for
all t ≥ 0, since after a finite time shocks can occur. We present controls where this
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happens only after in the channel the target state has been reached, so the shock does
not influence our control process.

Theorem 7.1. Let a subcritical or critical initial state (R+
1 , R

−
1 ) (with 3R+

1 +
R−

1 > 0, R+
1 + 3R−

1 ≤ 0) and a supercritical or critical target state (R+
2 , R

−
1 ), where

the second Riemann invariant has the same value as for the initial state and R+
2 >

−R−
1 /3, be given. If the number |R+

2 −R+
1 | is sufficiently small, there exists a boundary

control that steers the system in finite time from the initial state to the target state with
a continuously differentiable solution. During the process, the nature of the boundary
conditions changes at each boundary at most once. For every given positive constant
the system can be steered in such a way from the initial to the target state that the
absolute values of the derivatives of the state remain below this bound.

Proof. Let R−
2 = R−

1 . The assumptions imply the inequality R+
2 ≥ −3R−

1 ≥ R+
1 .

If R+
2 = R+

1 , the initial state equals the terminal state and there is nothing to prove.
So in what follows, we can assume that R+

2 > R+
1 . Let δ > 0 be given. Define the

function ϕ1 by ϕ1(x) = R+
2 if x ∈ (−∞,−δ], ϕ1(x) = R+

1 if x ∈ [0,∞), and extend ϕ1
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to a decreasing continuously differentiable function on the whole real axis such that

ϕ′
1 ≤ (3/δ)|R+

2 −R+
1 |.(7.1)

Moreover, choose ϕ1 such that it is strictly decreasing on the interval [−δ, 0]. Define
ϕ2 by ϕ2(x) = R−

1 for all x ∈ (−∞,∞).
Now we consider the Cauchy problem for the de St. Venant system (2.1) with

the initial data given by the function ϕ. Define the time T by the equation T =
(L+ δ)/[(3/4)R+

2 + (1/4)R−
1 ].

We can choose a number c0 > 0 such that the following inequality is valid:
maxx∈(−∞,∞){|ϕ1(x)|, |ϕ2(x)|} ≤ c0. Then we can choose a number k ≥ 1 such that
for all (R+, R−) with |(R+, R−)| ≤ 2c0 we have max{|3R++R−|, |R−+3R+|}/4 ≤ k.
Define a = −kT and b = L + kT . Then Theorem 3.IV from Cirina [4] implies the
existence of a number β > 0 such that if

max
x∈R

{|ϕ′
1(x)|, |ϕ′

2(x)|} ≤ β,(7.2)

the de St. Venant system with initial state ϕ on [a, b] has a unique continuously
differentiable solution on the convex hull of the two sets [a, b]×{0} and [0, L]× [0, T ].
Let τ denote this region. Choose α = βδ/3. If |R+

2 −R+
1 | ≤ α, condition (7.1) implies

(7.2). Therefore by Theorem 3.IV from [4], a C1 solution with initial state ϕ on [a, b]
exists on the set τ . Let (S+, S−) denote this solution.

As in the proof of Theorem 5.1, the assertion that we can make the absolute
values of the derivatives ∂xR

+, ∂xR
−, ∂tR+, ∂tR

− arbitrarily small by choosing α
sufficiently small follows from the a priori bound in Theorem 3.IV from [4].

The slope of the characteristic curve that starts with slope (3/4)R+
2 + (1/4)R−

2

at the point (x, t) = (−δ, 0) is constant, since the Riemann invariant R+ is constant
on this curve and R− = R−

1 . Hence after the time T , this curve has reached the x-
value L, that is, the end L of the channel. In the area above this characteristic curve
the Riemann invariants have the values (R+

2 , R
−
2 ); hence the state equals the desired

target state in this area. This implies that the state in the points in [0, L]×{T} is the
desired target state, i.e., after the time T the channel state has reached the target.

The initial values of the Riemann invariants are given by the decreasing function
ϕ1 and the constant function ϕ2; so R

−(x, t) = R−
1 is constant for the whole solution,

and the values of the other Riemann invariant R+ are constant on the corresponding
characteristic curves. Therefore on the line (L, t), t ≥ 0, the eigenvalue (1/4)S+ +
(3/4)S− is increasing with time. Since (1/4)R+

1 +(3/4)R−
1 ≤ 0, (1/4)R+

2 +(3/4)R−
2 ≥

0, and R+
2 > R+

1 , there exists an interval [t1L, t
2
L] consisting exactly of the points

where the eigenvalue (1/4)S+ +(3/4)S− is zero. If the initial state is critical, that is,
if initially the eigenvalue is zero, that is, (1/4)R+

1 + (3/4)R−
1 = 0, we have t1L = 0. If

the target state is critical, that is, if for the target state the eigenvalue is zero, that
is, (1/4)R+

2 +(3/4)R−
2 = 0, we have t2L = T . If both the initial and the terminal state

are not critical, the interval [t1L, t
2
L] reduces to a single point tL, since ϕ1 is strictly

decreasing on the interesting interval [−δ, 0]; so in this case there is exactly one time
tL where this eigenvalue is zero at the right channel boundary.

Analogously, we see that also on the line (0, t), t ≥ 0, the eigenvalue (1/4)S+ +
(3/4)S− is increasing with time and vanishes exactly on an interval [t10, t

2
0]. If the

target state is critical, t20 = T . If the initial state is critical, t10 = t20 = 0, and if both
the initial and the terminal state are not critical, the interval [t10, t

2
0] reduces to a

single point t0, that is, in this case there is exactly one time t0 where this eigenvalue
is zero at the left channel boundary.
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For t ∈ [0,∞), define g1(t) = S+(0, t), g2(t) = S−(0, t), and g3(t) = S−(L, t).
The boundary conditions for the problem of flow control for the channel are then
defined in the following way:

At the left channel–boundary 0, R+(0, t) = g1(t) and if R+(0, t) + 3R−
1 > 0,

R−(0, t) = g2(t).

At the right channel–boundary L, if R+(L, t) + 3R−
1 < 0, R−(L, t) = g3(t).

Since the continuously differentiable function (S+, S−) satisfies the conditions
defined above, it is clear that a classical solution of the initial-boundary problem
on [0, L], t ≥ 0, with the above boundary conditions exists. Moreover, since the
boundary conditions are such that the value of R− remains always R−

1 and the value
R+ is prescribed at the left boundary for all times t ≥ 0 to be the same as for S+,
the solution must in fact be equal to the restriction of (S+, S−) to [0, L]× [0,∞). So
we see that the system can be controlled from the initial state to the target state in
finite time with a continuously differentiable solution and with at most one switching
time at each end.

Remark 2. If the initial state is subcritical (not critical) and the target state is
supercritical (not critical), the switching points t0 and tL are connected by the line
M = {(x, t) : (1/4)R+(x, t) + (3/4)R−(x, t) = 0}. This line is in fact a characteristic
curve since R− = R−

1 is constant for the solution; hence (see also Remark 1)

M = {(x, t) : R+(x, t) = −3R−
1 } = {(x, t) : (3/4)R+(x, t) + (1/4)R−(x, t) = −2R−

1 }.

Example 4. Consider the subcritical initial state with R+
1 = 3.3, R−

1 = −1.5 and
the supercritical target state with R+

2 = 5.7, R−
1 = −1.5.

As in Example 2, define the functions ϕ1 and ϕ2 by cubic polynomials on the
interval [−δ, 0].

Figure 6 shows the characteristic curves for the solution of the Cauchy problem
with the initial data given by ϕ. The point zero is shifted to 140 and the point −δ is
shifted to 40. The channel goes from x = 140 to x = 180. Above the characteristic
curve marked by asterisks, the state is equal to the target state (R+

2 , R
−
2 ). Below the
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line marked by o’s, the state equals the initial state (R+
1 , R

−
1 ). The control is obtained

by cutting the rectangle [0, L] × [0, T ] from the x-t plane; the boundary values yield
the control functions. In Figure 7, the rectangle is shifted to [140, 180] × [0, 37]. At
time T = 37, the desired target state has been reached.

8. Proof of the general controllability result. For the proof of Theorem
3.1, we point out that starting with a critical state, we can reach any subcritical
state as a consequence of Theorem 6.1 and Theorem 4.1. Starting from a subcritical
state, we can reach any supercritical state with positive eigenvalues; this follows from
Theorem 4.1, Theorem 7.1, and Theorem 5.3. From a supercritical state with positive
eigenvalues, we can reach any subcritical state; this can be proved using Theorem 5.3,
Theorem 6.1, and Theorem 4.1. Analogously, we see that starting from a subcritical
state, we can reach any supercritical state with negative eigenvalues, and starting
from a state of this type, we can go to any subcritical state.

Finally a combination of Theorem 4.1 and Theorem 7.1 implies that from a sub-
critical state we can control the system to any critical state. In this case Theorem 7.1
is applied in the following way: The critical target state (R+

2 , R
−
2 ) is prescribed and

the initial state (R+
1 , R

−
2 ) in the statement of Theorem 7.1 is then chosen in such a

way that it is subcritical: R+
1 = R+

2 − ε with ε > 0 chosen sufficiently small. Since
Theorem 4.1 implies that from any subcritical initial state we can reach this state
(R+

1 , R
−
1 ), the assertion follows.

9. Conclusion. We have shown that for the de St. Venant system that describes
the flow in a horizontal channel without friction, boundary control between arbitrary
stationary states is possible in such a way that during the control process the sys-
tem has a classical solution. This result raises many interesting questions: Can it be
extended to the case of a system with a nonzero source term, for example, a steep
channel with friction? Are phase transitions of the type that occur here, where eigen-
values of the system matrix change their sign during the control process, possible for
general quasi-linear hyperbolic systems? These questions are left for future research.
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Abstract. In this work we characterize different types of solutions of a vector optimization
problem by means of a scalarization procedure. Usually different scalarizing functions are used in
order to obtain the various solutions of the vector problem. Here we consider different kinds of
solutions of the same scalarized problem. Our results allow us to establish a parallelism between
the solutions of the scalarized problem and the various efficient frontiers: stronger solution concepts
of the scalar problem correspond to more restrictive notions of efficiency. Besides the usual notions
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1. Introduction. Both theory and practice of vector optimization have always
been closely related to scalarization procedures. The most widely used is probably the
linear scalarization; for Pareto optimization problems, in which the outcome space is
ordered componentwise, it consists of the consideration of a weighted sum of compo-
nents of the objective function with nonnegative coefficients.

In the seminal paper by Kuhn and Tucker [21], for the first time the concept
of proper efficiency was introduced, precisely in order to prove that the multipliers
of all components of the objective function in the necessary optimality conditions
are (strictly) positive. To reach this result one has to require, besides a constraint
qualification, a further requirement on the efficient point to avoid anomalous features.

In this fashion properly efficient points can be characterized (under convexity
assumptions) as the solutions of a linearly scalarized problem in which all coefficients
are positive. From a geometric point of view this entails that an open halfplane exists,
whose normal vector is strictly positive and is disjoint from the image set.

In the last fifty years the notion of proper efficiency has been described in a
number of ways (see, e.g., [13, 27, 6] for references and comparisons); the various
definitions emphasize different aspects (boundedness of trade-offs between objectives,
disjointness between the ordering cone and some conical approximation of the image
set, stability properties with respect to the ordering structure), but they can be seen
as an extension of the primitive idea in that they can be geometrically described in
terms of separation between the ordering cone and the image set by means of an open
convex cone or an open convex set.

It is thus evident that the nature of proper efficiency, whose origin has a purely
local nature (in the classical paper by Kuhn and Tucker its definition is given in
terms of the derivatives of the objective and constraint functions), also entails a global
character.
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Ecotekne, 73100 Lecce, Italy (azaffaroni@economia.unile.it).

1071



1072 ALBERTO ZAFFARONI

The deep connection with scalarization has always been stressed, and various ad
hoc scalarization techniques have been devised to relate, in a nonconvex problem,
proper efficiency according to the various definitions to an optimal scalar solution.

For instance, in the scalarization approach proposed by Jahn [17, 18], which
consists in the minimization of the distance (according to an appropriate parametric
norm) from some ideal point, two different families of norms are used to characterize
efficient and properly efficient points, the former being related to the ordering cone
and the latter to another cone which contains the ordering cone in its interior; more
generally, to obtain more restrictive notions of efficiency as minimal solution of a
scalarized problem, stronger monotonicity features must be imposed on the scalarizing
function (see, for instance, [27, 6, 10, 28]).

Proceeding in this vein one finds that efficient and properly efficient points can
be seen as minimal solutions of different scalar problems.

A different type of restriction on efficiency has been posed in order to control the
asymptotic behavior of unbounded admissible sequences, thus obtaining the notion of
strict efficiency [2].

The aim of this work is to characterize the various sets of solutions of a vector
optimization problem by means of a unique scalarizing function. A solution belonging
to a more restrictive set of solutions is found as an optimal scalar solution according to
a more restrictive definition of minimality: we will consider strict (i.e., unique) min-
ima, sharp minima, or others. In particular, we will refer to some growth conditions
known in scalar optimization and to the notion of Tikhonov well-posedness.

In section 2 we will introduce six different types of solutions of a vector optimiza-
tion problem and show their relationships. Section 3 is devoted to the scalarizing
function; we point out that our scalarizing function (the ∆ function, introduced by
Hiriart-Urruty [14, 15] for obtaining nonsmooth optimality conditions) is a very sim-
ple tool which immediately emphasizes the geometry of the ordering relation and has
a very simple form in specific problems, thus allowing for simple calculations. In
section 4 the main results of the paper are given: the six types of efficient solutions
presented above appear as solutions of the scalarized problem with increasingly more
restrictive minimality properties. In section 5 we consider again the concepts intro-
duced in section 2 with the aim of comparing them to other, maybe better known,
notions of efficiency. Some equivalence results are proved there in infinite and finite
dimensional spaces, which complement the results in [13].

2. Degrees of efficiency. Let Y be a normed space, S ⊂ Y be the set of
admissible points, and K ⊂ Y a closed, convex, pointed cone inducing on Y the
partial order relation given by y1 ≥ y2 if and only if y1 − y2 ∈ K. We say that the
set Θ ⊂ Y is a base for K if Θ is convex with 0 /∈ clΘ and K \ {0} = coneΘ =
{y ∈ Y : y = λθ, λ > 0, θ ∈ Θ}, i.e., K is the cone generated by Θ. Here and in
what follows, we denote with clA, intA, ∂A, and Ac the closure, the interior, the
boundary, and, respectively, the complement of the set A ⊆ Y . Moreover, we will
denote with B (respectively, B̂) the closed (respectively, open) unit ball in Y and
with dA(y) = inf{‖a− y‖, a ∈ A} the distance function to the set A ⊆ Y .

Definition 2.1. A point y0 ∈ S is said to be efficient (with respect to K) and
denoted y0 ∈ E(S,K) (or y0 ∈ E(S) if no confusion arises) if

(S − y0) ∩ −K = {0}.
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Definition 2.2. In the case where intK �= ∅, a point y0 ∈ S is said to be weakly
efficient (denoted y0 ∈WE(S)) if

(S − y0) ∩ −intK = ∅.
Various other conditions have been used to single out particular classes of efficient

points with special features. The concept of strict efficiency was introduced in [2] in
order to obtain upper semicontinuity of the section mapping G(y) = S ∩ (y −K) at
an efficient point.

Definition 2.3. A point y0 ∈ S is called strictly efficient (denoted y0 ∈ StE(S))
if for every ε > 0 there exists δ > 0 such that

(S − y0) ∩ (δB −K) ⊆ εB.
An efficient point y0 ∈ S is strictly efficient if the points y ∈ Y , which are

dominated by y0, i.e., y ≤ y0, and are bounded away from y0, cannot be arbitrarily
close to the feasible region S.

Proper efficiency instead implies a control on the tangentially admissible direc-
tions close to the efficient point. It has been defined in a great number of ways; in
[13] an attempt was made to classify the various definitions along three main classes
whose elements are proved to be equivalent in Euclidean spaces. Further notions are
analyzed in the paper by Zalinescu [27]. It readily becomes evident that most defi-
nitions of proper efficiency entail a restriction on the admissible region which has a
global character. In what follows we will introduce a few of them; since the ones we
will mention are often not the better known, we give in section 5 some comparisons
with others, without any scope of completeness. The interested reader can refer to
[6, 27, 13] for more details.

Definition 2.4 (see [6]). The point y0 ∈ S is called superefficient (y0 ∈ SE(S))
if there exists M > 0 such that

cl cone (S − y0) ∩ (B −K) ⊆MB.(2.1)

Remark 2.5. The inclusion (2.1) can be equivalently expressed (see [6]) as

cone (S − y0) ∩ (B −K) ⊆MB;

in what follows we will often use this equivalent formulation.
Definition 2.6. The point y0 ∈ S is locally superefficient (y0 ∈ LSE(S)) if it

is efficient and there exist η > 0 and M > 0 such that

cl cone [(S − y0) ∩ ηB] ∩ (B −K) ⊆MB.

It is obvious that y0 ∈ LSE(S) if and only if there exists η > 0 such that
y0 ∈ SE(S ∩ (y0 + ηB)).

We will also refer to another notion of efficiency which is somehow intermediate
between the previous ones.

Definition 2.7. The point y0 ∈ S is called tightly properly efficient (y0 ∈
TPE(S)) if there exists an open convex set C ⊂ Y with 0 ∈ ∂C satisfying (S − y0) ∩
C = ∅ and there exists δ > 0 such that

Cc ∩ (δB −K) ⊆ B.(2.2)

Our first aim is to clarify the relationships among the above concepts.
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To understand the relation between superefficiency and tight efficiency, we will
need the concept of a dilating cone. If Θ is a base for the cone K, then by definition
0 /∈ clΘ and ‖θ‖ > δ > 0 for some δ > 0 and all θ ∈ Θ. For every ε < δ the cone
Kε = cone (Θ + εB̂), where B̂ is the open unit ball in Y , is an open convex cone
containing K\{0}. Note that the assumption that a cone K has a base is equivalent
to the existence of strictly positive continuous linear functionals, i.e., the set

K+i = {� ∈ Y ′ : �(k) > 0 ∀k ∈ K \ {0}}

is nonempty, where Y ′ is the (topological) dual space of Y . Moreover, if a closed cone
K admits a base, then the base can be taken to be closed.

Theorem 2.8. If the cone K has a bounded base, then SE(S) ⊆ TPE(S), i.e.,
every superefficient point is also tightly efficient.

Proof. To simplify the presentation and without loss of generality, we will prove
the result under the assumption that y0 = 0. As the first step of the proof, we need
to show that, if 0 is superefficient, there exists an open convex dilating cone Kε such
that

cl coneS ∩ −Kε = ∅.

This is exactly the content of Proposition 3.3 in [6].
Second, we prove that there exists N > 0 such that

(B −K) ∩ (−Kε)
c ⊆ NB.(2.3)

Indeed, set W = (−Kε)
c, and suppose relation (2.3) is false, i.e., there exists a

sequence wn, n ∈ N, such that wn ∈ W , ‖wn‖ > n, and wn ∈ B − K. The latter
means that there exists a sequence kn ∈ K such that ‖wn + kn‖ ≤ 1. Thus there
exists a sequence bn ∈ B such that wn + kn = bn, which can be rewritten as

wn = bn − kn = bn − λnθn = λn(bn/λn − θn),

where θn ∈ Θ and λn > 0. But this is a contradiction to wn /∈ (−Kε)
c, since, by

the boundedness of Θ, we have that λn → +∞ as ‖wn‖ → +∞ and 1/λn becomes
smaller than any fixed ε. Thus eventually wn ∈ cone (εB −Θ).

Now the definition of tight efficiency is verified with C = −Kε, by taking δ =
1/N .

Cones with a bounded base have been extensively used in the literature related to
ordered spaces and vector optimization under a variety of different characterizations
which were later proved to be equivalent. For instance, in [26] it is proved that a
cone K has a bounded base if and only if it is supernormal (or nuclear) (see [16]
for the definition) and if and only if there exists φ ∈ K+i and a scalar α such that
φ(k) ≥ α‖k‖ for all k ∈ K (Bishop–Phelps cone), and in [3] it is proved that a cone
K has bounded base if and only if it allows plastering (see [20]).

To show that a tightly efficient point is both locally superefficient and strictly
efficient, we need a preliminary result.

Lemma 2.9. The point y0 is tightly efficient in S if and only if there exists an
open convex set C ⊂ Y , with 0 ∈ ∂C satisfying (S − y0) ∩ C = {0}, and for every
ε > 0 there exists δ′ > 0 such that

Cc ∩ (δ′B −K) ⊆ εB.



DEGREES OF EFFICIENCY AND DEGREES OF MINIMALITY 1075

Proof. Possibly after a translation of S, assume that y0 = 0 is a tightly properly
efficient point for S and fix ε > 0. If ε ≥ 1, the thesis follows with δ′ = δ, as in
Definition 2.7. So let ε ∈ (0, 1) and choose δ such that

(δB −K) ∩ Cc ⊆ B.

This implies that

ε(δB −K) ∩ ε(Cc) ⊆ εB.

Noting that ε(δB −K) = (εδB −K), the “only if” part of the thesis follows by the
observation that for an open convex set C with 0 ∈ clC and any ε ∈ (0, 1) it holds
that εC ⊆ C and Cc ⊆ (εC)c = ε(Cc). The reverse inclusion is obvious.

Theorem 2.10. If the point y0 is tightly efficient in S, then it is both strictly
efficient and locally superefficient.

Proof. Strict efficiency follows by simply comparing the definitions and using
Lemma 2.9. Moreover, if (δB − K) ∩ Cc ⊆ εB, then it holds that −K\{0} ⊆ C.
Indeed, if k ∈ K\{0} and −k /∈ C, then −αk /∈ C for all α > 1 (remember that
0 ∈ clC) and −αk ∈ −K ⊂ δB −K, and thus we have a contradiction.

To prove that 0 ∈ LSE(S) we first notice that

S ∩ C = ∅ ⇒ S ⊂ Cc ⇒ [1,∞) · S ⊂ Cc.

Hence cone (S ∩ B) ⊂ B ∪ [1,∞) · S ⊂ B ∪ Cc. Since (δB −K) ∩ Cc ⊂ B (for some
δ > 0), we have

(B −K) ∩ Cc ⊂ (δB −K) ∩ Cc ⊂ B

when δ ≥ 1 and

(B −K) ∩ Cc ⊂ (B −K) ∩ δ−1Cc ⊂ δ−1B

when δ < 1. Thus, taking M = max{1, δ−1}, we get

cone (S ∩B) ∩ (B −K) ⊂ (B ∩ (B −K)) ∪ (Cc ∩ (B −K)) ⊂MB.

The opposite relation is true under the assumption that the coneK has a bounded
base.

Theorem 2.11. If the cone K has a bounded base and the point y0 is both strictly
efficient and locally superefficient in S, then it is also tightly efficient.

Proof. Take η such that the point y0 is superefficient for the admissible set
S ∩ (y0 + ηB) and, by strict efficiency, choose δ′ such that

(S − y0) ∩ (δ′B −K) ⊆ ηB.(2.4)

Then follow the proof of Theorem 2.8 to show that there exists ε > 0 such that

(S − y0) ∩ ηB ∩ (−Kε) = ∅(2.5)

(see again [6, Prop. 3.3]) and that there exists N > 0 such that

(B −K) ∩ (−Kε)
c ⊆ NB,
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which is equivalent to

[(1/N)B −K] ∩ (−Kε)
c ⊆ B.

Now choose δ = min(δ′, 1/N) and set C = (δB̂ − K) ∩ (−Kε), where B̂ = intB
denotes the open unit ball. Then C is open and convex, with 0 ∈ ∂C. It follows from
(2.4) that

(δB −K) ∩ (S − y0) ⊆ ηB,

which, together with (2.5), yields

(δB −K) ∩ (S − y0) ∩ −Kε = ∅,

that is,

(S − y0) ∩ C = ∅.

Moreover,[
δ

2
B −K

]
∩ Cc =

[
δ

2
B −K

]
∩ [(δB̂ −K)c ∪ (−Kε)

c] =

[
δ

2
B −K

]
∩ (−Kε)

c ⊆ B,

which is our thesis.
To summarize we can state that, if the cone K has a bounded base, then the

following inclusions hold:

SE(S) ⊆ TPE(S) = LSE(S) ∩ StE(S) ⊆ LSE(S) ∪ StE(S) ⊆ E(S) ⊆WE(S),

and simple examples in R
2 show that all inclusions are strict. The six notions we intro-

duced can thus be seen as six different degrees of efficiency for a vector optimization
problem.

3. Scalarization. The theory and the methods of scalarization have always been
of the utmost importance for solving a vector optimization problem. The linear scalar-
ization is historically the first method proposed and the most widely known and used;
it consists of the minimization, over the set S, of the function λ · y, with λ ∈ K+.
Besides this, in order to treat nonconvex problems, the method of compromise solu-
tions and its generalizations are of great relevance. It consists of the minimization
of the distance from some reference objective, often not belonging to the admissi-
ble region, but dominating all available alternatives. This was originally done in the
Paretian setting in which the ordering cone is simply the nonnegative orthant, with
the use of the supremum norm of Y = R

p. The main idea has successively been
extended to the setting of general ordered vector space (see, e.g., [17, 18, 19] and
references therein) by defining the norm as the Minkowski functional of the order
interval [−a, a] ≡ (−a+K) ∩ (a−K), i.e.,

‖y‖a = inf{λ > 0 : λ−1y ∈ [−a, a]},

where a is some point in the interior of the ordering cone K and the order interval
[−a, a] is a closed, convex set with nonempty interior.

For a fixed reference point � ∈ Y such that S ⊂ �+K, Jahn characterizes weakly
efficient (respectively, efficient) points as the nearest (respectively, unique nearest)
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points to � with respect to the distance induced by ‖ · ‖a. To characterize properly
efficient points, Jahn considers the nearest points to � according to a different norm,
defined by means of the dilating cone Kε.

Closely related to this approach are some variants in which the scalarizing function
is defined by means of a sort of Minkowski functional of sets related to the ordering
cone, as, for instance, in [27, 10, 28]. In this case the scalarizing functional φ : X → R

is given by

φ(x) = inf{λ ∈ R : x ∈ λe−A},
where e ∈ intA. If the set A coincides with the ordering cone K, then characteriza-
tions of efficient and weakly efficient points are obtained. However, to obtain properly
efficient points as a minimal scalar solution, the scalarizing function must be defined
with respect to some convex set or cone A which contains K \ {0} in its interior, and
hence every properly efficient point is the solution of a different scalarized problem.

The main results of this paper give a complete characterization of the different
types of efficient points for a vector optimization problem by means of different degrees
of minimality of a unique scalarized problem. This is obtained by means of a special
scalarizing function.

Definition 3.1. For a set A ⊆ Y let the function ∆A : Y → R ∪ {±∞} be
defined as

∆A(y) = dA(y)− dY \A(y),

with d∅(y) = +∞.
The function ∆ was introduced in [14, 15] to analyze the geometry of nonsmooth

optimization problems and obtain necessary optimality conditions. It has later been
used in [8, 1, 22, 23]. Its main properties are gathered together in the following
proposition.

Proposition 3.2. If the set A is nonempty and A �= Y , then
(1) ∆A is real valued;
(2) ∆A is 1-Lipschitzian;
(3) ∆A(y) < 0 for every y ∈ intA, ∆A(y) = 0 for every y ∈ ∂A, and ∆A(y) > 0

for every y ∈ intAc;
(4) if A is closed, then it holds that A = {y : ∆A(y) ≤ 0};
(5) if A is convex, then ∆A is convex;
(6) if A is a cone, then ∆A is positively homogeneous;
(7) if A is a closed convex cone, then ∆A is nonincreasing with respect to the

ordering relation induced on Y , i.e., the following is true: if y1, y2 ∈ Y , then

y1 − y2 ∈ A =⇒ ∆A(y1) ≤ ∆A(y2);

if A has a nonempty interior, then

y1 − y2 ∈ intA =⇒ ∆A(y1) < ∆A(y2).

Proof. Statements (1)–(4) and (6) are immediate. To prove (5) one can pass
through a characterization (given in [15]) of ∆A as an infimal convolution:

∆A(y) = (µA∇‖ · ‖)(y) := inf{µA(x) + ‖y − x‖ : x ∈ Y }
, where the function µA(y) = +∞ for y /∈ A and µA(y) = −dY \A(y) for y ∈ A can
be proved to be convex when A is convex. This result is stated without proof in [14]
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and is equivalent to the concavity of the function dAc on A. To show that the latter
holds when A is convex, one can notice that for any x, y ∈ A, the closed balls Bx and
By centered in x and in y with radii dAc(x) and dAc(y), respectively, are contained
in clA (which is itself convex), as well as the set H = conv {Bx ∪By}. Moreover, for
every α ∈ [0, 1], the ball centered in αx+(1−α)y with radius αdAc(x)+(1−α)dAc(y)
is contained in H, and hence dAc(αx + (1 − α)y) ≥ αdAc(x) + (1 − α)dAc(y). The
result then follows, since the convolution of a convex function with the norm is itself
convex. To prove 7 use nonpositivity of ∆A on A and subadditivity to write 0 ≥
∆A(y1 − y2) ≥ ∆A(y1)−∆A(y2); the second implication is proved analogously.

For our purposes, let A = −K. Then the function ∆−K(y) is sublinear and
nondecreasing with respect to the ordering induced by K.

It is important to note that the use of the scalarizing function ∆−K implies no
assumption (explicit or implicit) of boundedness of the admissible region S. On the
other hand such assumptions are required for most other scalarizations. For instance
S has to be contained in a halfspace if the linear scalarization is used, or it has to be
lower bounded, in the sense that there exists an element � ∈ Y such that s ≥ � for
every s ∈ S, if the distance from an ideal point is used.

This remark has some relevance in that the main differences among the differ-
ent types of efficient points considered in our analysis disappear under boundedness
assumptions.

We give now some examples of how the function ∆−K looks for different choices
of the space Y and its norm and the ordering cone K.

Examples.
1. Let Y = R

n with the Euclidean norm ‖ · ‖2 and K = R
n
+. Then it holds that

d−K(y) = ‖y+‖, where y+
i = max(yi, 0), i = 1, . . . , n, and

dY \−K(y) =

{
0 if yi ≥ 0 for some i,

−maxi yi if yi < 0 ∀i.
Thus it holds that

∆−K(y) =

{ ‖y+‖ if y /∈ −K,
max yi if y ∈ −K.

2. The function ∆−K takes a more familiar form if we consider Y = R
n with

the norm ‖y‖∞ = max |yi|; in this case we have

d−K(y) =

{
maxi yi if y /∈ −K,

0 if y ∈ −K
and

dY \−K(y) =

{
0 if y /∈ −K,

−max yi if y ∈ −K,
and thus, for all y ∈ Y ,

∆−K(y) = max
i
yi.

3. The same reasoning can be applied to the case where Y = C(T ), the space
of continuous functions defined over the compact set T , with the supremum
norm and the ordering cone of nonnegative functions K = {y ∈ Y : y(t) ≥
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0 ∀t ∈ T}. In this case, for those y ∈ C(T ) for which there exists some
t ∈ T with y(t) ≥ 0, it holds that ∆−K(y) = d−K(y) = maxt∈T y(t), and
for those y ∈ C(T ) such that y(t) < 0 for all t ∈ T , then it holds that
∆−K(y) = −dY \−K(y) = max{y(t), t ∈ T}. Therefore

∆−K(y) = max
t∈T

y(t)

for all y ∈ Y .
4. Analogously for the space Y = L∞(I) of essentially bounded functions on the

interval I ⊆ R, with the usual norm and the cone K of nonnegative functions,
it holds that

∆−K(y) = sup
ω∈I

y(ω),

where sup means essential supremum.
5. For the spaces Lp, with 1 ≤ p < ∞ (with the usual norm ‖ · ‖p), we have

that the nonnegative orthant K has an empty interior. In this case we have
∆−K(y) = d−K(y) = ‖y+‖, where y+ = sup(y, 0) has the usual meaning of
lattice theory.

4. Characterizations. We give in this section the main results of the paper.
The various types of efficient solutions introduced in section 2 will be characterized
by different degrees of minimality of the scalar solutions of the parametrized problem:

(Pp) min
y∈S

∆−K(y − p),

with p ∈ Y .
Theorem 4.1 characterizes efficient solutions as the strict minimal points for the

scalarized problem. This result is well known for other types of scalarizations and
was proved in [22] with the scalarizing function ∆−K . It also appears in [23] in an
axiomatic setting. We prove it for completeness.

Theorem 4.1. Let y0 ∈ S be an admissible point. Then y0 ∈ E(S) if and only if
there exists ŷ ∈ Y such that y0 is a unique (strict) global solution of (Pŷ).

Proof. If y0 is efficient, then it is a strict minimum for (Py0). Indeed, if y0 ∈ E(S),
then y−y0 /∈ −K \{0} for every y ∈ S, and we have that ∆−K(y−y0) = d−K(y−y0)
is positive whenever y �= y0 and is null at y = y0. To prove the converse, suppose
that ∆−K(y0 − ŷ) < ∆−K(y − ŷ) for all y ∈ S with y �= y0. If there exists in S some
point y1 �= y0 such that y1 ≤ y0, then it would hold that y1 − ŷ ≤ y0 − ŷ and, by
Proposition 3.2(7) we get ∆−K(y1 − ŷ) ≤ ∆−K(y0 − ŷ), which is absurd.

Theorem 4.2. Let y0 ∈ S be an admissible point and suppose that intK �= ∅;
then y0 is weakly efficient in S if and only if there exists ŷ ∈ Y such that y0 is a global
solution of (Pŷ).

Proof. The proof is analogous to the one of Theorem 4.1 and hence is
omitted.

We observe that, if the cone K has empty interior, then ∆−K = d−K and, for
every ŷ ∈ S, d−K(y− ŷ) = d−K(ŷ− ŷ) = 0 for all y ≤ ŷ, with y ∈ S. Hence if the point
ŷ is not itself efficient, then the scalarized problem will have solutions at all y ∈ S
with y ≤ ŷ and uniqueness will fail. In this case, Theorem 4.1 can be reformulated as
follows.

Theorem 4.3. Let y0 ∈ S be an admissible point; then y0 ∈ E(S) if and only if
y0 is a unique (strict) global solution of (Py0).
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Proof. The proof is trivial.
In what follows we will always use problem (Py0) to characterize efficiency prop-

erties of the point y0. It is understood that, if intK �= ∅, then a greater generality
can be achieved (as in Theorem 4.1) considering a different value ŷ for the parameter.

If the point y0 is strictly efficient, then we can prove a further property for the
scalarizing function ∆−K(· − y0).

Theorem 4.4. Let y0 ∈ S be an admissible point. Then y0 is strictly efficient in
S if and only if there exists a nondecreasing function γ : R

+ → R
+ with γ(0) = 0 and

γ(t) > 0 for all t > 0, such that ∆−K(y − y0) ≥ γ(‖y − y0‖) for all y ∈ S.
Proof. Strict efficiency of y0 can be rephrased as follows: for every ε > 0 there

exists δ > 0 such that d−K(y− y0) > δ for every y ∈ S with ‖y− y0‖ > ε. So suppose
that the point y0 is strictly efficient in S and consider the functions

γ0(ε) = inf{d−K(y − y0) | y ∈ S, ‖y − y0‖ ≥ ε}

and

γ(ε) = min(γ0(ε), 1).

It is easily seen that γ is nondecreasing, null at the origin, and positive elsewhere;
moreover, for y ∈ S it holds that

∆−K(y − y0) = d−K(y − y0) ≥ γ(‖y − y0‖).

If, on the other hand, there exists a nondecreasing function γ with the above
properties and such that ∆−K(y − y0) ≥ γ(‖y − y0‖) for all y ∈ S, then it holds that
∆−K(y − y0) > 0 for all y ∈ S with y �= y0, yielding y0 ∈ E(S) and ∆−K(y − y0) =
d−K(y − y0) for all y ∈ S. To show that y0 ∈ StE(S), with every ε > 0 we can
associate δ = inf{d−K(y − y0) | ‖y − y0‖ > ε}, and the result is proved.

The definition of strict efficiency can be reformulated to offer a version of Tikhonov
well-posedness (in the image) for a vector problem. The problem of minimizing an ex-
tended real valued function f defined over some metric space X is said to be Tikhonov
well-posed when it admits a unique minimum x0 and for every sequence xn such that
f(xn) converges to the infimal value f(x0), it holds that xn → x0. We refer to the
monograph by Dontchev and Zolezzi [11] for more details about well-posedness in
optimization. A function γ with the properties mentioned in Theorem 4.4 is called a
forcing function in [11] and a growth gage in [24].

Though it is well known by specialists in well-posedness and rather trivial, it
should be recalled that the forcing property of a nondecreasing function γ : R

+ → R
+

with γ(0) = 0 can be equivalently expressed as γ(t) > 0 for all t > 0 or γ(tn)→ 0⇒
tn → 0.

In our formulation the objective function is ∆−K(· − y0), defined over Y and
extended to +∞ outside the set S. The minimization problem (Py0) is Tikhonov
well-posed if ∆−K(y − y0) > 0 for all y ∈ S with y �= y0 and

( yn ∈ S, d−K(yn − y0)→ 0 ) =⇒ yn → y0;

that is, if, when a sequence yn ∈ S is minimizing, i.e., it belongs to S and approaches
the region dominated by y0, then it must converge to y0.

Theorem 4.5 makes clearer the interpretation of strict efficiency as a sort of well-
posedness for the scalarized problem (Py0). Notice that the equivalence between
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Tikhonov well-posedness and the existence of a forcing function is a known result;
see, e.g., [29].

Theorem 4.5. The admissible point y0 ∈ S is strictly efficient for S if and only
if y0 is a solution of (Py0) and the problem (Py0) is Tikhonov well-posed.

Proof. If y0 is strictly efficient, then it is the unique solution for the scalarized
problem (Py0) and there exists a forcing function γ such that ∆−K(y − y0) ≥ γ(‖y −
y0‖). Hence all minimizing sequences, i.e., sequences yn ∈ S such that ∆−K(yn −
y0) → 0, must converge to y0, since γ(tn) → 0 implies tn → 0. Conversely, if the
problem (Py0) is well-posed, then y0 is efficient and, for every y ∈ S, it holds that
d−K(y − y0) = ∆−K(y − y0). Thus we can consider the function γ(ε) = inf{d−K(y −
y0) | ‖y − y0‖ ≥ ε}; it holds by construction that d−K(y − y0) ≥ γ(‖y − y0‖), and it
is easy to see that γ is nondecreasing on [0,+∞) with γ(ε) > 0 for ε > 0; hence y0 is
strictly efficient.

As we have seen in Theorem 4.4, strict efficiency of the point y0 guarantees the
existence of a forcing function for ∆−K(·−y0). But there is no control on the slope of
such a function close to zero. This is where proper efficiency comes into the picture.
Indeed, we will show that some properties of the forcing function γ can be strengthened
when y0 is properly efficient to obtain a linear growth for ∆−K . This will hold near
y0 if y0 is locally superefficient and will hold globally for y0 ∈ SE(S).

Theorem 4.6. Let y0 ∈ S be an admissible point. Then the following hold:
(a) y0 is superefficient in S if and only if there exists L > 0 such that ∆−K(y −

y0) ≥ L‖y − y0‖ for all y ∈ S.
(b) y0 is locally superefficient in S if and only if there exist η > 0 and L > 0 such

that ∆−K(y − y0) ≥ L‖y − y0‖ for all y ∈ S ∩ (y0 + ηB).
Proof. (a) We first need to show that, for an efficient point y0 ∈ S, the inclusion

cone (S − y0) ∩ (B −K) ⊆MB(4.1)

can be expressed by saying that for each y ∈ S and each k ∈ K it holds that

‖y − y0‖ ≤M‖y + k − y0‖.(4.2)

Indeed, if (4.1) does not hold, then there exist a positive number λ and some ȳ ∈ S,
k̄ ∈ K, and b̄ ∈ B such that

λ(ȳ − y0) = b̄− k̄(4.3)

and

λ‖ȳ − y0‖ > M.
From (4.3) we derive

‖λ(ȳ − y0) + k̄‖ ≤ 1

and ∥∥∥∥ȳ − y0 +
k̄

λ

∥∥∥∥ ≤ 1

λ
,

which, together with

‖ȳ − y0‖ > M

λ
,

give a contradiction to (4.2).
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If conversely (4.2) does not hold, then there exist ȳ ∈ S and k̄ ∈ K such that

‖ȳ − y0‖ > M‖ȳ − y0 + k̄‖.

Then there exists b̄ ∈ B such that

ȳ − y0 + k̄ = b̄‖ȳ − y0 + k̄‖,

and this yields

s =
ȳ − y0

‖ȳ − y0 + k̄‖ = b̄− k̄

‖ȳ − y0 + k̄‖ ∈ cone (S − y0) ∩B −K

and

‖s‖ =
‖ȳ − y0‖
‖ȳ − y0 + k̄‖ > M,

which means that (4.1) does not hold.
To conclude the proof it is enough to see that, given the point y0 ∈ S, there exists

M > 0 such that (4.2) holds if and only if ‖y + k − y0‖ ≥ L‖y − y0‖ for L = 1/M ,
and this is equivalent to

d−K(y − y0) = inf
k∈K
‖y + k − y0‖ ≥ L‖y − y0‖ ∀y ∈ S.(4.4)

Notice at last that under each of the following assumptions separately, that y0 ∈
SE(S) or that ∆−K is nonnegative, then d−K coincides with ∆−K , so that (4.4)
proves the result.

(b) The proof of (b) is the same as in part (a) for ‖y − y0‖ ≤ η.
We recall that in mathematical programming a point x0 is called a sharp minimum

for the function f : X → [−∞,+∞] relative to the set A ⊆ X if there exists α > 0
such that it holds that

f(x) ≥ f(x0) + α‖x− x0‖

for all x ∈ A. This has important consequences in convergence analysis of many
iterative procedures (see, e.g., [25, 7] for details and references). Thus, if a point x0 is
a sharp minimum for the function f , then f admits a forcing function which is linear,
γ(t) = αt.

Obviously for a local sharp minimum there exists a forcing function with positive
slope close to the minimum point.

On the other hand, note that the requirement that y0 be locally superefficient does
not imply that ∆−K(· − y0) admits a forcing function, i.e., the largest nondecreasing
function γ such that γ(‖y − y0‖) minorizes ∆−K(y − y0) might be identically zero.
This is made clear by the following example.

Example 4.7. Let the function G : R
2 → R be defined as G(y1, y2) = y2+y1e

y1 for
y1 < y2 and G(y1, y2) = y1+y2e

y2 for y1 ≥ y2; take S = {(y1, y2) : G(y1, y2) ≤ 0} and
K = R

2
+. The origin is the only efficient point for S and it is also locally superefficient,

but it is not strictly efficient. Indeed S is asymptotically close to −K as shown by
the sequence yn = (yn1 , y

n
2 ) = (−n, ne−n) ∈ S, with ‖yn‖ → +∞.

It follows from Theorems 2.10 and 2.11 that a tightly properly efficient solution
y0 ∈ S can be characterized in terms of the scalarized problem (Py0) by requiring at
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the same time the properties of the forcing function γ which hold for a well-posed
minimum (γ is nondecreasing and positive outside the origin) and for a local sharp
minimum (γ has a positive slope at the origin).

Corollary 4.8. If the admissible point y0 ∈ S is tightly properly efficient, then
for the problem (Py0) there exists a nondecreasing growth function with positive slope
at the origin. If the cone K has a bounded base, then the converse is true.

5. Further results about strict and proper efficiency. This concluding
section is devoted to a deeper analysis of the notions of (restricted) efficiency defined
in section 2. Indeed, the concept of strict efficiency has only recently been introduced
and can be given an equivalent description in finite dimensional spaces, which sheds
new light on the geometry of the admissible region. The concept of proper efficiency
has a much longer history in vector optimization, and the underlying idea has been
analytically described in a great number of ways. In [13] an attempt was made to
classify the known definitions in three main classes, each collecting definitions which
coincide in finite dimensional spaces. We will see that the notions of superefficiency,
local superefficiency, and tight efficiency can be seen as representative examples of
the three above-mentioned classes.

The reason why we restrict to finite dimensional spaces for some of the results
of the present section is that we will need to assume that the ordering cone K has
a (weakly) compact base Θ, and this is indeed true, in any Euclidean space, for any
closed convex pointed cone K, while the same assumption proves to be very restrictive
in infinite dimensional spaces (see [9]) and fails to hold for the nonnegative orthant
in most common spaces.

It is immediately verified that, if K is pointed, y0 ∈ S is efficient exactly when
(S + K − y0) ∩ −K = {0} holds. In the case where S in unbounded, however,
the set S + K need not be closed even if both S and K are. Thus the condition
cl (S +K − y0) ∩−K = {0} is a stronger requirement on y0 than only efficiency. We
will see that the previous condition is related to strict efficiency.

Theorem 5.1. If Y is any normed space and y0 ∈ S is strictly efficient, then
cl (S +K − y0) ∩ −K = {0}. If Y is finite dimensional, the converse is true.

Proof. The definition of strict efficiency can be rephrased as follows: for every
ε > 0 there exists δ > 0 such that d−K(y− y0) > δ for every y ∈ S with ‖y− y0‖ > ε.
Hence, if there would exist sequences yn ∈ S, kn ∈ K, and some k ∈ K\{0} such that
yn+kn−y0 → −k, then yn+k+kn−y0 → 0 and hence d−K(yn−y0)→ 0; moreover,
yn − y0 is outside some small ball around the origin since yn − y0 = k + kn, k �= 0,
and K is pointed. This shows that y0 is not strictly efficient.

On the other hand, if y0 ∈ S is not strictly efficient, then there exist ε > 0 and
sequences yn ∈ S and kn ∈ K such that ‖yn − y0‖ ≥ ε and ‖yn + kn − y0‖ → 0.
Write kn = λnθn with λn > 0 and θn ∈ Θ, and take some α < λn for all n ∈ N (such
a number α exists since kn /∈ (ε/2)B and Θ is compact) to define k′n = (λn − α)θn.
Thus we obtain

yn + k′n − y0 = yn + kn − y0 − αθn → −αθ �= 0,

at least for some subsequence {θnk} ⊆ {θn}. Hence cl (S + K − y0) ∩ −K\{0}
�= ∅.

We come now to local superefficiency; we will show that a locally superefficient
point can be described in terms of the definition of local proper efficiency given by
Borwein in [5], based on the separation between the ordering cone and a local conical
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approximation of the feasible region. For a set A ⊆ Y and x0 ∈ clA, we call the
tangent cone to A at x0 the set

T (A, x0) = {v ∈ X : ∃βn > 0, ∃xn ∈ A, xn → x0 with v = lim
n
βn(xn − x0)}.

Theorem 5.2. If Y is any normed space and the point y0 is locally superefficient,
then it is efficient and T (S, y0) ∩ −K = {0}. If Y is finite dimensional, the opposite
relation is true.

Proof. It has been proved in [6] that if y0 ∈ SE(S), then cl cone (S − y0)∩−K =
{0} (the last relation is another definition of proper efficiency, due to Borwein [5]),
and hence y0 ∈ SE(S∩ (y0 +ηB)) implies cl cone [(S−y0)∩ηB]∩−K = {0}; the first
inclusion follows from the equality T (S, y0) = ∩η>0cl cone [(S − y0) ∩ ηB]. To prove
the converse, we should show that there exist M > 0 and η > 0 such that

cone [(S − y0) ∩ ηB] ∩ (B −K) ⊆MB.

Suppose by contradiction that there exist sequences αn > 0 and sn ∈ S with ‖sn −
y0‖ → 0, ‖αn(sn − y0)‖ → +∞, and d−K(αn(sn − y0)) ≤ 1. The latter implies that
there exists a sequence kn ∈ K such that ‖αn(sn − y0) + kn‖ ≤ 1 + 1/n, which can
be rewritten as αn(sn− y0) + kn = (1+ 1/n)bn, with bn ∈ B. Moreover, it holds that
K = coneΘ, where Θ is compact, and then kn = λnθn with λn > 0 and θn ∈ Θ. It
also holds that λn → +∞, because ‖kn‖ → +∞ and Θ is bounded. This yields

αn(sn − y0) = (1 + 1/n)bn − λnθn
and

αn
λn

(sn − y0) =
n+ 1

nλn
bn − θn.(5.1)

The right-hand side of (5.1) converges (up to subsequences) to −θ ∈ −Θ ⊂ −K,
and the left-hand side converges to an element of T (S, y0). Since 0 /∈ Θ we have a
contradiction.

Theorem 5.3. Consider the following statements:
(a) the point y0 is tightly properly efficient in S;
(b) there exists an open convex set C ⊂ Y such that −K\{0} ⊆ C and (S− y0)∩

C = ∅;
(c) T (S +K, y0) ∩ −K = {0}.

If Y is any normed space, then it holds that (a) ⇒ (b) ⇒ (c). If Y is finite dimen-
sional, we have also that (c)⇒ (a) and all statements are equivalent.

Proof. To prove that (a) implies (b) it is enough to show that, since there exists
an open convex set C with 0 ∈ ∂C, and there exists δ such that Cc ∩ (δB −K) ⊆ B,
then it holds that −K\{0} ⊆ C. If indeed k ∈ K\{0} and −k ∈ Cc, then −λk ∈ Cc
for all λ ≥ 1 and a contradiction arises.

For the proof that (b) implies (c) one can refer to [27]. To prove the last relation
we will see that (c) implies both strict efficiency and local superefficiency, considering
Theorem 2.11. The latter is trivial since, by Theorem 5.2, the tangent cone is isotone
with respect to the set inclusion, and hence it satisfies the inclusion T (S, y0) ⊆ T (S+
K, y0). To finish suppose that y0 /∈ StE(S); then there exists a sequence yn ∈ S such
that yn − y0 /∈ εB for some ε > 0 and d−K(yn − y0) → 0, which means that there
exists a sequence kn ∈ K with yn + kn − y0 → 0 and kn /∈ (ε/2)B. Since we can
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always write kn = λnθn with θn ∈ Θ, it follows that λn does not converge to zero,
i.e., there exists a subsequence (we again call it λn) with λn > β for some β > 0.

Now take αn = ‖yn + kn − y0‖1/2 (since λn is bounded away from zero and αn
vanishes, it eventually holds that αn < λn) and set k′n = (λn − αn)θn to obtain
yn + k′n − y0 = yn + kn − y0 − αnθn → 0 and α−1

n (yn + k′n − y0)→ −θ �= 0.

We observe that statement (c) in Theorem 5.3 is the definition of proper effi-
ciency given by Borwein in [4] and that statement (b) is another definition of proper
efficiency attributed to Gerstewitz in [27]. The equivalence between (b) and (c) was
already proved in finite dimensional spaces in [12]. The results proved in this sec-
tion complement the ones given in [13], to which we refer for more details on proper
efficiency.
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Abstract. We study a mathematical model for induction hardening of steel. It consists of a
vector potential formulation of Maxwell’s equations coupled with a heat equation and an evolution
equation for the volume fraction of the high temperature phase in steel called austenite. An important
task for practical applications of induction hardening is to find the optimal coupling distance between
inductor and workpiece. To this end we control the volume fraction of austenite with respect to
perturbations of the coupling distance. The coil is modeled as a tube and is defined by a regular
curve. We formulate the shape optimization problem over the set of admissible curves and prove the
existence of an optimal curve. We apply the material derivative method for the shape sensitivity
analysis of the state system. Finally, the shape gradient is specified for an optimal curve and the
first order necessary optimality conditions are established.

Key words. shape optimization, surface hardening, heat equation, Maxwell’s equations, opti-
mality conditions
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1. Introduction. Electromagnetic induction provides a method of heating elec-
trically conducting materials. The basic components of an induction heating system
are depicted in Figure 1.1. An alternating current flows through the induction coil (in
what follows called the inductor). It generates an alternating magnetic field which in
turn induces eddy currents in the workpiece. These dissipate energy, bring about heat-
ing, and lead to the growth of the high temperature phase austenite in the workpiece
made of steel.

Since the magnitude of the eddy currents decreases with growing distance from the
workpiece surface because of the frequency dependent skin-effect, induction heating is
a suitable heat source for surface hardening if the current frequency has been chosen
big enough. After heating, the workpiece is quenched by spray-water cooling and
another phase transition leads to the desired hardening effect in the boundary layers
of the workpiece.

An important task during the planning of an induction heat treatment is to find
the optimal coupling distance between inductor and workpiece in order to obtain a
desired heating pattern. This is illustrated in Figure 1.2. In all the examples shown,
the goal is to produce a uniform hardening depth. In (a) a conical workpiece shall
be heated by an inductor of the shape of a cylindrical spiral. To compensate for the
bigger distance between inductor and workpiece in the upper part, the turn spacing
there is narrower compared to the lower part.

In (b), because of the workpiece’s geometry, heat will concentrate in the lower
corners of the workpiece cross-section if the coupling distance is everywhere the same.
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Fig. 1.1. Induction heating: real process (left) and notation of domains in idealized setting.

a)

b)

c)

parallel increasing distance

Fig. 1.2. Adjustment of induction heating patterns by varying the turn spacing (a) or the
coupling distance (b), (c).

The remedy is to increase the coupling distance in the lower part of the workpiece
leading to a uniform penetration depth.

Example (c) depicts the typical situation of a hole in an otherwise plane workpiece
surface. The inductor on the left-hand side with a uniform coupling distance leads to
an uneven hardening pattern and possibly even to a melting of hole edges. A better
result can be achieved when the coupling distance between inductor and workpiece is
increased locally around the hole.

There are already a lot of papers on modeling, analysis, and simulation of induc-
tion heating, e.g., [3], [4], [7], [10], [12], [13], [16], [17], [18], [19], [24], [25], [26]. In
[2], an optimal control problem for a two-dimensional (2D) induction heating setting
has been considered. Mathematical models for phase transitions in steel have been
considered in, e.g., [15], [16], [17], [18], and [23].

In this paper, for the first time a design problem for the three-dimensional (3D)
induction heating process including phase transitions is investigated. The main nov-
elty of our approach is that we describe the inductor coil as a tube generated from
a closed regular curve. To obtain information about the shape gradient, we first
use the speed method. Then we show that we can relate the speed vector-field to
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perturbations of the curve, which defines the coil. Probably this new procedure of
characterizing the optimal configuration of tubes will admit further applications, for
instance, in optimal design problems related to the flow of liquids through pipelines.

In the next section we derive a mathematical model for induction heating and
prove its well-posedness. Moreover, we provide some numerical results showing the
effect of varying coupling distance between workpiece and inductor. In section 3 we
formulate the shape design problem for the inductor coil modeled as a tube with
circular cross-section. Here, the main issue is to define a reasonable set of admissible
domains excluding intersections of parts of the inductor. The existence of an optimal
design is proved in section 4 using regularity results of sets with positive reach as
introduced by Federer [11]. In section 5 we derive a necessary optimality condition
and show how one can relate the shape gradient to perturbations of the generating
curve. The necessary estimates for the sensitivity analysis are provided in section 6.

2. The mathematical model.

2.1. The state equations. Since we cannot model the hardening machine itself,
we restrict ourselves to the following idealized geometric setting (cf. Figure 1.1 (right)).
Let D ⊂ R

3 be the hold-all domain, which contains the inductor Ω and the workpiece
Σ. We call G = Ω ∪ Σ the set of conductors and define the space-time cylinder
Q = Σ× (0, T ).

Since we do not consider the hardening machine in our model, we assume that the
inductor Ω is a closed tube. Inside we fix a section Γ and model the current density
which is generated by the hardening machine by an interface condition on Γ.

The following mathematical model is a simplified version of the electro-thermo-
mechanical model of induction hardening derived in [18]. For further details about
modeling, we refer the reader to this paper.

In eddy current problems we can neglect displacement currents, and hence we
consider the following set of Maxwell equations:

curl H = J,(2.1a)

curl E = −Bt,(2.1b)

div B = 0.(2.1c)

Here, E is the electric field, B the magnetic induction, H the magnetic field, and
J the current density. In addition, we use the linear constitutive relations

J = σE in D,(2.2a)

B = µH in D,(2.2b)

with the magnetic permeability µ and the electric conductivity σ. We assume zero
current density outside conductors, i.e.,

σ(x) =

{
σ0 > 0 in Ḡ,
0 in D \ Ḡ.

The magnetic permeability takes different values in the workpiece made of steel and
in the surrounding air. The coil is usually made of copper, which has approximately
the same permeability as air. Hence we assume
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µ(x) =

{
µ1 in D \ Σ̄,
µ2 in Σ̄.

(2.3)

Using (2.1a)–(2.1c) one now introduces the magnetic vector potential A and the scalar
potential φ such that

B = curl A,(2.4)

E = −At − grad φ.(2.5)

Then, Maxwell’s equations (2.1a)–(2.1c) can be rewritten in the following way:

σAt + curl
( 1

µ
curl A

)
+ σ grad φ = 0 in D.(2.6)

In view of Ohm’s law (2.2a) and of (2.5) the current density can be viewed as the sum
of an induced part (−σAt) and an impressed part, stemming from the scalar potential
(−σ grad φ). Assuming the continuity equation to hold for the impressed part, the
scalar potential φ is determined by

div (σ grad φ) = 0 in G.(2.7a)

On the boundaries of the set of conductors, we assume a homogenous Neumann
condition, i.e.,

σ0
∂φ

∂ν
= 0 in ∂Σ ∪ ∂Ω.(2.7b)

In the section Γ we supply current via an interface condition, i.e.,

[
σ0
∂φ

∂ν̃

]
= js on Γ.(2.7c)

Here, js is the external source current density, [f(x)] denotes the jump of a
function f(x) across the interface Γ, and ν̃ is a unit normal vector on Γ.

The system (2.7a)–(2.7c) can be solved separately in each conductor. In the
workpiece Σ, we obtain a homogenous, linear Neumann problem. Hence its solution
is constant in Σ. Since only the gradient enters in (2.6), we can restrict the domain
of φ to the coil Ω.

To solve the interface problem (2.7a)–(2.7c) in the coil Ω, we introduce the quo-
tient space H1(Ω)/R with norm

‖ū‖H1(Ω)/R = inf
u∈ū ‖u‖H1(Σ).

According to [14, Theorem 1.9], the functional

ū �→
(∫

Σ

|∇u|2 dx
)1/2

(2.8)

is an equivalent norm on H1(Ω)/R. In what follows we will not distinguish between
ū and u.

Now we turn to the Maxwell equation (2.6). Assuming that the tangential com-
ponent of A vanishes on ∂D, i.e.,
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n×A = 0,(2.9)

we introduce the Hilbert space

X = {v ∈ L2(D) ; curl v ∈ L2(D), div v ∈ L2(D) and n× v|∂D = 0}.

Here and in what follows, L denotes the vector-valued counterpart L = [L]3 for any
real-valued Sobolev space L. For ∂D of class C1,1, X is a closed subspace of H1(D),
equipped with the norm

‖v‖2X = ‖curl v‖2L2(D) + ‖div v‖2L2(D).

A good measure for the hardness penetration depth in the workpiece is the formation
of austenite during heating, which can be described by the following initial value
problem derived by Leblond and Devaux [23] (for details, we refer to [12]):

z(0) = 0,(2.10a)

zt(t) =
1

T (θ)

[
zeq(θ)− z

]+
.(2.10b)

Here, z is the volume fraction of austenite and θ the temperature, zeq(θ) ∈ [0, 1]
is an equilibrium fraction of austenite, and T (θ) a time constant. The model is
completed by a semilinear energy balance equation. For convenience, we recall the
complete model of induction hardening of steel:

(P) Find (A, φ, θ, z) ∈ L∞(0, T ;X)×H1(0, T ;H1(Ω)/R)×W 2,1
3 (Q)

×W 1,∞(0, T ;L∞(Σ)) such that

σ0

∫
Ω

∇φ · ∇u dx+

∫
Γ

jsϕdx = 0 for all ϕ ∈ H1(Ω)/R,(2.11a)

A(0) = A0 in D,(2.11b)

σ0

∫
G

At · v dx+

∫
D

1

µ
curl A · curl v dx+

∫
D

1

µ
div A div v dx

+ σ0

∫
Ω

∇φ · v dx = 0 for all v ∈ X, a.e. in (0, T ),(2.11c)

θ(0) = θ0 in Σ,(2.11d)

∂θ

∂ν
= 0 in ∂Σ× (0, T ),(2.11e)

ρcpθt − k∆θ = −ρLzt + σ0|At|2 in Q,(2.11f)

z(0) = 0 in Σ,(2.11g)

zt =
1

T (θ)
[zeq(θ)− z]+ in Q,(2.11h)

with W 2,1
p (Q) = W 1,p(0, T ;Lp(Σ)) ∩ Lp(0, T ;W 2,p(Σ)).

The first term on the right-hand side of (2.11f) measures the latent heat inside
the workpiece Σ, which is consumed during the formation of austenite. The second
one describes the Joule heating σ0|E|2; cf. (2.5). Note that ∇φ ≡ 0 in Σ. ρ, cp, k, L
are density, specific heat at constant pressure, heat conductivity, and latent heat.
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Remark 2.1. Usually, (2.6) is complemented by the Coulomb gauge div A = 0
to ensure uniqueness (cf., e.g., [18]). To simplify the model, we have chosen here to
include a divergence part in the bilinear form in (2.11c) as a penalty term, as it is
often done in electrical engineering (cf., e.g., [21]). Otherwise, the shape sensitivity
analysis requires the appropriate transformation of the vector potential A in the fixed
domain setting and becomes technically involved.

We make the following assumptions:
(H1) Ω̄ ⊂ D, Σ̄ ⊂ D, Ω̄ ∩ Σ̄ = ∅, and ∂Ω, ∂Σ, ∂D are of class C1,1.
(H2) σ0, ρ, cp, k, and L are positive constants.
(H3) A0 ∈ X ∩H2(D), θ0 ∈W 2,3(Σ).
(H4) µ(x) = µ2χΣ + µ1(1− χΣ

), with constants 0 < µ1 < µ2.
(H5) js ∈ H1(0, T ;H−1/2(Γ)), such that

∫
Γ
js dx = 0 and

∫
Γ
js,t dx = 0.

(H6) There exists y0 ∈ X, such that

σ0

∫
G

y0 · v dx+

∫
D

1

µ
curl A0 · curl v dx

+

∫
D

1

µ
div A0 div v dx+ σ0

∫
Ω

∇φ(0) · v dx = 0

for all v ∈ X.
(H7) 0 < T∗ ≤ T (x) ≤ T ∗ <∞ for all x ∈ R, ‖T ‖C2(R) ≤M.
(H8) 0 ≤ zeq(x) ≤ 1 for all x ∈ R; ‖zeq‖C2(R) ≤M.

(H9) [x]+ = 1
2 (x + |x|)H with H ∈ C2,1(R), a monotone approximation of the

Heaviside function.
Remark 2.2. The first part of assumption (H5) is the usual compatibility condi-

tion to ensure solvability of an elliptic Neumann problem. The second part of (H5)
and (H6) are due to the fact that we will differentiate the equations for scalar and
vector potential with respect to time to obtain higher regularity.

2.2. A weak solution to the state equations. Problem (P) is only sequen-
tially coupled and can be solved by solving consecutively the subproblems (2.11a),
(2.11b), (2.11c), and (2.11d)–(2.11h).

For the first one, we have the following lemma.
Lemma 2.3. Assume (H1), (H2), and (H5); then (2.11a) has a unique solution

φ ∈ H1(0, T ;H1(Ω)/R) such that

‖∇φ‖H1(0,T ;L2(Ω)) ≤ C‖js‖H1(0,T ;H−1/2(Γ)),(2.12)

with a constant C > 0.
Proof. The proof follows from the Lax–Milgram lemma and the fact that we may

differentiate (2.11a) with respect to time because of (H5).
For the vector potential equation (2.11b), (2.11c) we have the following lemma.
Lemma 2.4. Assume (H1)–(H6); then (2.11b), (2.11c) has a unique solution

A ∈ L∞(0, T ;X), satisfying the estimate

‖A‖L∞(0,T ;X) + ‖At‖L∞(0,T ;L6(G)) ≤ C1 + C2‖js‖H1(0,T ;H−1/2(Γ)),(2.13)

where the constant C1 depends on A0 and y0 (cf. (H6)).
Proof. To prove the existence of a unique weak solution one can use, e.g., Rothe’s

method of implicit time discretization as described in the monograph [20]. The first
part of the a priori estimate follows from inserting v = At into (2.11c) and integrating
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in time. To obtain the second part one can formally differentiate (2.11c) with respect
to t. Then, we substitute y = At and solve the system

y(0) = y0 in D,

σ0

∫
G

yt · v dx+

∫
D

1

µ
curl y · curl v dx+

∫
D

1

µ
div y div v dx

+ σ0

∫
Ω

∇φt · v dx = 0 for all v ∈ X, a.e. in (0, T ).

Testing with v = yt and integrating in time we obtain an estimate for y in L∞(0, T ;X).
Owing to the compatibility condition (H6) we can recover that y = At a.e. in G. Hence
we can use the embedding H1(G) ⊂ L6(G) and obtain the second part of (2.13).

Lemma 2.5. Assume (H7)–(H9); then the following are true:
(1) Let θ ∈ L1(Q); then (2.11g), (2.11h) has a unique solution satisfying

0 ≤ z(x, t) < 1 a.e. in Q,(2.14)

and

‖z‖W 1,∞(0,T ;L∞(Σ)) ≤ C,(2.15)

with a constant C > 0 independent of θ.
(2) Let θk → θ strongly in L1(Σ). Then

zk −→ z strongly in W 1,p(0, T ;Lp(Σ)) for p ∈ [1,∞),

where zk and z are the solution to (2.11g), (2.11h) corresponding to θk and
θ, respectively.

(3) Let θ1, θ2 ∈ Lp(Q), p ∈ [1,∞), and z1, z2 be the corresponding solutions to
(2.11g), (2.11h); then there exists a constant C > 0 such that

‖z1 − z2‖W 1,p(0,T ;Lp(Σ)) ≤ C‖θ1 − θ2‖W 1,p(0,T ;Lp(Σ)).

Proof. The existence of a unique local solution to (2.11g), (2.11h) is a direct
consequence of the theorem of Carathéodory; see, e.g., [31, p. 1044]. Using (H7)–
(H9) and the theory of differential inequalities (cf. [15, Lemma 2.1], we obtain (2.14),
whereas (2.15) is a direct consequence of (H7)–(H9).

Assertion (2) follows from Lebesgue’s lemma.
To prove (3), let θi ∈ Lp(Q), i = 1, 2, and define θ̄ = θ1 − θ2; then z̄ = z1 − z2

solves

z̄t = f(θ1, z1)− f(θ2, z2),(2.16)

where f(θ, z) denotes the right-hand side of (2.11h). In view of (H7)–(H9), f is
Lipschitz continuous. Hence we can test (2.16) with z̄p−1 and apply Young’s inequality
to obtain

1

p

∫
Σ

‖z̄(t)‖p dx ≤ c1
∫ t

0

∫
Σ

|z̄|p dx ds+ c2

∫ t

0

∫
Σ

|θ̄||z̄|p−1 dx ds

≤
(
c1 + c2

p− 1

p

)∫ t

0

∫
Σ

|z̄|p dx ds+
c2
p

∫ t

0

∫
Σ

|θ̄|p dx ds.
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Now we can apply Gronwall’s lemma and use (2.16) once again to conclude the
proof.

Before considering the heat equation (2.11f), we recall the following results from
the linear theory of parabolic equations.

Lemma 2.6 (see [22, Theorem 9.1]). Let g ∈ Lp(Q) and u0 ∈ W 1,p(Σ) for some
p ∈ (1,∞). Then there exists a constant C > 0 such that the unique solution to

ut −∆u = g in Q,

∂u

∂ν
= 0 in ∂Σ× (0, T ),

u(0) = u0 in Σ

satisfies the estimate

‖u‖W 2,1
p (Q) ≤ C

(
‖u0‖W 1,p(Σ) + ‖g‖Lp(Q)

)
.

For later use we also note the following embedding theorem [26, eq. (3.9)], written
down for dim Σ = 3.

Lemma 2.7. Let k = 0, 1, p ≥ q, 2− k − 5( 1
q − 1

p ) ≥ 0; then the embedding

W 2,1
q (Q) ⊂W k,0

p (Q)

is continuous. The inclusion is compact if the last inequality is strict.
Lemma 2.8. Assume (H1)–(H9); then (2.11d)–(2.11h) has a unique solution

(θ, z), such that

‖(θ, z)‖W 2,1
3 (Q)×W 1,∞(0,T ;L∞(Σ)) ≤ C.

The constant C depends on At and θ0.
Proof. The existence can be proved, e.g., using the Schauder fixed point theorem.

The a priori estimate is a direct consequence of Lemma 2.5 and Lemma 2.6.
To prove uniqueness, we take the difference of two solutions θ̄ = θ1 − θ2 which

satisfies

ρcpθ̄t − k∆θ̄ = −ρL(z1
t − z2

t ) in Q,

∂θ̄

∂ν
= 0 in ∂Σ× (0, T ), θ̄(0) = 0 in Σ.

Using Lemma 2.5(3), Lemma 2.6, and Hölder’s inequality, we can infer

‖θ̄‖3
W 2,1

3 (Qt)
≤ c1

∫ t

0

∫
Σ

∣∣∣∣
∫ s

0

θ̄ξ dξ

∣∣∣∣
3

dx ds≤T 2c1

∫ t

0

∫ s

0

∫
Σ

|θ̄ξ|3 dxdξ ds≤c2
∫ t

0

‖θ̄‖3
W 2,1

3 (Qs)
ds,

where Qt = Σ × (0, t). Note that θ̄ξ is short for ∂θ̄(x,ξ)
∂ξ . Now the assertion follows

from Gronwall’s lemma.
Summarizing the results of Lemmas 2.3–2.5 and Lemma 2.8 we obtain the follow-

ing theorem.
Theorem 2.9. Assume (H1)–(H9); then problem (P) has a unique solution.
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Fig. 2.1. Cylinder-symmetric workpiece with uniform inductor distance and the corresponding
distribution of austenite.

Fig. 2.2. Cylinder-symmetric workpiece with varying inductor distance and the corresponding
distribution of austenite.

2.3. Numerical simulations for the state equations. The goal of this sec-
tion is to demonstrate by numerical simulations that our model of induction hardening
shows the correct behavior with respect to variations of the coupling distance between
inductor and workpiece (cf. Figure 1.2), thereby justifying again the formulation of
our shape optimization problem for induction hardening in the following section.

We use the commercial software package ANSYS to compute 3D simulations of
the heating part of an induction hardening process, i.e., of equations (2.11a)–(2.11h).
However, in order to avoid the problem of different time scales for the rapidly oscil-
lating vector and scalar potentials on the one hand and for the slower heat diffusion
on the other hand, we use harmonic approximation of (2.11c) for the numerical so-
lution. This means we replace A(x, t) with A(x)eiωt and make the same ansatz for
φ. Moreover, we replace the Joule heat term σ0|At|2 in the energy balance (2.11f) by

its average value for one period, i.e., by σ0ω
2

2 |A|2. The phase transition model (2.11h)
has been added to ANSYS with the help of FORTRAN user routines. The physical
data have been chosen for the steel 42 CrMo 4.

Owing to limitations in the number of nodes for this 3D problem, the results do
not look as smooth and symmetric as they should. However, the principal behavior,
which has already been discussed in connection with Figure 1.2, is clearly visible.
In Figure 2.1 we have a cylinder-symmetric workpiece, and the inductor lies at a
uniform distance from the workpiece. This geometric configuration produces a strip
of austenite along the lateral cylinder boundary. Then in Figure 2.2, we have nearly
the same situation except that the distance between inductor and workpiece now
varies. The result is that austenite is only produced in the part of the cylinder that
is close to the inductor.
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Fig. 2.3. Nonsymmetric workpiece with uniform inductor distance and the corresponding dis-
tribution of austenite.

Fig. 2.4. Nonsymmetric workpiece with varying inductor distance and the corresponding dis-
tribution of austenite.

While Figures 2.1 and 2.2 are of rather academic nature, the next two figures
depict more realistic situations. They show a nonsymmetric workpiece, where the
center of mass is not in the middle, for instance, one might think of a camshaft. In
Figure 2.3 the inductor is at a uniform distance from the workpiece. As a result, heat
diffuses in the part with the bigger mass, and austenite is only produced in the parts
with less mass.

Thus the strategy to achieve a uniform penetration of austenite should be to
change the distance between inductor and workpiece, such that it is smaller on the
side of the workpiece where the bigger part of the mass is concentrated. This has been
done in Figure 2.4, and the result indeed is an approximately uniform distribution of
austenite.

For the further implementation of a numerical procedure for the optimal design
problem, the automatic geometry generation creates severe difficulties. For instance,
it is easy to define a space curve as a B-spline using keypoints. Then one can create
the tube by dragging a circle along the curve. These operations are standard in most
CAD tools. However, to create disjoint domains necessary for grid generation, we have
to apply Boolean operations. It turns out that these operations are not stable with
respect to small perturbations of the curve defining the tube. This problem prevents
the development of a solution strategy for the design problem using the same software
as for the state equations. Hence an important step towards the solution of the design
problem is the development of a stable CAD tool. However, this is beyond the scope
of this paper and is the subject of current research.

3. The shape design problem. To decide whether the coupling distance be-
tween inductor and workpiece has been properly chosen, we measure the volume
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fraction of austenite at the end-time T and compare it to a desired volume fraction
z̄; i.e., we consider the following cost functional of tracking type:

J (Ω) =

∫
Σ

(
z(x, T )− z̄

)2

dx.(3.1)

Note that the cost functional depends on Ω only implicitly, through the solution
to the Maxwell equation (2.11c).

Inductor coils are manufactured from copper tubes with approximately quadratic
or circular cross-section. For convenience, we will only consider tubes with circular
cross-section. These tubes can easily be generated from curves γ : [0, 2π] −→ R

3, for
which we assume

|γ′(s)| �= 0 for all s ∈ [0, 2π], γ(0) = γ(2π), and
γ′(0)
|γ′(0)| =

γ′(2π)
|γ′(2π)| = e1.(3.2)

Hence γ is a regular, closed curve, which starts and ends in the origin and has a
tangent vector parallel to e1 (the unit-vector in the x1-direction) in the origin. In
doing so we tacitly assume that the section Γ of the tube, where the source current is
supplied, lies in a plane orthogonal to e1 centered around the origin.

Then we define the corresponding tube of radius R by

Ω(γ) = {x ∈ R
3 | d(Γγ , x) ≤ R},(3.3)

whereas its lateral boundary is given by

∂Ω(γ) = {x ∈ R
3 | d(Γγ , x) = R}.(3.4)

Here d(Γγ , x) = inf{|x− γ(s)| : s ∈ [0, 2π]} is the distance between x and the trace
of γ, defined by

Γγ = {γ(s) | s ∈ [0, 2π]}.
From a physical point of view it is indispensable to avoid self-intersections of the

tube. They can easily happen, for instance, when the curvature becomes too big (i.e.,
> 1

R ). But even if we exclude this by imposing an explicit bound on the curvature, it
could happen that remote parts of the curve intersect with each other (cf. Figure 3.1).

Fig. 3.1. Curves without double point may lead to tubes with intersecting parts.

Hence it is desirable to create a certain surrounding of the curve in which all
points have a unique projection onto it. This can be achieved by adopting a concept
from differential geometry introduced by Federer [11].
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Definition 3.1 (Federer [11]). Let B be a closed subset of R
n; then we call

Unp (B) the set of all points x ∈ R
3, for which there exists a unique projection onto

B, and introduce the mapping ξB : Unp (B) −→ B, x �→ b, where b is uniquely given
by d(B, x) = |x− b|.

For y ∈ B we define

reach (B, y) = sup
{
r
∣∣∣ {x ∈ R

3 , |x− y| < r} ⊂ Unp (B)
}
, and

reach (B) = inf
{
reach (B, y)

∣∣∣ y ∈ B}.
In other words, reach of a subset B ⊂ R

n is the largest ε such that for all x in
an ε-surrounding of B, there exists a unique projection onto B. If B is convex, then
reach (B) =∞. On the other hand, if B is concave with a re-entrant corner, e.g., an
L-shaped domain, then reach (B) = 0.

For our purposes, we demand

reach (Γγ) ≥ R+ δ,(3.5)

where δ > 0 is a given positive parameter and R is the tube radius. Thus, we avoid
situations as depicted in Figure 3.1 and also too narrow twists of the curve. Moreover,
we gain a certain smoothness of ∂Ω(γ).

Lemma 3.2. Let Γγ be the trace of a curve γ satisfying (3.2) and (3.5); then the
boundary ∂Ω(γ) of the corresponding tube Ω(γ) is of class C1,1.

For the proof we need some differentiability properties of the distance function,
which can be found in [11].

Lemma 3.3. For every closed and nonempty subset B of R
n, there hold

(1) |d(B, x)− d(B, y)| ≤ |x− y| for all x, y ∈ R
n;

(2) d(B, .) is continuously differentiable on Int(Unp (B) \B) and

grad d(B, x) =
1

d(B, x)
(x− ξB(x));

(3) if 0 < s < r < reach (B), then grad d(B, .) is Lipschitzian on {x|s ≤
d(B, x) ≤ r} and ξB is Lipschitzian on {x|d(B, x) ≤ r}.

Proof of Lemma 3.2. Let us define

F (x) = d(Γγ , x)−R;

then ∂Ω(γ) is given by the zero level-set of F . In view of Lemma 3.3(3), F is C1,1 in
a surrounding of this level-set and grad F (x) �= 0. Hence the assertion follows from
a standard application of the implicit function theorem.

The Hausdorff distance between two closed sets A, B ⊂ R
n can be defined as

dH(A,B) = sup
x∈C

∣∣∣d(A, x)− d(B, x)∣∣∣
for any C ⊂ R

n such that A ∪ B ⊂ C. The following lemma states that the family
of bounded sets with reach bounded away from zero is closed with respect to the
Hausdorff metric.

Lemma 3.4. Let ε > 0. If Bi, i ∈ N, and B are closed subsets of R
n such that

reach (Bi) ≥ ε for i ∈ N and d(Bi, x) −→ d(B, x) uniformly for x ∈ C, whenever C
is a compact subset of {x ∈ R

n | d(B, x) < ε}, then
reach (B) ≥ ε
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and

ξBi(x)
−−−−→
i→∞ ξB(x)

uniformly for x ∈ C.
Now we can introduce the set of admissible curves. Let δ be a positive constant;

then we define

Uad =
{
γ ∈ [W 2,∞(0, 2π)]3

∣∣∣ γ satisfies (3.2) and (3.5), Ω(γ) ⊂ (D \Bδ(Σ)),

κγ(s) ≤ 1

R
for a.e. s ∈ [0, 2π]

}
.

Note that for regular curves the curvature κγ is defined by

κγ(s) =
|γ′(s)× γ′′(s)|

|γ′|3 .

Thus, admissible curves are regular and closed, with pointwise bounded curvature; the
generated tubes do not touch the workpiece or ∂D and cannot have self-intersections
because of the reach condition.

Remark 3.5. Note that there is no artificial boundedness assumption in the
definition of Uad. Choosing γ ∈ [W 2,∞(0, 2π)]3 seems to be natural, because then the
curve regularity corresponds to the C1,1 regularity of the tube surface that could be
obtained in Lemma 3.3 using the reach condition.

The curvature condition that we have imposed explicitly can also be derived from
the reach condition. To this end one has to take a smooth approximation of the curve,
parametrize the tube surface locally using the Frenet-frame, and compute a normal
to the surface.

Now, we define the corresponding set of admissible domains by

Uad = {Ω(γ) , γ ∈ Uad}
and give a precise definition of our control problem, which reads as
(CP) minimize J(Ω), given by (3.1),

subject to
Ω ∈ Uad
and the state equations (2.11a)–(2.11h).

Note that (CP) is a nonconvex optimization problem due to the nonconvexity of Uad
and of the cost functional.

4. The existence of an optimal domain Ω∗.
Theorem 4.1. Assume (H1)–(H9); then (CP) admits a solution Ω

∗ ∈ Uad.
Proof. We take a minimizing sequence {Ωn}, such that J(Ωn) −→ inf J for

n→∞. We have Ωn = Ω(γ̃n) and γ̃n ∈ Uad. Owing to the embedding W 2,∞(0, 2π) ⊂
C1,α[0, 2π], which is compact for α < 1, γ̃′n is a continuous function and there exists
a constant c̃n > 0 such that

|γ̃′n(s)| ≥ c̃n for all s ∈ [0, 2π].(4.1)

Obviously, this estimate is not uniform in n, so we proceed as in [29] and introduce a
reparametrization of γ̃n. Let ϕn : [0, 2π]→ [0, ln] measure the length ln of γ̃n, i.e.,

ϕn(s) =

∫ s

0

|γ̃′n|ds.
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Owing to (4.1), ϕn is invertible and its inverse ψn : [0, ln]→ [0, 2π] satisfies

ψ′
n(τ) =

1

|γ̃′n|
,

ψ′′
n(τ) = − γ̃

′
n · γ̃′′n
|γ̃′n|4

for s = ψn(τ) and a.e. τ ∈ [0, ln].
Hence ψn is a C1 diffeomorphism and the composition γ̃n ◦ ψn is in W 2,∞(0, ln).

Now we introduce the function

Λn : [0, 2π]→ [0, ln], Λ(s) =
ln
2π
s

and define

γn = γ̃n ◦ ψn ◦ Λn.(4.2)

It follows that γn ∈ [W 2,∞(0, 2π)]3,

|γ′n(s)| =
ln
2π

for all s ∈ [0, 2π],(4.3)

and γn(0) = γn(l) = 0,
γ′
n(0)

|γ′
n(0)| =

γ′
n(2π)

|γ′
n(2π)| = e1. Moreover, since γn is just a

reparametrization of γ̃n, both curves have the same trace. Hence Ω(γ̃n) = Ω(γn),
the reach condition is satisfied, and due to the parametric invariance of curvature we
can conclude γn ∈ Uad.

In order to obtain uniform estimates for γn we first remark that

2π(R+ δ) ≤ ln ≤ |D|
πR2

,(4.4)

where |D| is the Lebesgue-measure of the domain D. The first part of the inequality
follows directly from the reach condition. Suppose it would not hold. Since the curve
γn is closed, we could take a ball with radius R̃ < R+δ and move it towards the curve
until it has at least two different points of contact with the curve but no points where
the curve intersects the ball. Hence the center of the ball has no unique projection
on the curve; this implies reach (Γn) ≤ R̃, a contradiction to reach (Γn) ≥ R+ δ.

Due to the classical theorem of Pappus (see, e.g., [1, Corollary 6.9.10]) the tube
volume is given by

|Ω(γn)| = πR2ln.

Since the tube cannot have self-intersections because of the reach condition, its volume
is bounded by the volume of D. This is the second part of (4.4).

Now, we exploit the curvature functional. Utilizing (4.3), we see that

0 =
∂

∂s
|γ′n(s)|2 = 2γ′n · γ′′n.

Hence γ′n is perpendicular to γ′′n, and we have for a.e. s ∈ [0, 2π]

κγn(s) =
|γ′n(s)× γ′′n(s)|
|γ′n(s)|3

=
4π2

l2n
|γ′′n(s)|.
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Taking into account also (4.3) and (4.4), there exists a constant c1 independent of n
such that

‖γn‖W 2,∞(0,2π) ≤ c1,
and we can extract a subsequence such that

γn′ −→ γ∗
weakly* in W 2,∞(0, 2π),
strongly in C1,α[0, 2π] for 0 ≤ α < 1.

(4.5)

Obviously, γ∗ satisfies γ∗(0) = γ∗(l) = 0 and γ∗′(0)
|γ∗′(0)| = γ∗′(2π)

|γ∗′(2π)| = e1. Invoking

(4.3) and (4.4) we also find that γ∗ is regular.
Next, we want to prove

reach (Γ ∗
) ≥ R+ δ,(4.6)

where Γ ∗
= Γγ∗ is the trace of γ∗ in R

n. Utilizing Lemma 3.4, it suffices to show

d(Γn′ , x) −→ d(Γ ∗
, x) uniformly in x ∈ C,(4.7)

where

C ⊂⊂ {x ∈ R
3 : d(Γ ∗

, x) < R+ δ}(4.8)

and Γn = Γγn . For x ∈ C, we define

fn′(x) = d(Γn′ , x) and f(x) = d(Γ, x).

Since C ⊂ Unp (Γ ∗
), there exists exactly one s ∈ [0, 2π] such that d(Γ ∗

, x) =
|γ∗(s)− x|. We obtain

|fn′(x)− f(x)| ≤ ∣∣|γn′(s)− x| − |γ∗(s)− x|∣∣
≤ |γn′(s)− γ∗(s)|,

and, invoking (4.5), we have

fn′(x) −→ f(x) for x ∈ C.(4.9)

Moreover, since {fn′} is equicontinuous (cf. Lemma 3.3(1)), we can use the Arcela–
Ascoli theorem to conclude that there exists a subsequence satisfying

fn′′ −→ f uniformly in C.

Since the limit does not depend on the subsequence, the whole sequence {fn′} con-
verges to f .

Thus we have proved (4.7) and can apply Lemma 3.4 to get reach (Γ ∗
) ≥ R+ δ.

According to Lemma 3.2, all the domains Ω(γ) with reach (Γ ) ≥ R + δ are of
class C1,1; in particular, they satisfy the uniform cone condition (cf., e.g., [30]). Hence
we can conclude the following from Chenais [6]:

(1) All domains Ω ∈ Uad have the uniform extension property; i.e., for every
f ∈ Hm(Ω) there exists an extension f̃ ∈ Hm(D) such that

‖f̃‖Hm(D) ≤ K‖f‖Hm(Ω),(4.10)

where the constant K depends on M in our case.
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(2) There exists a subsequence {Ωn′} such that the corresponding characteristic
functions satisfy

χΩn′ −→ χΩ∗ strongly in Lp(D), p ∈ [1,∞),(4.11)

where χΩ is the characteristic function of Ω.
Note that (4.11) also implies Ω(γ∗) ⊂ (D \ Bδ(Σ)), which in turn implies γ∗ ∈ Uad
and Ω∗ ∈ Uad.

To finish the proof, we have to pass to the limit in the state equations. This will
be done in the following lemmas using (4.10), (4.11). As a by-product we will obtain
the strong convergence in L2(Σ) for zn(., T ); thus we can also pass to the limit in J ,
whence it follows that Ω∗ is a solution to (CP).

We begin with the equation for the scalar potential (2.11a). Denoting

∇̃φn′(x) =

{ ∇φn′(x), x ∈ Ωn,
0, x ∈ D \ Ωn,

we have

σ0

∫
D

χn∇̃φn′ · ∇u dx+

∫
Γ

jgu dx = 0 for all u ∈ H1(D)/R(4.12)

and obtain the following lemma.
Lemma 4.2. There exists a subsequence satisfying

∇̃φn′ −→ ∇̃φ strongly in H1(0, T ;L2(D)).(4.13)

Proof. Since {∇̃φn′} is bounded in L2(0, T ;L2(D)), (4.13) holds weakly in

L2(0, T ;L2(D)). Moreover, taking ∇u = ∇̃φn′ in (4.12) we have∫
D

|∇̃φn′ |2 dx = − 1

σ0

∫
Γ

jgφn dx −→ − 1

σ0

∫
Γ

jgφdx =

∫
D

|∇̃φ|2 dx

and, thus, strong convergence in L2(0, T ;L2(D)). Differentiating (4.12) formally with
respect to t and reasoning as above completes the proof.

Now, we consider the equation for the magnetic vector potential (2.11c). Note
that the permeability µ is independent of n (cf. (H4)).

Defining Gn′ = Ωn′ ∪ Σ, we rewrite (2.11c) as

σ0

∫
Gn′

An′,t · v dx+

∫
D

1

µ
curl An′ · curl v dx+

∫
D

1

µ
div An′ div v dx

+ σ0

∫
D

∇̃φn′ · v dx = 0.

Proceeding as in the proof of Lemma 2.4, we can obtain a priori estimates similar to
(2.13), where the bounds are independent of n′. In addition, a close inspection of the
proof of Lemma 2.4 shows that we have the additional estimate

‖An′
t ‖L∞(0,T ;H1(Σ))∩H1(0,T ;L2(Σ)) ≤ c1

with a constant c1 independent of n. Since the embedding H1(Σ) ⊂ Lp(Σ) is com-
pact for p < 6, we can apply [27, Corollary 4] to conclude that the embedding
L∞(0, T ;H1(Σ)) ∩H1(0, T ;L2(Σ)) ⊂ C(0, T ;Lp(Σ)) is compact for p < 6.
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Thus, we obtain the following lemma.
Lemma 4.3. There exists a subsequence {An′} satisfying

An′ −→ A weakly-star in L∞(0, T ;X),

χGn′An′,t −→ χGAt weakly in L
2(0, T ;L2(D)),

An′,t|Σ −→ At|Σ strongly in C(0, T ;L4(Σ)).

The equations for temperature and phase transition (2.11d)–(2.11h) depend only
implicitly on the shape of Ωn, namely through An. From Lemma 2.8 we obtain

‖zn′‖W 1,∞(0,T ;L∞(Σ)) + ‖θn′‖W 2,1
3 (Q) ≤ c2,

with a constant c2 independent of n′. In view of the compact embedding W 2,1
3 (Q) ⊂

Lp(0, T ;W 1,p(Σ)) for p < 15/2 (cf. Lemma 2.7), we obtain the following lemma.
Lemma 4.4. There exist subsequences {θn′}, {zn′} satisfying

θn′ −→ θ weakly in W 2,1
3 (Q),

strongly in Lp(0, T ;W 1,p(Σ)) for p < 15/2,

zn′ −→ z weakly* in W 1,∞(0, T ;L∞(Σ))

strongly in W 1,p(0, T ;Lp(Σ)) for all p ∈ [1,∞).

Utilizing Lebesgue’s convergence theorem, we can pass to the limit in the state
equations (2.11a)–(2.11h) and in the cost functional (3.1), which concludes the proof
of Theorem 4.1.

5. Necessary optimality conditions.

5.1. Shape sensitivity analysis. To investigate the sensitivity of solutions to
the state system (2.11a)–(2.11h) with respect to perturbations of the shape of the
inductor Ω, we use the standard method (cf. [28, sect. 2.9]). To this end we forget
for a moment that Ω has been generated from a curve γ.

We introduce a vector-field V satisfying

V ∈ C(−τ1, τ1;C2
0 (D,R3)), supp V ⊂ (Bδ1(Ω) \Bδ2(Γ)),(5.1)

with positive constants τ1 and δ1,2.
Hence the velocity field is chosen in such a way that the inductor can be perturbed,

except for a small region around the interface Γ, where current is supplied and in
reality the inductor is fixed to the hardening machine. Moreover, we tacitly assume
that δ1 has been chosen small enough to assure Σ̄ ∩ suppV = ∅.

Now we construct a family of mappings

Tτ (V ) : R
3 � X −→ xτ ∈ R

3,

where xτ satisfies the initial value problem

dxτ
dτ

= V (τ, xτ ),

x0 = X.

Then we define a family of perturbations of a given initial configuration Ω by

Ωτ = Tτ (V )(Ω).
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All equations defined in Ωτ can be transported to the fixed domain Ω, using the
transformation T−1

τ : Ωτ → Ω. Note that, by construction, we have Ω0 = Ω and
Ωτ ∩ Σ̄ = ∅ for all τ ∈ (−τ1, τ1) if τ1 has been chosen small enough. Moreover,
the interface Γ, where the source current is supplied, remains invariant under the
perturbations of Ω, and we have Tτ (V )(D) = D.

Remark 5.1. In what follows we indicate functions on Ωτ with subscript τ and
functions transported to the fixed domain Ω with superscript τ , i.e., fτ = fτ ◦ Tτ .

Definition 5.2. All the state variables depend on the shape of Ωτ , either explic-
itly as Aτ and φτ or implicitly as θτ and zτ . For all these quantities, we call

ḟ = lim
τ→0

fτ − f
τ

the strong material derivative of f , whenever the limit exists in the strong sense.
In section 6 (Theorem 6.8) we will prove that the strong material derivatives exist.

As a corollary to Theorem 6.8 we obtain the following estimate.
Corollary 5.3. There exists a constant C > 0 such that

‖∇φ̇‖H1(0,T ;L2(Ω)) + ‖Ȧ‖L∞(0,T ;X) + ‖Ȧt‖L10/3(0,T ;L10/3(G))

+ ‖θ̇‖W 2,1
5/3(Q) + ‖ż‖W 1,5(0,T ;L5(Σ)) ≤ C‖V (0)‖C1(D).(5.2)

Remark 5.4. We would like to emphasize that the same result on the shape
differentiability can be derived using the perturbation of identity technique. In that
case one has to consider

Ωζ = Tζ(Ω), where Tζ(x) = (I + ζΘ)(x)

with the field Θ and the shape parameter ζ, which replaces the parameter τ .

5.2. The structure theorem. From Corollary 5.3 we can infer that the func-
tional J(Ω) defined in (3.1) is differentiable, in the sense that there exists the limit

dJ(Ω;V ) = lim
τ→0

1

τ
(J(Ωτ )− J(Ω)),(5.3)

where Ωτ = Tτ (V )(Ω). Moreover, we can conclude the following corollary.
Corollary 5.5. The mapping

V �→ dJ(Ω;V ) : C1
0 (D; R3) → R

is linear and continuous.
Thus, we can apply the structure theorem (cf. [28]) and obtain the following

lemma.
Lemma 5.6. Let ∂Ω be of class C2; then there exists a distribution g∂Ω with

support in ∂Ω, the shape gradient, such that g∂Ω ∈ D′
1(∂Ω), and for all V ∈ C1

0 (D; R3)
there holds

dJ(Ω;V ) = 〈g∂Ω, V · ν〉D′
1(∂Ω)×D1(∂Ω),

where ν is the outer unit normal vector on the boundary of the tube Ω.
Now we relate the perturbations of ∂Ω by means of Tτ (V ) with perturbations of

the curve γ in the form γε = γ + εω, where ω : [0, 2π] → R
3 is a given curve. To
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ν (x)
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γ

Fig. 5.1. Computing a normal to the tube.

ensure that the interface Γ, where the source current is supplied, remains unperturbed,
we assume
(H10) ω(s) = ω(2π − s) = 0 for all s ∈ [0, δ] for some δ > 0.

Note that although ω is not a regular curve, γε is regular for ε small enough and for
sufficiently smooth ω.

Now let x(ε) ∈ ∂Ω(γε) be a point on the surface of the perturbed tube. We define
a function g(ε) by

g(ε) = d
(
Γγε , x(ε)

)2
= inf

s∈[0,2π]
|x(ε)− γε(s)|2

= |x(ε)− γ(sx(ε))− εω(sx(ε))|2.

With the notation of Lemma 3.2, γ(sx(ε)) = ξΓγε (x(ε)) is the projection of x(ε) ∈
∂Ω(γε) on the curve γε. Differentiating g at ε = 0 (cf., e.g., [9, Theorem 9.2.1]) and
assuming tacitly that x(ε) is differentiable at ε = 0, we obtain

0 = g′(0) = 2
(
x(0)− γ(sx(0))

)
·
(
ẋ(0)− ω(sx(0))

)
= 2Rν(x) ·

(
ẋ− ω(sx)

)
,

where ν(x) is the outer unit normal vector to ∂Ω(γ) and γ(sx) = ξΓγ (x) is the
projection of x ∈ ∂Ω(γ) on the curve γ (cf. Figure 5.1). Hence we obtain for the
normal component of the speed vector-field

Vν(ω)(x) =
1

R

(
x− γ(sx)

)
· ω(sx).(5.4)

Now, let η ∈ C∞
0 (Bδ(∂Ω)) such that η(x) = 1 if x ∈ ∂Ω. Then we define the

autonomous speed vector-field by

V (ω)(x) =
1

R2
η(x)

(
(x− γ(sx)) · ω(sx)

)(
x− γ(sx)

)
.(5.5)

Obviously, the normal component of the field V on ∂Ω coincides with Vν(ω) for
x ∈ ∂Ω. However, to obtain C1 regularity for V , we have to increase the regularity
of γ and ω. In addition to (3.2), we assume
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(H11) γ, ω ∈ C2[0, 2π] and γ′′(0) = γ′′(2π).
Since a curve has no interior points, the distance function with respect to a curve
coincides with the signed distance function introduced by Delfour and Zolésio. Ac-
cording to [9, Theorem 5.4.3] and (H11), the distance function d(Γγ , .) is of class C2

in an (R+ δ)-neighborhood of γ. Thus ∂Ω is of class C2 and from Lemma 3.3(2) we
can infer that the projection ξΓγ

= γ(sx), which shows up in (5.5), is a C1 function.

Altogether we can conclude that the speed vector-field defined in (5.5) is admis-
sible for Lemma 5.6.

Now let γ∗ be an optimal solution to (CP) and γε = γ∗ + εω be an admissible
perturbation of the curve γ∗. Then

J(Ω(γε)) ≥ J(Ω(γ∗)),(5.6)

and in view of Corollaries 5.3 and 5.5 we have

J(Ω(γε)) = J(Ω(γ∗)) + ε dJ(Ω(γ∗);V (ω)) + o(ε).

Hence from (5.6) it follows that

dJ(Ω(γ∗);V (ω)) ≥ 0.

To summarize, we have the following necessary optimality condition.
Theorem 5.7. Assume (H1)–(H11), and let the optimal curve γ∗ satisfy γ∗ ∈

Ũad = Uad∩ [C2(0, 2π)]3; then there exists a shape gradient g∂Ω∗ with support in ∂Ω∗,
such that

〈g∂Ω∗ , Vν(ω)〉D′
1(∂Ω

∗)×D1(∂Ω
∗) ≥ 0

for all ω ∈ TŨad(γ∗), where Vν(ω) is given by (5.4) and TŨad(γ
∗) denotes the tangent

set to Ũad at γ
∗.

Remark 5.8. For numerical purposes it is possible to identify the shape gradient
g∂Ω∗ by using the Lagrange formalism [5]. However, this approach usually requires
an additional regularity analysis of the state system to assure the differentiability of
the corresponding Lagrangian and therefore is omitted in this paper.

Remark 5.9. It is not difficult to show, using similar arguments as in section 6,
that the mapping γ �→ dJ(Ω(γ);V ) is continuous with respect to weak-star conver-
gence inW 2,∞ on a sufficiently small open neighborhood of the set Uad ⊂W 2,∞(0, 2π).
Such a continuity implies the Frechet differentiability of the mapping γ �→ J(Ω(γ)).
Let us point out that the way we identify the gradient of the mapping γ �→ J(Ω(γ))—
taking into account the structure theorem—is important for numerical applications.
By direct differentiation with respect to γ an equivalent form of the derivative can
be obtained; however, the tangential component of the resulting vector-field on ∂Ω
can be possibly taken into account, which may imply additional error when using the
discretization of the continuous gradient for numerical solution of the optimization
problem.

6. Strong material derivatives. In this section we provide all the estimates
that finally lead to the proof of Corollary 5.3.

6.1. Transformation to the fixed domain. The following lemma describes
the transport of div and grad to the fixed domain. The proof can be found in [28,
sect. 2]. Note that the Jacobian of Tτ is denoted by DTτ . Moreover, for any matrix
B, the transposed one is denoted by ∗B.
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Lemma 6.1. Let B1(τ) =∗DT−1
τ ; then we have

(1)

(grad ϕ) ◦ Tτ =
(
B1(τ)∇

)(
ϕ ◦ Tτ

)
for all ϕ ∈ H1(D),

(2)

(div ψ) ◦ Tτ =
(
B1(τ)∇

)
·
(
ψ ◦ Tτ

)
for all ψ ∈ H1(D).

(3)

(curl ψ) ◦ Tτ =
(
B1(τ)∇

)
×
(
ψ ◦ Tτ

)
for all ψ ∈ H1(D).

Using Lemma 6.1, we obtain for (2.11a), with ϕ ∈ H1(Ωτ )/R ,

−
∫

Γ

jgϕdx = σ0

∫
Ωτ

∇φτ · ∇ϕdx

= σ0

∫
Ω

det(DTτ )
(
∇φτ · ∇ϕ

)
◦ Tτ dx

= σ0

∫
Ω

B2(τ)∇φτ · ∇(ϕ ◦ Tτ ) dx

with

β(τ) = det(DTτ ) and B2(τ) = β(τ) ∗B1(τ)B1(τ).

Hence (2.11a) is replaced with

−
∫

Γ

jgϕdx = α0(τ, φ
τ , ϕ) for all ϕ ∈ H1(Ω)/R,(6.1)

and

α0(τ, φ
τ , ϕ) := σ0

∫
Ω

B2(τ)∇φτ · ∇ϕdx.

Now we turn to the Maxwell equation (2.11c). For the first term, we obtain

σ0

∫
Gτ

∂Aτ
∂t

v dx = σ0

∫
G

β(τ)Aτt · (v ◦ Tτ ) dx
=: α1(τ, A

τ
t , v ◦ Tτ ).

For the next term, we utilize Lemma 6.1(2) and (3) to obtain∫
D

1

µ
curl Aτ · curl v dx+

∫
D

1

µ
div Aτ div v dx

=

∫
D

β(τ)

µ

(
curl Aτ · curl v

)
◦ Tτ dx+

∫
D

β(τ)

µ

(
div Aτ div v

)
◦ Tτ dx

=

∫
D

β(τ)

µ
{(B1(τ)∇)×Aτ} · {(B1(τ)∇)× (v ◦ Tτ )} dx

+

∫
D

β(τ)

µ
{(B1(τ)∇) ·Aτ} {(B1(τ)∇) · (v ◦ Tτ )} dx

=: α2(τ, A
τ , v ◦ Tτ ).
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For the last term in (2.11c), we have

σ0

∫
Ωτ

∇φτ · v dx = σ0

∫
Ω

β(τ)
(
∇φτ · v

)
◦ Tτ dx

= σ0

∫
Ω

B3(τ)∇φτ · (v ◦ Tτ ) dx
=: F (τ, φτ , v ◦ Tτ ),

with B3(τ) = β(τ)B1(τ).
Altogether, we have replaced (2.11c) with

α1(τ, A
τ
t , v) + α2(τ, A

τ , v) + F (τ, φτ , v) = 0 for all v ∈ X,(6.2a)

Aτ0 = A0 ◦ Tτ .(6.2b)

Remark 6.2. Another possibility to transport the divergence operator to the fixed
domain is to use the formula (cf. [28])

(div ψ) ◦ Tτ =
1

β(τ)
div

(
β(τ)DT−1

τ (ψ ◦ Tτ )
)

for all ψ ∈ H1(D).

It shows that functions that are divergence free on Ωτ generally lose this property
when transported to the fixed domain. Hence the application of the Coulomb gauge
div A = 0 (cf. Remark 2.1) can be managed by the introduction of an auxiliary
unknown function

ητ = β(τ)DT−1
τ Aτ ,

which in view of the above formula would give

div Aτ = 0 in Ωτ ⇐⇒ div ητ = 0 in Ω.

However, we avoid such a transformation for the sake of simplicity.

6.2. Stability estimates.
Lemma 6.3. B1, B2, B3, β are differentiable. For |τ | ≤ τ1 and τ1 small enough,

we have

β(τ) = 1 + τβ′(0) + o(τ),

Bi(τ) = I + τB′
i(0) + o(τ), i = 1, . . . , 3.

The derivatives at τ = 0 are given by

β′(0) = div V (0),

B′
1(0) = − ∗DV (0),

B′
2(0) = div V (0)I − 2ε(V (0)),

B′
3(0) = div V (0)I − ∗DV (0).

Here, ε(V (0)) is the symmetrized part of DV (0), i.e., ε(V (0)) = 1
2 (DV (0)+ ∗DV (0)).

For the proof, we refer again to [28, sect. 2.13].
A particular consequence of Lemma 6.3 is the following corollary.
Corollary 6.4. Let |τ | ≤ τ1 and τ1 be small enough. Then there exist real-

valued functions gi satisfying gi(τ) = o(τ), i = 0, . . . , 3, and bilinear forms α̃i(τ, . , . ),
i = 0, 1, 2, and F̃ (τ, . , . ) such that the following are valid:
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(1) For all ϕ1, ϕ2 ∈ H1(Ω)/R, we have

α0(τ, ϕ1, ϕ2) = α0(0, ϕ1, ϕ2) + τα
0,τ

(0, ϕ1, ϕ2) + α̃0(τ, ϕ1, ϕ2),

α0,τ
(0, ϕ1, ϕ2) = σ0

∫
Ω

B′
2(0)∇ϕ1∇ϕ2 dx,∣∣∣α̃0(τ, ϕ1, ϕ2)

∣∣∣ ≤ g0(τ)‖∇ϕ1‖L2(Ω)
‖∇ϕ2‖L2(Ω)

.

(2) For all v1, v2 ∈ L2(D), we have

α1(τ, v1, v2) = α1(0, v1, v2) + τα
1,τ

(0, v1, v2) + α̃1(τ, v1, v2),

α1,τ
(0, v1, v2) = σ0

∫
G

β′(0)v1 · v2 dx,∣∣∣α̃1(τ, v1, v2)
∣∣∣ ≤ g1(τ)‖v1‖L2(G)

‖v2‖L2(G)
.

(3) For all v1, v2 ∈ X, we have

α2(τ, v1, v2) = α2(0, v1, v2) + τα2,τ (0, v1, v2) + α̃2(τ, v1, v2),

α
2,τ (0, v1, v2) =

∫
D

β′(0)
µ

(
curl v1 · curl v2 + div v1 div v2

)
dx

+

∫
D

1

µ
[(B′

1(0)∇)× v1] · curl v2 dx

+

∫
D

1

µ
curl v1 · [(B′

1(0)∇)× v2] dx

+

∫
D

1

µ
[(B′

1(0)∇) · v1] div v2 dx

+

∫
D

1

µ
div v1 · [(B′

1(0)∇) · v2] dx,
|α̃2(τ, v1, v2)| ≤ g2(τ)‖v1‖X‖v2‖X .

(4) For all ϕ ∈ H1(Ω)/R and v ∈ X, we have

F (τ, ϕ, v) = F (0, ϕ, v) + τF,τ (0, ϕ, v) + F̃ (τ, ϕ, v),

F,τ (0, ϕ, v) = σ0

∫
Ω

B′
3(0)∇ϕ · v dx,∣∣∣F̃ (τ, ϕ, v)

∣∣∣ ≤ g4(τ)‖∇ϕ‖L2(Ω)‖v‖X.

Using Corollary 6.4, we can prove the following stability result.
Lemma 6.5. Assume (H1)–(H9) and (5.1); then there exists a constant C > 0

such that
(1) ‖∇φτ −∇φ‖H1(0,T ;L2(Ω)) ≤ C · |τ |,
(2) ‖Aτ −A‖L2(0,T ;X) + ‖Aτt −At‖L10/3(0,T ;L10/3(G)) ≤ C · |τ |,
(3) ‖θτ − θ‖W 2,1

5/3(Q) ≤ C · |τ |,
(4) ‖zτ − z‖W 1,5(0,T ;L5(Σ)) ≤ C · |τ |.
Remark 6.6. (zτ , θτ ) is the solution to (2.11d)–(2.11h), where At in (2.11f) has

been replaced with Aτt . In view of (5.1), we have Aτt = Aτ,t on Σ.
For the proof, we need the following interpolation result.
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Lemma 6.7. Let u ∈ L∞(0, T ;L2(Σ)) ∩ L2(0, T ;H1(Σ)); then there holds∫ T

0

‖u(t)‖10/3
L10/3(Σ)

dt ≤
(∫ T

0

‖u(t)‖2
L6(Σ)

dt
)
‖u‖4/3

L∞(0,T ;L2(Σ))
.

Proof. Owing to Riesz’s convexity theorem (cf. [31, (A113)]), we have

‖u‖Lr(Σ) ≤ ‖u‖1−Θ
Lq1 (Σ)

‖u‖Θ
Lq2 (Σ)

for all u ∈ Lq1(Σ) ∩ Lq2(Σ) with 1 ≤ q1, q2 < ∞, 0 < Θ < 1, and 1
r = 1−Θ

q1
+ Θ

q2
.

Invoking the continuous embedding H1(Σ) ⊂ L6(Σ), the assertion follows by defining
q1 = 6, q2 = 2, Θ = 2

5 , and r = 10
3 .

Proof of Lemma 6.5. According to Lemma 6.3, we can write

β(τ) = 1 + τβ′(ξ0), Bi(τ) = I + τB′
i(ξi), i = 1, 2, 3,(6.3)

for τ small enough and ξi ∈ [0, τ ], i = 0, . . . , 3. Note that β(τ) ≥ cτ1 > 0 for |τ | ≤ τ1,
if the latter has been chosen small enough, and that the Bi’s are positive definite for
|τ | ≤ τ1.

Using (H2) and (H5), this immediately gives

‖∇φτ‖H1(0,T ;L2(Ω)) ≤ c1,(6.4)

independent of τ . Moreover, we can use (6.1) and (6.3) to write

0 = α0(τ, φ
τ , ϕ)− α0(0, φ, ϕ)

= α0(0, φ
τ − φ, ϕ) + τ

∫
Ω

B′
2(ξ)∇φτ · ∇ϕdx.

Inserting ϕ = φτ − φ and using Young’s inequality, we obtain

‖∇φτ −∇φ‖L2(0,T ;L2(Ω)) ≤ c2|τ |.
Since the same estimate holds true for φτt − φt, assertion (1) is proved.

We insert v = Aτt into (6.2a), use (6.3), and integrate in time to obtain for the
first term

σ0

∫ t

0

∫
Σ

β(τ)Aτs ·Aτs dx ds ≥ cτ1σ0

∫ t

0

∫
Σ

|Aτs |2 dx ds.

The second term gives∫ t

0

α2(τ, A
τ , Aτs ) ds=

∫ t

0

∫
D

β(τ)

µ
{(B1(τ) · ∇)×Aτ} · {(B1(τ) · ∇)×Aτs} dx ds

+

∫ t

0

∫
D

β(τ)

µ
{(B1(τ) · ∇) ·Aτ} {(B1(τ) · ∇) ·Aτs} dx ds

=
1

2

∫ t

0

∫
D

β(τ)

µ

∂

∂s

∣∣ (B1(τ) · ∇)×Aτ ∣∣2 dx ds
+

1

2

∫ t

0

∫
D

β(τ)

µ

∂

∂s

∣∣ (B1(τ) · ∇) ·Aτ ∣∣2 dx ds
≥ 1

2µ2

∫
D

∣∣ curl Aτ (t)
∣∣2dx+

1

2µ2

∫
D

∣∣ div Aτ (t)
∣∣2 dx+τ g̃(Aτ (t))−c3,
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with a function g̃ satisfying g̃(Aτ (t)) ≤ c4‖Aτ (t)‖2X. For the last term in (6.2a), we
apply Young’s inequality and obtain∫ t

0

F (τ, φτ , Aτs ) ds ≤
cτ1
2
σ0

∫ t

0

∫
Ω

|Aτs |2 dx ds+ c5

∫ t

0

∫
Ω

|∇φτ |2 dx ds.

Invoking (6.4) and choosing τ small enough, we finally obtain

‖Aτ‖L∞(0,T ;X) + ‖Aτt ‖L2(0,T ;L2(G)) ≤ c6.(6.5)

Now we differentiate (6.2a) formally with respect to time and insert v = Aτtt.
Defining

Aτ0,t = y ◦ Tτ(6.6)

(cf. (H6) and (6.2b)), analogously to the derivation of the previous estimate, we get

‖Aτt ‖L∞(0,T ;X) + ‖Aτtt‖L2(0,T ;L2(G)) ≤ c7.(6.7)

Next, we take the difference of (6.2a) for Aτ and A and obtain

0 = α1(τ, A
τ
t , v) + α2(τ, A

τ , v) + F (τ, φτ , v)− α1(0, At, v)− α2(0, A, v)− F (0, φ, v)

= α1(0, A
τ
t −At, v) + α2(0, A

τ −A, v) + F (0, φτ − φ, v)
+G0(τ, φ

τ , v) +G1(τ, A
τ
t , v) +G2(τ, A

τ , v),(6.8)

with G0(τ, φ
τ , v) = F (τ, φτ , v)−F (0, φτ , v), G1(τ, A

τ
t , v) = α1(τ, A

τ
t , v)−α1(0, A

τ
t , v),

and G2(τ, A
τ , v) = α2(τ, A

τ , v)− α2(0, A
τ , v) satisfying (cf. (6.3))

|G0(τ, ϕ, v)| ≤ c8|τ | ‖∇ϕ‖L2(Ω)‖v‖X,
|G1(τ, v1, v2)| ≤ c9|τ | ‖v1‖L2(G)

‖v2‖L2(G)
,

|G2(τ, v1, v2)| ≤ c10|τ | ‖v1‖X‖v2‖X .
Inserting v = Aτ −A into (6.8) and integrating in time leads to

σ0

2

∫
G

|Aτ (t)−A(t)|2 dx+

∫ t

0

∫
D

1

µ
| curl (Aτ −A)|2 dx dt

≤ σ0

∫ t

0

∫
D

|∇(φτ − φ) · (Aτ −A)| dx dt+ σ0

2

∫
G

|Aτ0 −A0|2 dx

+|τ |c8
∫ t

0

‖∇φτ‖L2(Ω)‖Aτ −A‖X + |τ |c9
∫ t

0

‖Aτt ‖L2(G)
· ‖Aτ −A‖

L2(G)

+|τ |c10
∫ t

0

‖Aτ‖
X
· ‖Aτ −A‖

X
.

Applying the inequalities of Young and Gronwall and using (6.2b), we obtain

‖Aτ −A‖L∞(0,T ;L2(G)) + ‖Aτ −A‖L2(0,T ;X) ≤ c11|τ |.(6.9)

Moreover, using (6.8) once again as well as (6.9), we obtain∫ t

0

α1(0, A
τ
s −As, v) ds ≤ c12|τ |‖v‖L2(0,t;X).(6.10)
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As before, we now differentiate (6.8) formally with respect to time, insert v = Aτt −At,
and make the same computations as before, but use (6.6) instead of (6.2b). Thus we
obtain

‖Aτt −At‖L∞(0,T ;L2(G)) + ‖Aτt −At‖L2(0,T ;X) ≤ c13|τ |

and, similar to (6.10),

∫ t

0

α1(0, A
τ
ss −Ass, v) ds ≤ c14|τ |‖v‖L2(0,t;X).(6.11)

To conclude the proof of assertion (2), we apply Lemma 6.7 with u = Aτt −At, i.e.,

‖Aτt −At‖L10/3(0,T ;L10/3(Σ)) ≤ c15 · |τ |.(6.12)

To prove assertion (3), we define θ̄ = θτ − θ and z̄ = zτ − z (cf. Remark 6.6). Then θ̄
solves

ρcpθ̄t − k∆θ̄ = −ρLz̄t + σ0(A
τ
t −At) · (Aτt +At) in Q

∂θ̄

∂ν
= 0 in Σ× (0, T ), θ̄(0) = 0 in Σ.

In view of Lemma 2.6, we can apply Hölder’s inequality, Lemma 2.5(3), and (6.12) to
infer

‖θ̄‖5/3
W 2,1

5/3(Qt)
≤ c16

∫ t

0

∫
Σ

|z̄s|5/3 dx ds

+ c17

(∫ t

0

∫
Σ

|Aτs −As|10/3 dx ds
)1/2(∫ t

0

∫
Σ

|Aτs+As|10/3 dx ds
)1/2

≤ c18
∫ t

0

‖θ̄‖5/3
W 2,1

5/3(Qs)
+ c19|τ |5/3.

Then assertion (3) follows from Gronwall’s lemma whereas assertion (4) is a direct
consequence of (3), Lemma 2.5(3), and the continuous embedding W 2,1

5/3(Q) ⊂ L5(Q)

(cf. Lemma 2.7).

6.3. Material derivatives. Our main result in this section is the following
theorem.

Theorem 6.8. Assume (H1)–(H9) and (5.1); then the following are valid:

(1) The strong material derivative ∇φ̇ exists in H1(0, T ;L2(Ω)),
Ȧ exists in L∞(0, T ;X) and W 1,10/3(0, T ;L10/3(G)),
ż exists in W 1,5/2(0, T ;L5/2(Σ)),
θ̇ exists in W 2,1

5/3(Q).



OPTIMAL SHAPE DESIGN 1113

(2) (φ̇, Ȧ, ż, θ̇) satisfy the linearized state equations

α0(0, φ̇, ϕ) + α0,τ (0, φ, ϕ) = 0 for all ϕ ∈ H1(Ω)/R,(6.13a)

α1(0, Ȧt, v) + α2(0, Ȧ, v) + F (0, φ̇, v) + F,τ (0, φ, v)

+α1,τ (0, At, v) + α2,τ (0, A, v) = 0 for all v ∈ X,(6.13b)

Ȧ0 −DA0V (0) = 0 in D,(6.13c)

żt − ∂f

∂θ
θ̇ − ∂f

∂z
ż = 0 in Q,(6.13d)

ż(0) = 0 in Σ,(6.13e)

ρcpθ̇t − k∆θ̇ + ρLżt − 2σ0At · Ȧt = 0 in Q,(6.13f)

∂θ̇

∂ν
= 0 in ∂Σ× (0, T ),(6.13g)

θ̇(0) = 0 in Σ,(6.13h)

where f is the right-hand side of (2.11h).
Proof. Similar to the proof of Theorem 2.9, one can show that (6.13a)–(6.13h)

has a unique solution (φ̇, Ȧ, ż, θ̇); hence we omit this part of the proof. To prove
assertion (3), we first test (6.13a) with φ̇. According to Corollary 6.4 and Lemma 6.3,
we obtain

σ0

∫ t

0

∫
Ω

|∇φ̇|2 dx ds ≤ ‖B′
2(0)‖C1(D)

(∫ t

0

∫
Ω

|∇φ̇|2 dx ds
)1/2(∫ t

0

∫
Ω

|∇φ|2 dx ds
)1/2

.

Using Young’s inequality and (2.12), we obtain the estimate for ∇φ̇. Then we again
differentiate formally with respect to t and obtain the estimate for ∇φ̇t.

Next, we test (6.13b) with Ȧ and obtain

σ0

2

∫
G

|Ȧ(t)|2 dx+

∫ t

0

∫
D

1

µ
| curl Ȧ|2 dx ds+

∫ t

0

∫
D

1

µ
| div Ȧ|2 dx ds

≤ κ1

∫ t

0

‖∇φ̇‖L2(Ω)‖Ȧ‖L2(Ω) ds+ κ1‖B′
3(0)‖C1(D)

∫ t

0

‖∇φ‖L2(Ω)‖Ȧ‖L2(Ω) ds

+‖β′(0)‖C1(D)

∫
Σ

‖As‖L2(G)‖Ȧ‖L2(G) ds

+c1‖B′
1(0)‖C1(D)

∫ t

0

‖A‖X‖Ȧ‖X ds+
σ0

2

∫
G

|Ȧ(0)|2 dx.

Now we apply Young’s inequality, Gronwall’s lemma, and (6.13c) to infer

‖Ȧ‖L∞(0,T ;L2(G)) + ‖Ȧ‖L2(0,T ;X) ≤ c1‖V (0)‖C1(D).

Using the corresponding initial condition for Ȧt (cf. (6.6)), we differentiate (6.13b)
formally with respect to time and insert v = Ȧ to obtain

‖Ȧt‖L∞(0,T ;L2(G)) + ‖Ȧt‖L2(0,T ;X) ≤ c2‖V (0)‖C1(D).

A further application of Lemma 6.7 then yields

‖Ȧt‖L10/3(0,T ;L10/3(G)) ≤ c3‖V (0)‖C1(D).(6.14)
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Next, we remark that similar to the derivation of Lemma 2.5(3), we can infer that

‖ż‖pW 1,p(0,T ;Lp(Σ)) ≤ c4‖θ̇‖Lp(Q).

Then in the light of (6.14), the last part of inequality (5.2) in Corollary 5.3 follows as
in the proof of Lemma 6.5(3) and (4).

It remains to show that the solutions to (6.13a)–(6.13h) are the strong material
derivatives. To this end, let

ψτ =
1

τ
(φτ − φ)− φ̇;(6.15)

then, according to Corollary 6.4, (6.1), and (6.13a), ψτ satisfies

α0(0, ψ
τ , ϕ) = −1

τ

(
α0(τ, φ

τ , ϕ)− α0(0, φ
τ , ϕ)

)
− α0(0, φ̇, ϕ)

= α0,τ (0, φ− φτ , ϕ)− 1

τ
α̃0(τ, φ

τ , ϕ).

Integrating in time, inserting ϕ = ψτ , and using Corollary 6.4 once again, we obtain

‖∇ψτ‖L2(0,T ;L2(Ω))
−−−−→
τ→0

0.(6.16)

Since the same computations hold for ∇φt, the first part of assertion (1) is proved.
Next, defining

pτ =
1

τ
(Aτ −A)− Ȧ,

and using (6.13b) and Corollary 6.4, we see that pτ satisfies

α1(0, p
τ
t , v) + α2(0, p

τ , v) = −1

τ

(
F (τ, φτ , v)− F (0, φ, w)

)
−1

τ

(
α1(τ, A

τ
t , v)− α1(0, A

τ
t , v)

)
− 1

τ

(
α2(τ, A

τ , v)− α2(0, A
τ , v)

)
+F (0, φ̇, v) + F,τ (0, φ, v) + α1,τ (0, At, v) + α2,τ (0, A, v)

= −F (0, ψτ , v)− F,τ (0, φτ − φ, v) +
1

τ
F̃ (τ, φτ , v)

−α1,τ (0, A
τ
t −At, v)− α2,τ (0, A

τ −A, v)
−1

τ
α̃1(τ, A

τ
t , v)−

1

τ
α̃2(τ, A

τ , v).(6.17)

We take v = pτ , integrate in time, and use Hölder’s inequality to obtain

σ0

2

∫
G

|pτ |2 dx− σ0

2

∫
G

|pτ0 |2 dx+

∫ t

0

∫
D

1

µ
| curl pτ |2 dxds+

∫ t

0

∫
D

1

µ
( div pτ )2 dxds

≤ σ0

∫ t

0

‖∇ψτ‖
L2(Ω)
‖pτ‖

L2(Ω)
ds+ c5

∫ t

0

‖∇φτ −∇φ‖
L2(Ω)
‖pτ‖

L2(Ω)
ds

+
1

τ
g3(τ)

∫ t

0

‖∇φτ‖
L2(Ω)
‖pτ‖

L2(Ω)
ds+

∫ t

0

∫
G

β′(0)(Aτs −As) · pτ dx ds

+c6

∫ t

0

‖Aτ −A‖
X
‖pτ‖

X
ds+

1

τ
g1(τ)

∫ t

0

‖Aτs‖L2(G)
‖pτ‖

L2(G)

+
1

τ
g2(τ)

∫ t

0

‖Aτ‖
X
‖pτ‖

X
ds.
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Using (6.2b), the second term in (6.17) gives∫
G

|pτ0 |2 dx =

∫
G

∣∣∣1
τ
(A0 ◦ Tτ −A0)− Ȧ0

∣∣∣2dx.
According to [28, sect. 2.14], τ �→ A0 ◦ Tτ is differentiable with

d

dτ
(A0 ◦ Tτ )

∣∣∣
τ=0

= DA0V (0);

hence

A0 ◦ Tτ = A0 + τDA0V (0) + o(τ).

Hence we obtain ∫
G

|pτ0 |2 dx −−−−→τ→0
0.

Regarding (5.1) and Lemma 6.3, β′(0)pτ ∈ X a.e. in (0, T ). Thus, we apply (6.10) to
infer ∫ t

0

∫
G

β′(0)(Aτs −As) · pτ dx ds =
1

κ1

∫ t

0

α1(0, A
τ
s −As, β′(0)pτ ) ds

≤ c7|τ |‖pτ‖L2(0,t;X).

Then we apply Young’s inequality, Corollary 6.4, (6.16), and Gronwall’s lemma to
conclude

‖pτ‖2L∞(0,T ;L2(G)) + ‖pτ‖2L2(0,T ;X)
−−−−→
τ→0

0.

Now we differentiate (6.17) formally with respect to time, repeat the same consider-
ations as before (but use (6.6) as initial value instead of (6.2b)), and obtain

‖pτt ‖2L∞(0,T ;L2(G)) + ‖pτt ‖2L2(0,T ;X)
−−−−→
τ→0

0.

A further application of Lemma 6.7 finally yields

‖pτt ‖L10/3(0,T ;L10/3(G))
−−−−→
τ→0

0.(6.18)

To prove the differentiability of θτ and zτ , we define

qτ =
1

τ
(θτ − θ)− θ̇,

rτ =
1

τ
(zτ − z)− ż;

then (qτ , rτ ) solve

ρcpq
τ
t − k∆qτ = −ρLrτt + σ0τ |Ȧt|2 + σ0p

τ
t ·
(
2At + 2τȦt + τpτt

)
,(6.19a)

rτt =
1

τ

(
f(θτ , zτ ) + f(θ, z)

)
− ∂f

∂θ
(θ, z)θ̇ − ∂f

∂z
(θ, z)ż

=: G(τ),(6.19b)

∂qτ

∂ν
= 0, qτ = 0, rτ (0) = 0.(6.19c)
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Owing to (H7)–(H9), we can apply Taylor’s formula to develop G(τ) and obtain
(with a constant ξ ∈ [0, 1])

|G(τ)| =
∣∣∣1
τ

(
f(θ + τ(qτ + θ̇), z + τ(rτ + ż))− f(θ, z)

)
− ∂f

∂θ
(θ, z)θ̇ − ∂f

∂z
(θ, z)ż

∣∣∣
=
∣∣∣(qτ + θ̇)

∂f

∂θ
(θ + ξτ(qτ + θ̇), z + ξτ(rτ + ż))

+ (rτ + ż)
∂f

∂z
(θ + ξτ(qτ + θ̇), z + ξτ(rτ + ż))− ∂f

∂θ
(θ, z)θ̇ − ∂f

∂z
(θ, z)ż

∣∣∣
≤ c8|qτ |+ c9|rτ |+ |θ̇|

∣∣∣∂f
∂θ

(θ + ξ(θτ − θ), z + ξ(zτ − z))− ∂f

∂θ
(θ, z)

∣∣∣
+ |ż|

∣∣∣∂f
∂z

(θ + ξ(θτ − θ), z + ξ(zτ − z))− ∂f

∂z
(θ, z)

∣∣∣
≤ c8|qτ |+c9|rτ |+ c10|θ̇||θτ − θ|+ c11|θ̇||zτ − z|+ c12|ż||θτ − θ|+ c13|ż||zτ − z|.

Owing to (6.18) and (5.2), the last term of the right-hand side of (6.19a) will be in
L5/3(0, T ;L5/3(Σ)). Thus we try to get an estimate for G(τ) in the same space. To
this end, we apply the inequalities of Hölder and Young and use (5.2) to obtain∫ t

0

∫
Σ

|G(τ)|5/3 dx ds ≤ c14
∫ t

0

∫
Σ

|qτ |5/3 dx ds+ c15

∫ t

0

∫
Σ

|rτ |5/3 dx ds

+ c16

(∫ t

0

∫
Σ

|θτ − θ|10/3 dx ds
)1/2

+ c17

(∫ t

0

∫
Σ

|zτ − z|10/3 dx ds
)1/2

.(6.20)

Next, we test (6.19b) with (rτ )2/3, use the estimate above, and apply the inequalities
of Young and Gronwall, as well as the stability estimates of Lemma 6.5, to obtain

3

5

∫
Σ

|rτ |5/3 dx ≤ c18|τ |5/3 + c19

∫ t

0

∫
Σ

|qτ |5/3 dx ds.

Using the last estimate and (6.20) we go back to (6.19b) and conclude∫ t

0

∫
Σ

|rτs |5/3 dx ds ≤ c20|τ |5/3 + c21

∫ t

0

∫
Σ

|qτ |5/3 dx ds.(6.21)

Now we can proceed again as in the proof of Lemma 6.5(3); i.e., we apply Lemma 2.6
to (6.19a) and use (6.21) and (5.2) to obtain (recall that g(τ) = o(1) if and only if
g(τ)→ 0 for τ → 0)

‖qτ‖W 2,1
5/3(Q) = o(1).(6.22)

Using the embedding W 2,1
5/3(Q) ⊂ L5(Q) (cf. Lemma 2.7), we can go back, estimate

G(τ) again (this time in L5/2(Q)), and obtain finally

‖rτ‖W 1,5/2(0,T ;L5/2(Σ))
−−−−→
τ→0

0.
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Abstract. This article is concerned with the optimal control problem for the linear stochastic

system Xt = x+
∫ t

0
(AsXs + Bsus + fs) ds+

∫ t

0

∑d

i=1
[Ci(s)Xs +Di(s)us + gi(s)] dwi(s) with the

convex risk functional J(u) = EM(XT ) + E
∫ T

0
G(t,Xt, ut) dt. In order to guarantee the existence

of an optimal control without any (weak) compactness assumption on the admissible control set,

we assume that the risk function M is coercive and that
∑d

i=1
D∗

iDi is uniformly positive, rather
than to assume like in the control literature that the running risk function G is coercive with respect
to the control variable. In this new setting, the running risk function G may be independent of
the control variable, and therefore the so-called singular linear-quadratic (LQ) stochastic control
problem is included. A rigorous theory is developed for the general stochastic LQ problem with
random coefficients, and the bounded mean oscillation–martingale theory is used to account for
the concerned integrability. It plays a crucial role in the following exposition: (a) to connect the
stochastic LQ problem to two associated backward stochastic differential equations (BSDEs)—one is
an n× n symmetric matrix-valued nonlinear Riccati BSDE and the other is an n-dimensional linear
BSDE with unbounded coefficients; (b) to show that the latter BSDE has an adapted solution pair
of the suitably necessary regularity. This seems to be the first application in a stochastic LQ theory
of the BMO-martingale theory, which roots in harmonic analysis. Furthermore, with the help of
an a priori estimate on the risk functional, existence and uniqueness of the solutions of backward
stochastic Riccati differential equations (BSRDEs) in the singular case is reduced to the regular case
via a perturbation method, and then a new existence and uniqueness result on BSRDEs is obtained
for the singular case.

Key words. minimization of risk, linear-quadratic stochastic control, nonlinear backward
stochastic Riccati equation, BMO-martingale
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1. Introduction. Let (Ω,FT , P, {Ft, 0 ≤ t ≤ T}) be a fixed complete probabil-
ity space on which is defined a standard {Ft, 0 ≤ t ≤ T}-adapted d-dimensional Brow-
nian motion {w(t) ≡ (w1(t), . . . , wd(t))

∗, 0 ≤ t ≤ T}. Assume that {Ft, 0 ≤ t ≤ T}
is the completion, by the totality N of all null sets of FT , of the natural filtration
{Fwt , 0 ≤ t ≤ T} generated by w.

Consider the optimal control problem of the linear stochastic system

dXs = [AXs +Bu(s) + fs] ds

+

d∑
i=1

[CiXs +Diu(s) + gi(s)] dwi(s), 0 < s ≤ T,
X0 = x, u(t) ∈ Rm,

(1.1)

under the cost functional
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J(u; 0, x) = EM(XT ) + E

∫ T

0

G(s,Xs, us) ds.(1.2)

Here M(x) is FT -measurable for each x ∈ Rn and is uniformly convex in x, and
G(t, x, u) is {Ft, 0 ≤ t ≤ T}-measurable and convex in (x, u). Assume that all the co-
efficients A,B,Ci, Di are {Ft, 0 ≤ t ≤ T}-progressively measurable bounded matrix-
valued processes, defined on Ω × [0, T ], of suitable dimensions. u(·) is the control,
which is required to take values in a previously given nonempty closed convex subset
U of the m-dimensional Euclidean space Rm and to be adapted to {Ft, 0 ≤ t ≤ T}.

We are concerned with the existence of optimal controls without any direct (weak)
compactness assumption on the admissible class of controls . In the control literature,
to formulate such an existence theory, apart from the convexity assumption onM and
G, it is usually assumed that G is coercive in the control variable u, that is, there are
some constants δ1 > 0, δ2 > 0, and p > 1 such that

G(t, x, u) ≥ δ1|u|p − δ2 ∀ (t, x, v) ∈ [0, T ]×Rn ×Rm.
The latter coercivity implies that the cost functional J(·; 0, x) is coercive, and therefore
an optimal control is a priori known to lie within a weakly compact subset of the
admissible class of controls. Then with the obvious functional analytical arguments
(see Ekeland and Temam [13, Corollary 2.1 and Proposition 2.12]), the existence of
an optimal control is obtained. We refer the reader to Lions [24] for optimal control
of systems governed by PDEs and to Bismut [4, 6] and to Yong and Zhou [35] for
optimal control of stochastic systems.

In section 2, we shall formulate a different existence result. Rather than assume
that G is coercive in the control variable u, we assume instead that M is coercive in
the state variable x. Furthermore, we assume that

∑d
i=1D

∗
iDi is uniformly positive.

Under the two assumptions, the cost functional J(·; 0, x) is proved to be still coercive.
The proof relies on an a priori estimate on the concerned stochastic system.

In the above new setting, the running risk functional may be independent of the
control variable. Therefore, the so-called singular stochastic linear-quadratic (LQ)
problem is included. In particular, the mean-variance hedging problem is covered as
a special one-dimensional case. The two problems are important in stochastic control
theory and mathematical finance, respectively.

Section 3 is devoted to the study of the general stochastic LQ problem. The first
part aims at characterizing the solution of the LQ problem in terms of two associ-
ated backward stochastic differential equations (BSDEs). In this consideration, the
routine arguments in the case of constant coefficients meet with, in our general case,
new integrability difficulties due to the appearance of possibly unbounded coefficients.
These difficulties reflect the essential feature of the general LQ problem with random
coefficients. To have the necessary rigor, the BMO-martingale theory has to be in-
troduced to account for the required integrability. Here, BMO is the abbreviation for
“bounded mean oscillation.” The second part is devoted to the reduction of backward
stochastic Riccati differential equations (BSRDEs) in the singular case to the regular
case via a perturbation method. As a by-product of this reduction, the generalization
of the existence and uniqueness result on BSRDEs in the regular case of Bismut [6]
and Peng [27] is obtained in the singular case.

Finally, we conclude the paper in section 4 by giving some comments.
In summary, the contributions of the paper include the following:
1. A new existence result is formulated, in which the singular stochastic LQ

problem and the mean-variance hedging problem are included.
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2. New difficulties are identified in the general nonhomogeneous stochastic LQ
problem, and the BMO-martingale theory is introduced to overcome these
difficulties.

3. The existence and uniqueness result for BSRDEs in the singular case is re-
duced to the regular case. A new existence and uniqueness result for BSRDEs
in some singular case is established.

These results will find applications in the so-called mean-variance hedging (see,
e.g., [12]), which is extensively studied in the mathematical finance literature.

We conclude this section by introducing some notations.

M∗ is the transpose of the vector or matrixM . |M | :=
√

Σijm2
ij for any vector or

matrix M = (mij). 〈M1,M2〉 is the inner product of the two vectors M1 and M2. R
n

is the n-dimensional Euclidean space. Sn is the Euclidean space of all n×n symmetric
matrices. Sn+ is the set of all n × n nonnegative definite matrices. C(t, T ;H) is the
H-valued continuous functions on [t, T ], endowed with the maximum norm for a given
Hilbert space H.

Let H be a given Euclidean space and p ≥ 1. LpF (t, T ;H) is the space of H-valued
{Fs, t ≤ s ≤ T}-adapted Lp-integrable stochastic processes f on [t, T ], endowed with

the norm (E
∫ T
t
|fs|p ds)1/p. L∞

F (t, T ;H) is the space of H-valued {Fs, t ≤ s ≤
T}-adapted essentially bounded stochastic processes f on [t, T ], endowed with the
norm ess sups,ω |fs|. Lp(Ω,FT , P ;H) is the space of H-valued Lp-integrable random
variables on (Ω,FT , P ). R := R1; LpF (t, T ) := LpF (t, T ;R); C(t, T ) := C(t, T ;R).
L∞(Ω,FT , P ;C([0, T ];H)) is the space of C([0, T ];H)-valued, essentially maximum-
norm-bounded random variables f on the fixed probability space (Ω,FT , P ), endowed
with the norm essω∈Ω sup0≤t≤T |f(t, ω)|. L∞(Ω,FT , P ;C([0, T ];Sn+)) consists of those
elements of L∞(Ω,FT , P ;C([0, T ];Sn)) which take values in Sn+. Mp

F (t, T ;H) is
the set of all {Fs, t ≤ s ≤ T}-adapted processes ψ which take values in H and

are such that ‖ψ‖pMp := E| ∫ T
t
|ψs|2 ds|p/2 < +∞. SpF (t, T ;H) is the set of all the

continuous {Fs, t ≤ s ≤ T}-adapted processes ψ which take values in H and are such
that ‖ψ‖pSpF := E[supt≤s≤T |ψs|p] < +∞. Note also that LpF (t, T ;H),L∞

F (t, T ;H),

Lp(Ω,FT , P ;H),Mp
F (t, T ;H), and SpF (t, T ;H) are occasionally abbreviated as LpF ,

L∞
F , L

p,Mp
F , and SpF , respectively, when the context is clear. This often happens

especially when they appear in the subscripts.
Throughout this paper, by a square integrable process f we mean that it satisfies

E
∫ T
0
|fs|2 ds <∞.

2. The risk minimization problem.

2.1. The linear stochastic control system. Let (Ω,FT , P, {Ft, 0 ≤ t ≤ T})
be a fixed complete probability space on which is defined a standard {Ft, 0 ≤ t ≤ T}-
adapted d-dimensional Brownian motion {w(t) := (w1(t), . . . , wd(t))

∗, 0 ≤ t ≤ T}.
Assume that {Ft, 0 ≤ t ≤ T} is the completion, by the totality N of all null sets of
FT , of the natural filtration {Fwt , 0 ≤ t ≤ T} generated by w.

Consider the optimal control problem of the linear stochastic system parameter-
ized by the initial data (x, t) ∈ Rn × [0, T ]:



dXs = [AXs +Bu(s) + fs] ds

+

d∑
i=1

[CiXs +Diu(s) + gi(s)] dwi(s), t < s ≤ T,
Xt = x.

(2.1)
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We introduce the following two assumptions on the control system (2.1).
(A1) Let A, B, Ci, Di be {Ft, 0 ≤ t ≤ T}-progressively measurable bounded

matrix-valued processes, defined on Ω × [0, T ], of dimensions n × n, n × m, n × n,
n×m, respectively. The d+1 processes gi, i = 1, . . . , d, and f belong to L2

F (0, T ;R
n).

(A2) There is a real deterministic positive number δ such that
∑d
i=1D

∗
iDi ≥

δIm×m.
For given initial data (t, x) and control u such that

∫ T
t
|u|2 ds <∞ a.s., the above

control system (2.1) has a unique strong solution X (see Gal’chuk [15]). It will be
denoted by Xt,x;u whenever it is necessary to indicate its dependence on the triplet
(x, t, u). We have the following lemma.

Lemma 2.1. Let assumption (A1) be satisfied. Then, for 1 ≤ p <∞, there is a de-
terministic positive constant β such that for any u ∈Mp

F (t, T ;R
m), f ∈ LF (t, T ;Rn),

and (g1, . . . , gd) ∈ (Mp
F (t, T ;R

n))d, we have

EFt max
t≤s≤T

|Xs|p ≤ β
(
|x|p + EFt

∣∣∣∣∣
∫ T

t

|fs| ds
∣∣∣∣∣
p

+ EFt
∣∣∣∣∣
∫ T

t

(|g(s)|2 + |us|2) ds
∣∣∣∣∣
p/2)

.

For the proof the reader is referred to Protter [31, Chapter V, Lemma 2, p. 196].
We have the following a priori estimate for system (2.1).
Lemma 2.2. Let assumptions (A1) and (A2) be satisfied. If u ∈ Mp(0, T ;Rm)

for some p ∈ [1,∞), then there is a deterministic constant βp,δ,T > 0 which depends
on (p, δ, T ) and the uniform bound of A,B,C := (C1, . . . , Cd) such that

EFt
∣∣∣∣∣
∫ T

t

|us|2 ds
∣∣∣∣∣
p/2

+ EFt sup
t≤s≤T

|Xs|p

≤ βp,δ,TEFt


|XT |p +

∫ T

t

|fs|p ds+
∣∣∣∣∣
∫ T

t

|g(s)|2 ds
∣∣∣∣∣
p/2

 .

(2.2)

The proof is an adaptation of El Karoui, Peng, and Quenez [14, pp. 54–57],
incorporating assumption (A2). It is left to the diligent reader as an exercise.

Lemma 2.2 is an a priori estimate for BSDEs. We remark here that BSDEs were
initially introduced by Bismut [3] for the linear case and were later developed by
Pardoux and Peng [25] for the general Lipschitz nonlinear case.

Throughout this paper, we write βδ,T for β2,δ,T .

2.2. Admissible class of controls. Assume that U is a nonempty closed con-
vex subset of Rm. Denote by U tad the set of all the {Fs, t ≤ s ≤ T}-adapted processes

{us, t ≤ s ≤ T} with values in U such that
∫ T
t
|u(s)|2 ds <∞ a.s. Define

U t,pad :=


u ∈ U tad : E

(∫ T

t

|us|2 ds
)p/2

<∞

 ;(2.3)

it is convex and closed. For given initial data (t, x), the control system (2.1) has
a unique strong solution Xt,x;u. The following presents a multidimensional general-
ization of the closedness of attainable contingent claims in Pham, Rheinländer, and
Schweizer [30].

Proposition 2.3. Let assumptions (A1) and (A2) be satisfied. Then, for every
x ∈ Rn, the attainable set Rp(0, x;T ) at time T when starting from point x at time
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0, of system (2.1), defined by

Rp(0, x;T ) := {X0,x;u
T : u ∈ U0,p

ad }(2.4)

is convex and closed in LpF (0, T ;Rm).
Proof. Let {ξk}∞k=1 be a sequence of elements of Rp(0, x;T ) converging to ξ

strongly in LpF (0, T ;Rn). We shall show that there is u ∈ U0,p
ad such that ξ = X0,x;u

T .

By the definition of Rp(0, x;T ), there are uk ∈ U0,p
ad such that

ξk = X0,x;uk
T , k = 1, 2 . . . .

Since the pair (δX, δu) := (X0,x;uk −X0,x;ul , uk − ul) satisfies the SDE

dδXt = (AtδXt +Btδut) dt+

d∑
i=1

[Ci(t)δXt +Di(t)δut] dwi(t)(2.5)

with the terminal condition δXT = ξk − ξl, we derive from Lemma 2.2

‖uk − ul‖pMp
F (0,T ;Rm)

≤ βp,δ,TE|ξk − ξl|p, k, l = 1, 2, . . . .(2.6)

This last inequality implies that {uk}∞k=1 converges strongly inMp(0, T ;Rm). Since
Mp

F (0, T ;R
m) is complete, there is necessarily a limit u ∈ Mp

F (0, T ;R
m) such that

uk → u strongly in Mp
F (0, T ;R

m). While X0,x;uk −X0,x;u = X0,x;uk−u, we deduce

from Lemma 2.2 that ξk = X0,x;uk
T → X0,x;u

T strongly in LpF (0, T ;Rn). Therefore

ξ = X0,x;u
T . Since the set U0,p

ad is strongly closed in Mp
F (0, T ;R

m), we also have

u ∈ U0,p
ad . The proof is then complete.

2.3. The risk functional. We make the following assumptions.
(A3)p Let M : Rn × Ω → R and G : [0, T ] × Rn × Rm × Ω → R be convex in

(x, u), and for each (x, u) ∈ Rn ×Rm, they are FT -measurable and {Ft, 0 ≤ t ≤ T}-
progressively measurable, respectively. Moreover, there are deterministic numbers
p > 1 and δ1 > 0 such that for all (t, x) ∈ [0, T ]×Rn,

M(x) ≤ δ1(1 + |x|p),(2.7)

G(t, x, u) ≤ δ1(1 + |x|p + |u|p∧2),(2.8)

and

|M(x1)−M(x2)|+ |G(t, x1, u1)−G(t, x2, u2)|
≤ δ1(1 + |x1|p−1 + |x2|p−1)|x1 − x2|
+ δ1(1 + |u1|p∧2−1 + |u2|p∧2−1)|u1 − u2|.

(2.9)

(A4)p The coercivity condition with index p > 1 holds for the terminal cost
function M : there are deterministic constants δ2 > 0 and δ3 > 0 such that

M(x) ≥ −δ2 + δ3|x|p.(2.10)

There is a deterministic constant δ4 > 0 such that G(t, x, u) ≥ −δ4 for all (t, x, u).
Note that M(x) := |x|p and G(t, x, u) := |x|p satisfy assumptions (A3)p and

(A4)p.
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Consider the risk functional parameterized by the initial data (t, x) ∈ [0, T ]×Rn:

J(u; t, x) := EFtM(Xt,x;u
T ) + EFt

∫ T

t

G(s,Xt,x;u
s , us) ds.(2.11)

It has the following useful properties.
Theorem 2.4. Let assumptions (A1), (A2), (A3)p, and (A4)p be satisfied for

some p > 1. Then, the risk functional J(·; 0, x) defined on U0,p
ad is bounded from below,

finite-valued, convex, continuous, and coercive, i.e.,

J(u; 0, x)→ +∞ if ||u||Mp
F
→ +∞.(2.12)

Moreover, it has the following coercivity, growth, and continuity:

β1(|x|p + ||u||pMp
F
)− ‖f‖pLpF − ‖g‖

p
Mp

F
− β2 ≤ J(u; 0, x)

≤ β3(1 + |x|p + ||u||p∧2
Mp

F
+ ‖f‖pLpF + ‖g‖pMp

F
),

|J(u1; 0, x1)− J(u2; 0, x2)|
≤ β4(1 + |x1|p−1 + |x2|p−1 + ||u1||p−1

Mp
F
+ ||u2||p−1

Mp
F
+ ‖f‖p−1

LpF
+ ‖g‖p−1

Mp
F
)

×(|x1 − x2|+ ||u1 − u2||Mp
F
)

+β4(1 + ‖u1‖(p∧2−1)

Mp
F

+ ‖u2‖(p∧2−1)

Mp
F

)‖u1 − u2‖Mp
F
.

(2.13)

Here β1, β2, β3, and β4 are positive constants.
Proof. The convexity of J(·; 0, x) is obvious. The continuity and coercivity of

J(·; 0, x) can be derived from inequalities (2.13).
Inequalities (2.13) are consequences of the assumptions and an application of

Hölder’s inequality, Lemma 2.1, or Lemma 2.2. From the coercivity assumption on
M , the lower bound assumption on G, and Lemma 2.2, we derive the first inequality
of (2.13):

J(u; 0, x) ≥ δ3E|XT |p − δ2 − δ4T
≥ δ3β

−1
p,δ,T (|x|p + ||u||pMp

F
)− ‖f‖pLpF − ‖g‖

p
Mp

F
− δ2 − δ4T.(2.14)

From the continuity assumption on M and G, we have

|J(u1; 0, x1)− J(u2; 0, x2)|
≤ δ1E[(1 + |X1(T )|p−1 + |X2(T )|p−1)|X1(T )−X2(T )|]

+δ1E

∫ T

0

[(1 + |X1|p−1 + |X2|p−1)|X1 −X2|
+(1 + |u1|p∧2−1 + |u2|p∧2−1)|u1 − u2|] ds,

(2.15)

where X1(t) = X
0,x1;u1

t and X2(t) = X
0,x2;u2

t . In view of the Schwarz inequality, we
have (note that p−1 + q−1 = 1)

|J(u1; 0, x1)− J(u2; 0, x2)|
≤ δ1‖1 + |X1(T )|p−1 + |X2(T )|p−1‖Lq‖X1(T )−X2(T )‖Lp
+δ1‖1 + |X1|p−1 + |X2|p−1‖LqF ‖X1 −X2‖LpF

+δ1E



(∫ T

0

(1 + |u1|p∧2−1 + |u2|p∧2−1) ds

)1/2(∫ T

0

|u1 − u2| ds
)1/2



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≤ δ1(1 + ‖|X1(T )|p−1‖Lq + ‖|X2(T )|p−1‖Lq )‖X1(T )−X2(T )‖Lp
+β4(1 + ‖|X1|p−1‖LqF + ‖|X2|p−1‖LqF )‖X1 −X2‖LpF

+ β4E


1 +

(∫ T

0

|u1|2(p∧2−1) ds

)1/2

+

(∫ T

0

|u2|2(p∧2−1) ds

)1/2



×
(∫ T

0

|u1 − u2|2 ds
)1/2

≤ δ1(1 + ‖X1(T )‖p−1
Lp + ‖X2(T )‖p−1

Lp )‖X1(T )−X2(T )‖Lp
+ β4(1 + ‖X1‖p−1

LpF
+ ‖X2‖p−1

LpF
)‖X1 −X2‖LpF

+ β4E


1 +

(∫ T

0

|u1|2 ds
)(p∧2−1)/2

+

(∫ T

0

|u2|2 ds
)(p∧2−1)/2




×
(∫ T

0

|u1 − u2|2 ds
)1/2

.

(2.16)

Since for i = 1, 2

E



(∫ T

0

|ui|2 ds
)(p∧2−1)/2(∫ T

0

|u1 − u2|2 ds
)1/2




≤

E

(∫ T

0

|ui|2 ds
)q(p∧2−1)/2




1/q
E

(∫ T

0

|u1 − u2|2 ds
)p/2

1/p

≤ ‖ui‖(p∧2−1)

Mq(p∧2−1)

F
‖u1 − u2‖Mp

F

≤ ‖ui‖(p∧2−1)

Mp
F

‖u1 − u2‖Mp
F

(noting that q(p ∧ 2− 1) ≤ p),

(2.17)

we have

|J(u1; 0, x1)− J(u2; 0, x2)|
≤ δ1(1 + ‖X1(T )‖p−1

Lp + ‖X2(T )‖p−1
Lp )‖X1(T )−X2(T )‖Lp

+ β4(1 + ‖X1‖p−1
SpF

+ ‖X2‖p−1
SpF

)‖X1 −X2‖LpF
+ β4(1 + ‖u1‖(p∧2−1)

Mp
F

+ ‖u2‖(p∧2−1)

Mp
F

)‖u1 − u2‖Mp
F
.

(2.18)

Using Lemma 2.1, we get the last inequality of (2.13).
In a similar way, the second inequality of (2.13) can be proved. The proof is

complete.

2.4. Minimization of the risk. For given initial data (0, x), consider the risk
minimization problem:

min
u∈U0

ad

J(u; 0, x).(2.19)

We have immediately the following theorem.
Theorem 2.5. Let assumptions (A1), (A2), and (A4)p for some p > 1 be satis-

fied. Then, problem (2.19) is equivalent to the following:

min
u∈U0,p

ad

J(u; 0, x).(2.20)
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Theorem 2.6. Let assumptions (A1), (A2), (A3)p, and (A4)p be satisfied for
some p > 1. Then, the risk minimization problem (2.19) has an optimal control
u ∈ U0,p

ad for each x ∈ Rn. Furthermore, if M is strictly convex, then the problem has

a unique optimal control u ∈ U0,p
ad for each x ∈ Rn.

Proof. From Theorem 2.4 and Proposition 2.12 of Ekeland and Temam [13], the
convex, coercive, and continuous (of course lower-semicontinuous) functional J(·; 0, x)
defined on the strongly closed subset U0,p

ad ⊂Mp
F (0, T ;R

m) (note thatMp
F (0, T ;R

m)
is a reflexive Banach space) attains its infimum.

It is easy to show that the strict convexity of M implies the uniqueness of the
terminal optimal control state and thus the optimal control (in view of Lemma 2.2).
The proof is complete.

3. The quadratic case: Singular stochastic LQ problem.

3.1. Introduction. This section is devoted to the study of the singular stochas-
tic LQ problem, as a particular case of the stochastic control problem discussed in
the preceding section. That is, we consider the case in which the risk functions M
and G are both quadratic functions, i.e.,

M(x) := 〈M(x− ξ), x− ξ〉, G(t, x, u) = 〈Ntu, u〉+ 〈Qt(x− qt), x− qt〉.(3.1)

We introduce the following assumptions.
(A5) The matrix-valued processes N,Q,M are nonnegative, uniformly bounded

in (t, ω), and {Ft, 0 ≤ t ≤ T}-progressively measurable, of dimensions m×m, n× n,
n× n, respectively. The admissible control class is Uad := L2

F (0, T ;R
m).

(A6) The control weighting process N is uniformly positive: N ≥ δIm×m for some
positive constant δ.

(A6)′ The terminal state weighting process M is uniformly positive: M ≥ δIn×n
for some positive constant δ.

(A7) The random variable ξ ∈ L2(Ω,FT , P ;Rn), and the process q ∈ L2
F (0, T ;R

n).
For subsequent convenience of reference, we give the following definitions.
Definition 3.1. The underlying optimal control problem is called regular if as-

sumption (A6) is required. It will be called singular if assumption (A6)′ is required.
From Lemma 2.2, we get the following lemma.
Lemma 3.2. Let assumptions (A1), (A2), (A5), (A6)′, and (A7) be satisfied.

Then, for every u ∈ L2
F (0, T ;R

m), we have

J(u; t, x) ≥ δ

2
[β−1
δ,T |x|2 + β−1

δ,TE
Ft
∫ T

t

|us|2 ds− EFt
∫ T

t

(|fs|2 + |g(s)|2) ds]

+(δ − 2

δ
)E|ξ|2.

(3.2)

Define the value function V (t, x) of the above LQ problem as follows:

V (t, x) := ess inf
u∈L2

F (t,T ;Rm)
J(u; t, x).(3.3)

See Karatzas and Shreve [16] for the definition of infimum of a set of stochastic
processes. From the definition, it follows that for each fixed x ∈ Rn, V (t, x) is an
{Ft, 0 ≤ t ≤ T}-adapted real-valued stochastic process.

The rest of this section is organized as follows. The second subsection is devoted to
existence and equivalent conditions of optimal controls, and a useful estimate, which
states a dependence property of the optimal control and the pair of associated adjoint
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processes on the 5-tuple (x, f, g, ξ, q). The third contains some useful properties of
BMO-martingales. In the fourth, the LQ problem is explicitly solved in terms of the
solutions of two associated BSDEs. Finally, in the fifth, the two BSDEs are studied.

3.2. Optimal controls: Existence, equivalent conditions, and depen-
dence. A general existence and uniqueness of optimal controls was given in the reg-
ular case by Bismut [4, 6]. Concerning the singular case, Theorem 2.6 immediately
implies the following theorem.

Theorem 3.3. Let assumptions (A1), (A2), (A5), (A6)′, and (A7) be satisfied.
Then, there is a unique optimal control û ∈ L2

F (0, T ;R
m).

Proceeding identically as Bismut [4, 6], we can prove the following theorem.
Theorem 3.4. Let assumptions (A1), (A2), (A5), (A6)′, and (A7) be satisfied.

Then û ∈ L2
F (0, T ;R

m) is optimal if and only if there is a pair of processes (y, z :=
(z1, · · · , zd)) which solves the BSDE (called the adjoint equation)


dyt = −

[
A∗
t yt +

d∑
i=1

Ci(t)
∗zi(t) +Qt(X̂t − qt)

]
dt+

d∑
i=1

zi(t)dwi(t),

yT = M(X̂T − ξ)
(3.4)

with X̂ := X0,x;û and

y ∈ L2
F (0, T ;R

n) ∩ L2(Ω,FT , P ;C([0, T ];Rn)), z ∈ (L2
F (0, T ;R

n))d,(3.5)

such that

y∗sBs +
d∑
i=1

zi(s)
∗Di(s) +Nsûs = 0 a.s.a.e.(3.6)

Also see Peng [29] and Tang and Li [34] for the necessity.
We have the following useful estimate.
Theorem 3.5. Let assumptions (A1), (A2), (A5), and (A6)′ be satisfied. Let û

be an optimal control and (y, z) be defined by (3.4). Then, there is a positive constant
β such that

E sup
0≤t≤T

(|X̂t|2 + |yt|2) + E
∫ T

0

(|z(t)|2 + |ût|2) dt

≤ β
[
|x|2 + E|ξ|2 + E

∫ T

0

(|ft|2 + |g(t)|2 + |qt|2) dt
]
.

(3.7)

Proof. According to the classical a priori estimate for BSDE (3.4) (see El Karoui,
Peng, and Quenez [14]), we have

E sup
0≤t≤T

|yt|2 + E
∫ T

0

|z(t)|2 dt

≤ β
[
E(|X̂T |2 + |ξ|2) + E

∫ T

0

(|ft|2 + |g(t)|2 + |X̂t|2 + |qt|2) dt
]
.

(3.8)

Using Itô’s formula to compute 〈yt, X̂t〉, in view of (3.6), we obtain

E〈M(X̂T − ξ), X̂T 〉+ E
∫ T

0

[〈Qt(X̂t − qt), X̂t〉+ 〈Ntût, ût〉] dt

= E

∫ T

0

[
〈yt, ft〉+

d∑
i=1

〈zi(t), gi(t)〉
]
dt+ 〈y0, x〉.

(3.9)
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Therefore, in view of assumptions (A6)′ and (A5),

δE|X̂T |2 ≤ E〈MX̂T , X̂T 〉

≤ E〈Mξ, X̂T 〉+ E
∫ T

0

〈Qtqt, X̂t〉 dt

+ E

∫ T

0

[
〈yt, ft〉+

d∑
i=1

〈zi(t), gi(t)〉
]
dt+ 〈y0, x〉.

(3.10)

Using Cauchy’s inequality, in view of (3.8), we have

δE|X̂T |2 ≤ 1

2ε
E|Mξ|2 + ε

2
E|X̂T |2 + E

∫ T

0

(
1

2ε
|Qtqt|2 + ε

2
|X̂t|2

)
dt

+ E

∫ T

0

[
ε

2
|yt|2 + 1

2ε
|ft|2 + ε

2
|z(t)|2 + 1

2ε
|g(t)|2

]
dt+

ε

2
|y0|2 + 1

2ε
|x|2

≤ βε
[
|x|2 + E|ξ|2 + E

∫ T

0

(|ft|2 + |g(t)|2 + |qt|2) dt
]

+
ε

2
(βT + β + 1)

[
E|X̂T |2 + E

∫ T

0

|X̂t|2 dt
]

(3.11)
for arbitrarily small positive number ε and a positive real number βε. In view of
Lemma 2.2, we conclude from the last inequality that for sufficiently small ε > 0 and
another positive real number β′ε

E|X̂T |2 ≤ β′ε
[
|x|2 + E|ξ|2 + E

∫ T

0

(|ft|2 + |g(t)|2 + |qt|2) dt
]
.(3.12)

Again noting Lemma 2.2 and the estimate (3.8), we get the desired estimate
(3.7).

3.3. The BMO-martingale. In this subsection, we prove some properties for
a BMO-martingale, which will be used in the next two subsections.

Definition 3.6. A {Ft, 0 ≤ t ≤ T}-martingale {Mt, 0 ≤ t ≤ T} is called a
BMO-martingale if there is a deterministic positive constant β such that for every
stopping time τ ≤ T ,

EFτ |MT −Mτ |2 ≤ β a.s.(3.13)

A BMO-martingale has the following nice properties, which will be used in the
next two subsections.

Lemma 3.7. Assume that
∫ ·
0
〈Y, dw〉 ∈ L2(Ω,FT , P ) is a BMO-martingale. Then,

we have the following:
(i) If X1(t) = X1(0) +

∫ t
0
x1(s) ds, where x1 is {Ft, 0 ≤ t ≤ T}-adapted such that∫ ·

0
|x1| ds ∈ L2(Ω,FT , P ), then Y X1 ∈ L2

F (0, T ;R
d). Moreover, there is a positive

constant βY depending on Y while independent of X1 such that

E

∫ T

0

|Y X1|2 ds ≤ βY
(
E|X1(0)|2 + E|

∫ T

0

|x1| ds|2
)
.(3.14)
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(ii) If X2(t) = X2(0) +
∫ t
0
〈x2(s), dw(s)〉, where x2 ∈ L2

F (0, T ;R
d), then X2Y ∈

L2
F (0, T ;R

d). Moreover, there is a positive constant βY depending on Y while inde-
pendent of X2 such that

E

∫ T

0

|Y X2|2 ds ≤ βY
(
E|X2(0)|2 + E

∫ T

0

|x2|2 ds
)
.(3.15)

(iii) If X(t) := X(0) +
∫ t
0
x1(s) ds +

∫ t
0
〈x2(s), dw(s)〉 such that x1 is {Ft, 0 ≤

t ≤ T}-adapted satisfying ∫ ·
0
|x1| ds ∈ L2(Ω,FT , P ) and x2 ∈ L2

F (0, T ;R
d), then

Y X ∈ L2
F (0, T ;R

d). Moreover, there is a positive constant βY depending on Y while
independent of X such that

E

∫ T

0

|Y X|2 ds ≤ βY

E|X(0)|2 + E

∫ T

0

|x2|2 ds+ E
∣∣∣∣∣
∫ T

0

|x1| ds
∣∣∣∣∣
2

 .(3.16)

Proof. Assertion (iii) is a combination of assertions (i) and (ii). It follows directly

from Bañuelos and Bennett [1, Theorem 1.1(i)] that
∫ T
0
X2(t)〈Yt, dw(t)〉 is square-

integrable and assertion (ii) then follows. It remains to prove assertion (i).
Define for k = 1, 2, . . . ,

τk = inf

{
s ∈ [0, T ] :

∫ s

0

|x1(r)| dr ≥ k
}

with τk = ∞ if the underlying set is empty. Then, τk, k = 1, 2, . . . , are stopping
times. Denote by χ an indicator function. We have Y X1χ[0,τk] ∈ L2

F (0, T ;R
d) for

k = 1, 2, . . . . In view of Fatou’s lemma, it is sufficient to prove that the quantity

E
∫ T
0
|Y X1|2χ[0,τk] ds = E

∫ Tk
0
|Y X1|2 ds is uniformly bounded with respect to k with

Tk := T ∧ τk.
For all a ∈ L2

F (0, T ;R
d), since

∫ ·
0
|〈Y, a〉| ds is the quadratic variation of the BMO-

martingale
∫ ·
0
〈Y, dw〉 and the square-integrable martingale

∫ ·
0
sign(〈Y, a〉)〈a, dw〉, we

have from Bañuelos and Bennett [1, Theorem 1.1(iii)] that
∫ T
0
|〈Y, a〉| ds ∈ L2(Ω,FT , P )

and, moreover, ∥∥∥∥∥
∫ T

0

|〈Y, a〉| ds
∥∥∥∥∥
L2(Ω,FT ,P )

≤ β‖a‖L2
F (0,T ;Rd).(3.17)

Therefore,

E

∫ Tk

0

〈X1Y, a〉 ds = E
{∫ Tk

0

X1(t) d

∫ t

0

〈Ys, as〉 ds
}

= E

{
X1(Tk)

∫ Tk

0

〈Ys, as〉 ds
}

+ E

{∫ Tk

0

x1(t)

∫ t

0

〈Ys, as〉 ds dt
}

≤ E
{(
|X1(0)|+

∫ T

0

|x1| ds
)∫ T

0

|〈Ys, as〉| ds
}

+ E

{∫ T

0

|〈Ys, as〉| ds
∫ T

0

|x1| dt
}
.

(3.18)



MINIMIZATION OF RISK AND LQ THEORY 1129

Using the Cauchy–Schwarz inequality, we have

E

∫ Tk

0

〈X1Y, a〉 ds

≤
∥∥∥∥∥
(
|X1(0)|+

∫ T

0

|x1| ds
)∥∥∥∥∥

L2(Ω,FT ,P )

∥∥∥∥∥
∫ T

0

|〈Ys, as〉| ds
∥∥∥∥∥
L2(Ω,FT ,P )

+

∥∥∥∥∥
∫ T

0

|〈Ys, as〉| ds
∥∥∥∥∥
L2(Ω,FT ,P )

∥∥∥∥∥
∫ T

0

|x1| dt
∥∥∥∥∥
L2(Ω,FT ,P )

≤ 2

∥∥∥∥∥
(
|X1(0)|+

∫ T

0

|x1| ds
)∥∥∥∥∥

L2(Ω,FT ,P )

β‖a‖L2
F (0,T ;Rd).

(3.19)

This implies that

(
E

∫ Tk

0

|Y X1|2 ds
)1/2

≤ 2β

∥∥∥∥∥
(
|X1(0)|+

∫ T

0

|x1| ds
)∥∥∥∥∥

L2(Ω,FT ,P )

.(3.20)

We refer the reader to Kazamaki [17] for further information on BMO-martingales.

3.4. Connection with two BSDEs. Define Γ : [0, T ] × Sn+ × Rn×d → Rm×n

by

Γ(·, S, L) = −
(
N +

d∑
i=1

D∗
i SDi

)−1(
B∗S +

d∑
i=1

D∗
i SCi +

d∑
i=1

D∗
i Li

)
(3.21)

and

Â := A+BΓ(·,K, L), Ĉi := Ci +DiΓ(·,K, L), i = 1, . . . , d.(3.22)

Observe that the function Γ also depends upon the coefficients B,C,D, and N . Oc-
casionally in the following, we shall write Γ(t, S, L;N) to indicate the dependence on
N .

The optimal control and the value function of the LQ problem will be explicitly
connected to the two BSDEs:



dKt = −
[
A∗Kt +KtA+

d∑
i=1

C∗
iKtCi +Q

+
d∑
i=1

(C∗
i Li(t) + Li(t)Ci)

− Γ(t,Kt, L(t))

(
N +

d∑
i=1

D∗
iKtDi)Γ(t,Kt, L(t)

)∗]
dt

+
d∑
i=1

Li(t) dwi(t), 0 ≤ t < T,
KT =M

(3.23)
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and 


dψt = −
[
Â∗ψt +

d∑
i=1

Ĉ∗
i (φi −Kgi)

− Kf −
d∑
i=1

Ligi +Qq

]
dt+

d∑
i=1

φi dwi,

ψT =Mξ,

(3.24)

where (K,L) is an {Ft, 0 ≤ t ≤ T}-adapted solution of BSRDE (3.23). More precisely,
we have the following theorem.

Theorem 3.8. (i) Let assumptions (A1), (A2), (A5), (A6)′, and (A7) be satis-
fied. (ii) Let (K,L) be an {Ft, 0 ≤ t ≤ T}-adapted solution of BSRDE (3.23) with
K ∈ L∞

F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)), L ∈ (L2
F (0, T ;S

n))d, and K be-
ing uniformly positive. (iii) Let (ψ, φ) be an {Ft, 0 ≤ t ≤ T}-adapted solution of
BSDE (3.24) such that E sup0≤t≤T |ψt|2 <∞ and φ ∈ (L2

F (0, T ;R
n))d .

Then the optimal control û exists uniquely with the feedback law

û = Γ(·;K,L)X̂ + u0,(3.25)

where X̂ := Xt,x;û and the functions Γ and u0 are defined, respectively, by (3.21) and

u0 :=

(
N +

d∑
i=1

D∗
iKDi

)−1 [
B∗ψ +

d∑
i=1

D∗
i (φi −Kgi)

]
, t ≤ s ≤ T.(3.26)

The value function V (t, x), (t, x) ∈ [0, T ]×Rn is given by
V (t, x) = 〈Ktx, x〉 − 2〈ψt, x〉+ V 0(t), (t, x) ∈ [0, T ]×Rn,(3.27)

where V 0(t) is defined by

V 0(t) := EFt〈Mξ, ξ〉+ EFt
∫ T

t

〈Qq, q〉 ds− 2EFt
∫ T

t

〈ψ, f〉 ds

+ EFt
∫ T

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds

− EFt
∫ T

t

〈(
N +

d∑
i=1

D∗
iKDi

)
u0, u0

〉
ds.

(3.28)

Note that in view of the assumptions on the integrability of (K,L) and (ψ, φ), all
the integrals appearing in the formulas are well defined.

Our proof of Theorem 3.8 requires the following BMO-property for BSRDE (3.23).
Theorem 3.9. Let assumptions (A1) and (A5) be satisfied. If (K,L) is an

{Ft, 0 ≤ t ≤ T}-adapted solution of BSRDE (3.23) such that K ∈ L∞
F (0, T ;Sn+),

L := (L1, . . . , Ld) ∈ (L2
F (0, T ;S

n))d, and (N +
∑d
i=1D

∗
iKDi) is uniformly positive,

then
∫ ·
0

∑d
i=1 Li(s) dwi(s) is a BMO-martingale.

The proof can be reduced to proving the following fact: there is a deterministic
positive real number β such that for any stopping time τ

EFτ
∫ T

τ

|Ls|2 ds ≤ β.(3.29)
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It is an a priori estimate for the second component L of any {Ft, 0 ≤ t ≤ T}-adapted
solution (K,L) of BSRDE (3.23), but it involves stopping times. The reader is referred
to Kohlmann and Tang [21] for further details of the proof.

In general, the martingale M =:
∫ ·
0

∑d
i=1 Li(s) dwi(s) and L are not necessarily

bounded. However, Theorem 3.9 states that any moment of the absolute increment
|MT −Mτ | has a bounded expectation conditioned on Fτ uniformly with respect to
any stopping time τ . Roughly speaking, Theorem 3.9 implies that the integrand L of
the stochastic integralM is bounded in a sense of some mean values.

The following lemma will also be used in our proof of Theorem 3.8.
Lemma 3.10. Let all the assumptions of Theorem 3.8 be satisfied. Let u be an

{Ft, 0 ≤ t ≤ T}-adapted m-dimensional process such that
∫ T
0
|us|2 ds < ∞ a.s. and

X := Xt,x;u. Define for k = 1, 2, . . . ,

τk = inf

{
s ∈ [t, T ] :

∫ s

t

|ur|2 dr ≥ k,
∫ s

t

|L(r)|2 dr ≥ k, |Xs| ≥ k, |ψs| ≥ k
}

and τk =∞ if the underlying set is empty. Also define
Tk := T ∧ τk, k = 1, 2, . . . .

Then,

EFt [〈KTkXTk , XTk〉 − 2〈ψTk , XTk〉+ 〈Mξ, ξ〉]
+ EFt

[∫ Tk

t

〈Q(X − q), X − q〉 ds+
∫ Tk

t

〈Nu, u〉 ds
]

= 〈Ktx, x〉 − 2〈ψt, x〉+ EFt
[
〈Mξ, ξ〉+

∫ Tk

t

〈Qq, q〉 ds
]

− 2EFt
∫ Tk

t

〈ψ, f〉 ds+ EFt
∫ Tk

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds

+ EFt
∫ Tk

t

〈(
N +

d∑
i=1

D∗
iKDi

)
(ũ− u0), ũ− u0

〉
ds

− EFt
∫ Tk

t

〈(
N +

d∑
i=1

D∗
iKDi

)
u0, u0

〉
ds.

(3.30)

The proof is a straightforward adaptation of Yong and Zhou [35, pp. 315–317] in
the case of constant coefficients to our case.

Now let us prove Theorem 3.8.
Proof. In what follows, we shall show that the control û given by (3.25) is square-

integrable.
First, it is well defined. To see this, putting it into system (2.1), we get


dX̂ = (ÂX̂ +Bu0 + f) ds+

d∑
i=1

(ĈiX̂ +Diu
0 + gi) dwi, t < s ≤ T,

X̂t = x.

(3.31)

Note that u0, f, g are all square-integrable. The system (3.31) has a unique strong

solution (see Gal’chuk [15]), simply denoted by X̂. Therefore, û is well defined.
However, it is not yet clear that it is square-integrable.
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We now show that û is square-integrable. Proceeding identically as in Lemma 3.10,
we define the stopping times Tk, which are associated with û, and obtain the following:

EFt [〈KTkX̂Tk , X̂Tk〉 − 2〈ψTk , X̂Tk〉+ 〈Mξ, ξ〉]

+ EFt
[∫ Tk

t

〈Q(X̂ − q), X̂ − q〉 ds+
∫ Tk

t

〈Nû, û〉 ds
]

= 〈Ktx, x〉 − 2〈ψt, x〉+ EFt
[
〈Mξ, ξ〉+

∫ Tk

t

〈Qq, q〉 ds
]

− 2EFt
∫ Tk

t

〈ψ, f〉 ds+ EFt
∫ Tk

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds

− EFt
∫ Tk

t

〈(
N +

d∑
i=1

D∗
iKDi

)
u0, u0

〉
ds.

(3.32)

This equality is the basis of the subsequent analysis.
Note thatK is uniformly positive, i.e., there is a deterministic positive real number

γ such that K ≥ γIn×n a.s.a.e. Therefore, we have

〈KTkX̂Tk , X̂Tk〉 − 2〈ψTk , X̂Tk〉
≥ γ|X̂Tk |2 −

(
γ

2
|X̂Tk |2 +

2

γ
|ψTk |2

)

=
γ

2
|X̂Tk |2 −

2

γ
|ψTk |2.

(3.33)

Noting the equality (3.32) and the fact that Q ≥ 0 and N ≥ 0, we get

EFt
[
γ

2
|X̂Tk |2 −

2

γ
|ψTk |2

]

≤ 〈Ktx, x〉 − 2〈ψt, x〉+ EFt
∫ Tk

t

〈Qq, q〉 ds

−2EFt
∫ Tk

t

〈ψ, f〉 ds+ EFt
∫ Tk

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds.

(3.34)

Applying Lemma 2.2 for p = 2, we have

EFt
∫ Tk

t

|ûs|2 ds+ EFt sup
t≤s≤Tk

|X̂s|2

≤ βδ,TEFt
{
|X̂Tk |2 +

∫ Tk

t

|fs|2 ds+
∫ Tk

t

|g(s)|2 ds
}

≤ 2βδ,T
γ
EFt

{
2

γ
|ψTk |2 + 〈Ktx, x〉 − 2〈ψt, x〉+

∫ Tk

t

〈Qq, q〉 ds
}

−2βδ,T
γ
EFt

{
2

∫ Tk

t

〈ψ, f〉 ds−
∫ Tk

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds
}

+βδ,TE
Ft
{∫ Tk

t

|fs|2 ds+
∫ Tk

t

|g(s)|2 ds
}
.

(3.35)
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Noting that

lim
k→∞

τk = +∞, lim
k→∞

Tk = T a.s.,(3.36)

and the fact that ψ is uniformly integrable, passing to the limit and applying Fatou’s
lemma, we have

EFt
∫ T

t

|ûs|2 ds+ EFt sup
t≤s≤T

|X̂s|2

≤ 2βδ,T
γ
EFt

{
2

γ
|ψT |2 + 〈Ktx, x〉 − 2〈ψt, x〉+

∫ T

t

〈Qq, q〉 ds
}

−2βδ,T
γ
EFt

{
2

∫ T

t

〈ψ, f〉 ds−
∫ T

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds
}

+βδ,TE
Ft
{∫ T

t

|fs|2 ds+
∫ T

t

|g(s)|2 ds
}
.

(3.37)

In particular, take t = 0, and we see that û ∈ L2
F (0, T ;R

m).
Finally let us show that û given by (3.25) is optimal and that the formula

(3.27) holds. For every fixed u ∈ L2
F (0, T ;R

m), since X is a semimartingale and∫ ·
0

∑d
i=1 Li dwi is a BMO-martingale, then we deduce from Lemma 3.7 that ũ ∈

L2
F (0, T ;R

m). This is crucial in the following limiting arguments.
Note that ψ is uniformly square-integrable. X is uniformly square-integrable for

every fixed u ∈ L2
F (0, T ;R

m). Also note that f, g := (g1, . . . , gd), q are square-
integrable, that K is uniformly bounded, φ := (φ1, . . . , φd), and u0 are square-
integrable. Then passing to the limit in (3.30), it follows from Lebesgue’s dominated
convergence theorem that for every u ∈ L2

F (0, T ;R
m),

J(u; t, x) := EFt [〈KTXT , XT 〉 − 2〈ψT , XT 〉+ 〈Mξ, ξ〉]
+EFt

[∫ T

t

〈Q(X − q), X − q〉 ds+
∫ T

t

〈Nu, u〉 ds
]

= 〈Ktx, x〉 − 2〈ψt, x〉+ EFt
[
〈Mξ, ξ〉+

∫ T

t

〈Qq, q〉 ds
]

−2EFt
∫ T

t

〈ψ, f〉 ds+ EFt
∫ T

t

d∑
i=1

[〈Kgi, gi〉 − 2〈φi, gi〉] ds

+EFt
∫ T

t

〈(
N +

d∑
i=1

D∗
iKDi

)
(ũ− u0), ũ− u0

〉
ds

−EFt
∫ T

t

〈(
N +

d∑
i=1

D∗
iKDi

)
u0, u0

〉
ds.

(3.38)

Since û ∈ L2
F (0, T ;R

m), we derive from the last equality that û is optimal and
the value function is given by (3.27).
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3.5. Solution of the two BSDEs.

3.5.1. The linear unbounded BSDE (3.24). Note that Â and Ĉ depend on
L in general, and thus they might not be uniformly bounded. In this case, we have no
theorem to guarantee the existence and the uniqueness of an {Ft, 0 ≤ t ≤ T}-adapted
solution, though BSDE (3.24) is linear.

We shall prove the following theorem.
Theorem 3.11. Let assumptions (A1), (A2), (A5), (A6)′, and (A7) be satisfied.

Let (K,L) be an {Ft, 0 ≤ t ≤ T}-adapted solution of BSRDE (3.23) such that K ∈
L∞
F (0, T ;Sn+)∩L∞(Ω,FT , P ;C([0, T ];Sn+)), L ∈ (L2

F (0, T ;S
n
+))

d, and K is uniformly
positive. Then, BSDE (3.24) has a unique {Ft, 0 ≤ t ≤ T}-adapted solution such that
E sup0≤t≤T |ψt|2 < ∞ and φ ∈ (L2

F (0, T ;R
n))d. Moreover, there is a deterministic

positive constant β such that

E sup
0≤t≤T

|ψt|2 + E
∫ T

0

|φ(t)|2 dt

≤ β
[
E|ξ|2 + E

∫ T

0

(|ft|2 + |g(t)|2 + |qt|2) dt
]
.

(3.39)

Proof. From Theorem 2.6, the assumptions imply that there is a unique optimal
control û ∈ L2

F (0, T ;R
m). Let x = 0. From Theorem 3.4, it follows that there is a 4-

tuple (X̂, y, z, û) such that (3.4), (3.5), and (3.6) are all satisfied. Using Itô’s formula,
we check out that the pair (ψ, φ) (with φ := (φ1, . . . , φd)) defined by

ψ := KX̂ − y, φi := K(CiX̂ +Diû+ gi) + LiX̂ − zi(3.40)

solves BSDE (3.24).

Since K is uniformly positive, N+
∑d
i=1D

∗
iKDi is uniformly positive. From The-

orem 3.9, it follows that
∫ ·
0

∑d
i=1 Li(s) dwi(s) is a BMO-martingale. From Lemma 3.7,

it follows that LiX̂ ∈ L2
F (0, T ;R

n) for i = 1, . . . , d. Therefore, φ ∈ (L2
F (0, T ;R

n))d.
Since K is uniformly bounded and x = 0, from (3.40) and Lemma 3.7(iii), we

deduce

E sup
0≤t≤T

|ψt|2 ≤ βE sup
0≤t≤T

(|X̂t|2 + |yt|2),

E

∫ T

0

d∑
i=1

|LiX̂t|2 dt ≤ βE
∣∣∣∣∣
∫ T

0

|AX̂ +Bû+ f | dt
∣∣∣∣∣
2

+βE

∫ T

0

d∑
i=1

|CiX̂ +Diû+ gi|2 dt

≤ βE
∫ T

0

(|X̂|+ |û|2 + |f |2 + |g|2) dt,

E

∫ T

0

|φ(t)|2 dt ≤ βE
∫ T

0

d∑
i=1

|CiX̂ +Diû+ gi − zi|2 dt

+βE

∫ T

0

d∑
i=1

|LiX̂t|2 dt

≤ βE
∫ T

0

(|X̂|+ |û|2 + |z|2 + |f |2 + |g|2) dt.

(3.41)

In view of Theorem 3.5 and the fact that x = 0, the desired estimate (3.39) is obtained.
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Now it remains to show the uniqueness of adapted solutions for BSDE (3.24).

Let (ψ̃, φ̃) be any {Ft, 0 ≤ t ≤ T}-adapted solution such that E sup0≤t≤T |ψ̃t|2 < ∞
and φ̃ ∈ (L2

F (0, T ;R
n))d. Define

ỹ := KX̂ − ψ̃, z̃i := K(CiX̂ +Diû+ gi) + LiX̂ − φ̃i, z̃ := (z̃1, . . . , z̃d),(3.42)

where φ̃i is the ith component of φ̃. Using Itô’s formula, we can verify that (ỹ, z̃)
solves BSDE (3.4) in the sense of (3.5). According to the uniqueness of solutions of
BSDE (3.4), we have y = ỹ and z = z̃. Therefore, in view of (3.40) and (3.42), we

have ψ = ψ̃ and φ = φ̃. The desired uniqueness is proved.
We remark that the square-integrability of φ is necessary for formulas (3.27) and

(3.28) to make sense. (Note that g ∈ (L2
F (0, T ;R

n))d.) In the above proof, it is far

from being obvious, and it is derived from the BMO-property of
∫ ·
0

∑d
i=1 Li dwi(s).

3.5.2. BSRDE (3.23). We first give some historical comments.
When the coefficients A,B,C,D,M,Q,N are all deterministic, the second un-

known variable L in BSRDE (3.23) can be taken to be zero. In this case, it reduces to
an ordinary Riccati differential matrix equation, and the existence and uniqueness of
its solution was proved by Wonham [36, 37] using Bellman’s principle quasi lineariza-
tion (see Bellman [2]) and a monotone argument. Also see Bismut [5] for a different
approach.

The study concerning the case of random coefficients is dated back at least to
Bismut [4, 6]. In the two papers, he derived the general form of BSRDE (3.23) starting
from the stochastic maximum principle for the stochastic LQ problem. However, he
could only treat a simple case in which the second unknown variable L does not
appear in the nonlinear term of the drift. His method is to construct a contraction
mapping. So, his method is quite different from Wonham’s approach to the case of
deterministic coefficients.

Later, Peng [27, 28] rediscovered the general form of BSRDE (3.23) starting from
the dynamic programming principle and proved in the spirit of Wonham the existence
and uniqueness result on BSRDE in the simple case.

The above-mentioned works are concerned only with the regular case, i.e., they
make assumption (A6). For the singular case, i.e., under assumptions (A2) and (A6)′

instead of (A6), the study in the literature is concentrated on the case of deterministic
coefficients: see Chen, Li, and Zhou [7], Kohlmann and Zhou [22], and Chen and
Zhou [11] for a variety of results. Note also that Chen and Yong [8, 9, 10] contain a
result on local solutions of BSRDEs in the case of random coefficients.

In the rest of this subsection, we shall first describe a general scheme to reduce
BSRDE (3.23) in the singular case to the regular case, so that we can prove the
existence and uniqueness result in the singular case from that in the regular case.
Then, in view of Bismut and Peng’s existence and uniqueness result on BSRDE (3.23)
in the regular case, we derive from the above reduction scheme the counterpart in the
singular case.

Throughout the rest of this subsection, we assume that f = 0, gi = 0, ξ = 0, q = 0.
We first describe the reduction scheme.

Consider a sequence of m ×m uniformly positive, decreasing, symmetric matrix
processes {Nk(t) : 0 ≤ t ≤ T}∞k=1 of L∞(0, T ;Sm) such that Nk converges to N
strongly in L∞(0, T ;Sm) as k → ∞. Then consider the following perturbation of
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BSRDE (3.23):


dKk = −
[
A∗Kk +KkA+

d∑
i=1

C∗
iK

kCi +Q+

d∑
i=1

(C∗
i L

k
i + L

k
iCi)

−Γ(t,Kk, Lk;Nk)

(
Nk +

d∑
i=1

D∗
iK

kDi

)
Γ(t,Kk, Lk;Nk)

∗
]
dt

+

d∑
i=1

Lki dwi(t), 0 ≤ t < T,

Kk
T =M.

(3.43)

It is associated with the LQ problem, denoted by Pk:
min

u∈L2
F (t,T ;Rm)

Jk(u; t, x)(3.44)

with

Jk(u; t, x) = E
Ft〈Mξ, ξ〉+ EFt

∫ T

t

(〈QsXs, Xs〉+ 〈Nk(s)us, us〉) ds.(3.45)

The value function of problem Pk will be denoted by Vk(t, x), (t, x) ∈ [0, T ]×Rn.
We introduce the following assumption.
(A8) If assumptions (A1), (A2), (A5), and (A6)′ are satisfied, then for each

k = 1, 2, . . ., BSRDE (3.43) has a unique {Ft, 0 ≤ t ≤ T}-adapted solution (Kk, Lk)
such that Kk ∈ L∞

F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)), Kk is uniformly positive
in (t, ω), and Lk ∈ (L2

F (0, T ;S
n))d.

We have the following theorem.
Theorem 3.12. Let assumptions (A1), (A2), (A5), (A6)′, and (A8) be satisfied.

Then, BSRDE (3.23) has a unique {Ft, 0 ≤ t ≤ T}-adapted solution (K,L) such that

K ∈ L∞
F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)) and L ∈ (L2

F (0, T ;S
n))d.

Moreover, K(t, ω) is uniformly positive with respect to (t, ω).
Proof. We develop a perturbation method.
Step 1. Note that if f, g, q, ξ are all zero objects, BSDE (3.24) associated with

problem Pk has a unique zero solution. Assumption (A8) implies that BSRDE (3.43)
has a unique {Ft, 0 ≤ t ≤ T}-adapted solution (Kk, Lk) such that Kk ∈ L∞

F (0, T ;Sn+)
and Lk ∈ (L2

F (0, T ;S
n))d. Then, we conclude from Theorem 3.8 and the remarks in

section 4 that problem Pk has a unique optimal control with the closed form:

ûk := Γ(·,Kk, Lk;Nk)X̂
k.(3.46)

The value function is

Vk(t, x) := 〈Kk
t x, x〉.(3.47)

Moreover, we can show that Kk
t (ω) is uniformly positive in (t, ω, k), i.e., almost surely,

Kk
t ≥ δβ−1

δ,T In×n ∀ t ∈ [0, T ]

for a positive deterministic real number δ which is independent of k, t, and ω. Since
Vk(t, x) ≤ Jk(0; t, x) ≤ |x|2 exp (β1(T − t)) for some positive constant β1 which is
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independent of k, Kk
t is also bounded from the above uniformly with respect to

(t, ω, k): Kk
t ≤ exp (β1T )In×n.

In the next three steps, we show that the sequence {(Kk, Lk)}∞k=1 converges to a
limit (K,L) strongly in {L∞

F (0, T ;Sn+)∩L∞(Ω,FT , P ;C([0, T ];Sn+))}×(L2
F (0, T ;S

n))d

with Kt ≥ δβ−1
δ,T In×n.

Step 2. We shall prove in this step that for fixed x ∈ Rn, Vk(t, x) converges to
V (t, x) strongly both in L∞

F (0, T ;R) and in L∞(Ω,FT , P ;C([0, T ];R)).
Let û be the optimal control of the original LQ problem, i.e., V (t, x) = J(û; t, x).

Then,

V (t, x) ≤ Vk(t, x) ≤ Jk(û; t, x)
= J(û; t, x) + EFt

∫ T

t

〈(Nk −N)û, û〉 ds

= V (t, x) + EFt
∫ T

t

〈(Nk −N)û, û〉 ds.

(3.48)

Therefore,

|Vk(t, x)− V (t, x)| ≤ EFt
∫ T

t

〈(Nk −N)û, û〉 ds

≤ ‖Nk −N‖L∞
F E

Ft
∫ T

t

|û|2 ds.
(3.49)

On the other hand, there is a constant β1 > 0 such that

J(0; t, x) ≤ |x|2 exp (β1(T − t)).(3.50)

Noting the positivity of M and Lemma 3.2, we have

J(û; t, x) ≥ δEFt |Xt,x;û
T |2 ≥ δβ−1

δ,TE
Ft
∫ T

t

|ûs|2 ds.(3.51)

Since

J(û; t, x) = V (t, x) ≤ J(0; t, x),

we have

δβ−1
δ,TE

Ft
∫ T

t

|û(s)|2 ds ≤ |x|2 exp (β1(T − t)).(3.52)

Concluding the above, we have

|Vk(t, x)− V (t, x)| ≤ δ−1βδ,T |x|2 exp (β1(T − t))‖Nk −N‖L∞
F .

This implies the desired result.
Step 3. From the preceding two steps, we conclude that the value function V has

a quadratic expression. More precisely, there is an {Ft, 0 ≤ t ≤ T}-adapted stochastic
process K ∈ L∞

F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)) such that

V (t, x) = 〈Ktx, x〉 ∀(t, x) ∈ [0, T ]×Rn a.s.(3.53)
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Moreover, Kk converges to K strongly in the two spaces

L∞
F (0, T ;Sn+) and L∞(Ω,FT , P ;C([0, T ];Sn+)),

and K is uniformly positive with respect to (t, ω) ∈ [0, T ] × Ω : Kt ≥ δβ−1
δ,T In×n (in

view of Lemma 3.2).
Step 4. We shall prove that {Lk}∞k=1 is a Cauchy sequence in (L2

F (0, T ;S
n))d.

First, we show that {Lk}∞k=1 is bounded in L2
F (0,T ;R

d). In view of BSRDE (3.43),
use Itô’s formula to compute |Kk

t |2. Let H(t,K,L) be the nonlinear term of the drift
in (3.23). We observe that since Kk ≥ 0, H(·,Kk, Lk) ≤ 0, we have

2 tr [KkH(·,Kk, Lk)] = 2 tr [(Kk)1/2H(·,Kk, Lk)(Kk)1/2] ≤ 0.

Therefore, this term can be left out in our subsequent arguments. Now it is standard
to show that {Lk}∞k=1 is bounded in L2

F (0, T ;R
d) (see Pardoux and Peng [26] and El

Karoui, Peng, and Quenez [14], for example).
Now we show that {Lk}∞k=1 is a Cauchy sequence in L2

F (0, T ;R
d). For this pur-

pose, use Itô’s formula to compute |Kk
t −Kl

t|2. We get the following:

E|Kk
t −Kl

t|2 + E
∫ T

t

|Lk(s)− Ll(s)|2 ds

= 2E

∫ T

t

tr {(Kk
s −Kl

s)[∆s(K
k
s −Kl

s, L
k(s)− Ll(s))

+H(s,Kk
s , L

k(s))−H(s,Kl
s, L

l(s))]} ds,

(3.54)

where the random matrix ∆s(K,L) is defined for each triplet (s,K,L) ∈ [0, T ]×Sn×
(Sn)d by

∆s(K,L) := A
∗
sK +KAs +

d∑
i=1

[Ci(s)
∗Li + Ci(s)∗KCi(s) + LiCi(s)].

In view of assumption (A2) and the fact that Kk is uniformly bounded and uni-

formly positive (see Step 1), (Nk+
∑d
i=1D

∗
iK

kDi)
−1 and (Nl+

∑d
i=1D

∗
iK

lDi)
−1 are

bounded uniformly in (k, l). Therefore the second integral in (3.54) is less than the
product of ‖Kk −Kl‖L∞

F (0,T ;Sn
+

) and

2E

∫ T

0

[
(2|A|+ |C|2)|Kk −Kl|+ 2|C||Lk − Ll|+ |H(s,Kk, Lk)|+ |H(s,Kl, Ll|] ds.

It is clear that the last quantity is less than a positive constant times the term (1 +
‖Kk‖2L∞

F
+ ‖Kl‖2L∞

F
+ ‖Lk‖2L2

F
+ ‖Ll‖2L2

F
), and it is thus bounded uniformly in (k, l)

(since {(Kk, Lk)}∞k=1 is bounded). Since

lim
k,l→∞

‖Kk −Kl‖L∞
F (0,T ;Sn

+
) = 0,

we conclude that the second integral in (3.54) converges to zero as k and l tend to∞,
and then we have the desired result.

Step 5. Let L be the limit in (L2
F (0, T ;S

n))d of the Cauchy sequence {Lk}∞k=1.
By Step 3, K ∈ L∞

F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)) is uniformly positive.
Therefore, it is meaningful to take the limit in BSRDEs (3.43) by letting k →∞. As
a result, (K,L) is shown to be an {Ft, 0 ≤ t ≤ T}-adapted solution to BSRDE (3.23).
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Step 6. Finally, we show the uniqueness. It is a consequence of the representation
(3.27). In fact, assume that (K,L) and (K̃, L̃) are two {Ft, 0 ≤ t ≤ T}-adapted
solutions of BSRDE (3.23) with

K, K̃ ∈ L∞
F (0, T ;Sn+) ∩ L∞(Ω,FT , P ;C([0, T ];Sn+)) and L, L̃ ∈ (L2

F (0, T ;S
n))d.

Then, we have

dδKs = −[∆s(δKs, δL(s)) +H(s,Ks, L(s))−H(s, K̃s, L̃(s))] ds

+

d∑
i=1

〈δLi(s), dwi(s)〉,
δKT = 0

(3.55)

with δK := K − K̃ and δL := L − L̃. Moreover, in view of Theorem 3.8, the two
symmetric n × n matrices K and K̃ are uniformly positive. Therefore, in view of
assumption (A2), both (N+

∑d
i=1D

∗
iKDi)

−1 and (N+
∑d
i=1D

∗
i K̃Di)

−1 are bounded
though the uniform positivity of the matrix N is not guaranteed (the nonnegativity is

sufficient!). The two difficult terms H(t,Kt, L(t)) and H(t, K̃t, L̃(t))—which appear
in the drift of the last equation, distinct from ∆(δK, δL) due to the nonlinearity—are
in LF (0, T ;Rn×n). This integrability, together with the fact that δK ∈ L∞

F (0, T ;Sn),
justify the following Itô’s formula in its expected form:

E|δK0|2 + E
∫ T

0

|δL|2 ds

= 2E

∫ T

0

δKs[∆s(δKs, δL(s)) +H(s,Ks, L(s))−H(s, K̃s, L̃(s))] ds.

(3.56)

Noting thatK and K̃ have the same representation (3.27), we have V (t, x) =〈Kx, x〉=
〈K̃x, x〉 for all x ∈ Rn, which implies δK = 0. Putting this equality into (3.56), we

have E
∫ T
0
|δL|2 ds = 0. This implies that L = L̃.

In what follows, we address a case in which assumption (A8) is true automatically.
To avoid the appearance of L in the nonlinear term of the drift, Bismut [6] and

Peng [27] imposed the following assumption.
(A9) Let the nonnegative integer d0 ≤ d. Denote by {Gt, 0 ≤ t ≤ T} the P -

augmented natural filtration generated by the (d − d0)-dimensional Brownian mo-
tion (wd0+1, . . . , wd). Let the matrix-valued processes A,B,C,D,M,Q,N be {Gt, 0 ≤
t ≤ T}-progressively measurable. The matrix-valued random variable M is GT -
measurable. Dd0+1 = · · · = Dd = 0.

Under assumption (A9), BSRDE (3.23) reduces to


dKt = −
[
A∗Kt +KtA+

d∑
i=1

C∗
iKtCi +Q

+

d∑
i=d0+1

(C∗
i Li(t) + Li(t)Ci)−

(
KtB +

d∑
i=1

C∗
iKtDi

)

×
(
N +

d0∑
i=1

D∗
iKtDi

)−1 (
KtB +

d∑
i=1

C∗
iKtDi

)∗]
dt

+

d∑
i=d0+1

Li(t) dwi(t), 0 ≤ t < T,

KT =M.

(3.57)
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The above Riccati equation is easier, for the second unknown variable L appears in
the drift in a linear way.

Bismut [6] and Peng [27] showed that assumption (A8) is true if assumption (A9)
is satisfied. According to Theorem 3.12, we obtain immediately the following theorem.

Theorem 3.13. Let assumptions (A1), (A2), (A5), (A6)′, and (A9) be satisfied.
Then, BSRDE (3.57) has a unique {Gt, 0≤ t ≤T}-adapted solution (K;Ld0+1, . . . , Ld)
such that K ∈ L∞

G (0, T ;Sn+) ∩ L∞(Ω,GT , P ;C([0, T ];Sn+)) and (Ld0+1, . . . , Ld) ∈
(L2

G(0, T ;S
n))d−d0 . Moreover, K(t, ω) is uniformly positive with respect to (t, ω) al-

most surely, Kt ≥ δβ−1
δ,T In×n, for all t ∈ [0, T ].

4. Concluding comments. In this paper, a new framework for the stochastic
LQ problem is developed where the cost may be independent of the control variable
and the coefficients are allowed to be random. In this setting, the two assumptions
(A2) and (A6)′ play a crucial role. However, in Theorems 3.8 and 3.11, if both
assumptions are replaced with assumption (A6) and the assumption that K is uni-
formly positive is removed, the assertions in both theorems are still true. To see this
comment, it is sufficient to mention the following points.

In the regular case, N+
∑d
i=1D

∗
iKDi is still uniformly positive and

∫ ·
0

∑d
i=1 Li dwi

is still a BMO-martingale (in view of Theorem 3.9).
In the regular case, to derive from the formula (3.32) the fact that û∈L2

F (0,T ;R
m),

it suffices to note the following points. We have for any deterministic constant α1 > 0,

EFt [〈KTkX̂Tk , X̂Tk〉 − 2〈ψTk , X̂Tk〉]
+ EFt

[∫ Tk

t

〈Q(X̂ − q), X̂ − q〉 ds+
∫ Tk

t

〈Nû, û〉 ds
]

≥ EFt
[
−2〈ψTk , X̂Tk〉+

∫ Tk

t

〈Nû, û〉 ds
]

≥ EFt
[
−α−1

1 |ψTk |2 − α1|X̂Tk |2 + δ
∫ Tk

t

|û|2 ds
]
.

(4.1)

In view of Lemma 2.1, we have

EFt [〈KTkX̂Tk , X̂Tk〉 − 2〈ψTk , X̂Tk〉]
+EFt

[∫ Tk

t

〈Q(X̂ − q), X̂ − q〉 ds+
∫ Tk

t

〈Nû, û〉 ds
]

≥EFt
[
(δ − α1β)

∫ Tk

t

|û|2 ds− α−1
1 |ψTk |2 − α1β

∫ Tk

t

(T |f |2 + |g|2) ds− α1β|x|2
]
.

(4.2)
We now choose a sufficiently small δ1 > 0, to say δ1 = δ

2β , such that δ − δ1β > 0.

Then, combining (3.32) and (4.2), we conclude through the same limiting analysis as
in the singular case that û ∈ L2

F (0, T ;R
m).

The proof of Theorem 3.11 involves Theorem 3.5. However, in Theorem 3.5, the
two assumptions (A2) and (A6)′ can be replaced with assumption (A6). To see this,
it is enough to note the following. The formula (3.9) is still true. It implies the
following:
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δE

∫ T

0

|ût|2 dt ≤ E
∫ T

0

〈Ntût, ût〉 dt

≤ E
∫ T

0

[
〈yt, ft〉+

d∑
i=1

〈zi(t), gi(t)〉
]
dt+ 〈y0, x〉.

(4.3)

In view of Lemma 2.1, we see that

E sup
0≤t≤T

|X̂t|2 ≤ β
δ

(
E

∫ T

0

[
〈yt, ft〉+

d∑
i=1

〈zi(t), gi(t)〉
]
dt+ 〈y0, x〉

)

+β

(
|x|2 + E

∫ T

0

(|ft|2 + |g(t)|2) dt
)
.

(4.4)

Then, combining the last inequality with (3.8), we have through a similar analysis as
in the singular case the desired estimate (3.7).

Finally, we remark that the solution of BSRDE (3.23) in general is still left open
in this paper. However, some subsequent works give new existence and uniqueness
results on BSRDE (3.23). See, for instance, Kohlmann and Tang [18, 19, 20] and Lim
and Zhou [23].

Note added in proof. The general existence and uniqueness for the solution of
BSRDE (3.23) has been proved recently. The reader is referred to Tang [32, 33].
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1. Introduction. Many problems in finance, communication networks, opera-
tions research, and other fields can be formulated as dynamic programming problems.
However, the dimension of the state space in these formulations is often too large for
the problem to be tractable. Moreover, the underlying dynamics are seldom known
and are often difficult to identify. Reinforcement learning and neuro-dynamic pro-
gramming [5, 19] methods try to overcome these difficulties by combining simulation-
based learning and compact representations of policies and value functions. The vast
majority of these methods falls into one of the following two categories:

(a) Actor-only methods work with a parameterized family of policies. The gra-
dient of the performance, with respect to the actor parameters, is directly
estimated by simulation, and the parameters are updated in a direction of
improvement [8, 10, 16, 23]. A possible drawback of such methods is that the
gradient estimators may have a large variance. Furthermore, as the policy
changes, a new gradient is estimated independently of past estimates. Hence,
there is no “learning” in the sense of accumulation and consolidation of older
information.

(b) Critic-only methods rely exclusively on value function approximation and
aim at learning an approximate solution to the Bellman equation, which will
then hopefully prescribe a near-optimal policy. Such methods are indirect in
the sense that they do not try to optimize directly over a policy space. A
method of this type may succeed in constructing a “good” approximation of
the value function yet lack reliable guarantees in terms of near-optimality of
the resulting policy.

Actor-critic methods [2] aim at combining the strong points of actor-only and critic-
only methods. The critic uses an approximation architecture and simulation to learn
a value function, which is then used to update the actor’s policy parameters in a
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direction of performance improvement. Such methods, as long as they are gradient-
based, may have desirable convergence properties, in contrast to critic-only methods
for which convergence is guaranteed in rather limited settings. They also hold the
promise of delivering faster convergence (due to variance reduction) than actor-only
methods. On the other hand, theoretical understanding of actor-critic methods has
been limited to the case of lookup table representations of policies and value functions
[12].

In this paper, we propose some actor-critic algorithms in which the critic uses
linearly parameterized approximations of the value function, and we provide a con-
vergence proof. The algorithms are based on the following important observation:
since the number of parameters that the actor has to update is relatively small (com-
pared to the number of states), the critic need not attempt to compute or approximate
the exact value function, which is a high-dimensional object. In fact, we show that
the critic should ideally compute a certain “projection” of the value function onto a
low-dimensional subspace spanned by a set of “basis functions,” which are completely
determined by the parameterization of the actor. This key insight was also derived
in simultaneous and independent work [20] that also included a discussion of certain
actor-critic algorithms.

The outline of the paper is as follows. In section 2, we state a formula for the
gradient of the average cost in a Markov decision process with finite state and action
space. We provide a new interpretation of this formula, and use it in section 3 to
derive our algorithms. In section 4, we consider Markov decision processes and the
gradient of the average cost in much greater generality and describe the algorithms in
this more general setting. In sections 5 and 6, we provide an analysis of the asymptotic
behavior of the critic and actor, respectively. The appendix contains a general result
concerning the tracking ability of linear stochastic iterations, which is used in section
5.

2. Markov decision processes and parameterized families of random-
ized stationary policies. Consider a Markov decision process with finite state space
X and finite action space U. Let c : X×U→ R be a given one-stage cost function. Let
p(y|x, u) denote the probability that the next state is y, given that the current state
is x and the current action is u. A randomized stationary policy (RSP) is a mapping
µ that assigns to each state x a probability distribution over the action space U. We
consider a set of RSPs {µθ; θ ∈ R

n}, parameterized in terms of a vector θ. For each
pair (x, u) ∈ X×U, µθ(u|x) denotes the probability of taking action u when the state
x is encountered, under the policy corresponding to θ. Hereafter, we will not distin-
guish between the parameter of an RSP and the RSP itself. Therefore, whenever we
refer to an “RSP θ,” we mean the RSP corresponding to parameter vector θ. Note
that, under any RSP, the sequence of states {Xk} and the sequence of state-action
pairs {Xk, Uk} of the Markov decision process form Markov chains with state spaces
X and X × U, respectively. We make the following assumption about the family of
policies.

Assumption 2.1 (finite case).

(a) For every x ∈ X, u ∈ U, and θ ∈ R
n, we have µθ(u|x) > 0.

(b) For every (x, u) ∈ X × U, the mapping θ �→ µθ(u|x) is twice differentiable.
Furthermore, the R

n-valued function θ → ∇ lnµθ(u|x) is bounded and has a
bounded first derivative, for any fixed x and u.∗

∗Throughout the paper, ∇ will stand for the gradient with respect to the vector θ.
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(c) For every θ ∈ R
n, the Markov chains {Xk} and {Xk, Uk} are irreducible and

aperiodic, with stationary probabilities πθ(x) and ηθ(x, u) = πθ(x)µθ(u|x),
respectively, under the RSP θ.

(d) There is a positive integer N, state x∗ ∈ X, and ε0 > 0 such that, for all
θ1, . . . , θN ∈ R

n,

N∑
k=1

[P (θ1) · · ·P (θk)]xx∗ ≥ ε0 ∀x ∈ X,

where P (θ) denotes the transition probability matrix for the Markov chain
{Xk} under the RSP θ. (We use here the notation [P ]xx∗ to denote the (x, x∗)
entry of a matrix P .)

The first three parts of the above assumption are natural and easy to verify. The
fourth part assumes that the probability of reaching x∗, in a number of transitions
that is independent of θ, is uniformly bounded away from zero. This assumption is
satisfied if part (c) of the assumption holds, and the policy probabilities µθ(u|x) are
all bounded away from zero uniformly in θ (see [11]).

Consider the average cost function ᾱ : R
n → R, defined by

ᾱ(θ) =
∑

x∈X,u∈U

c(x, u)ηθ(x, u).

A natural approach to minimize ᾱ(θ) over RSPs θ is to start with a policy θ0 and
improve it using gradient descent. To do this, we will rely on a formula for ∇ᾱ(θ) to
be presented shortly.

For each θ ∈ R
n, let Vθ : X → R be a “differential cost function,” i.e., a solution

of the Poisson equation:

ᾱ(θ) + Vθ(x) =
∑
u

µθ(u|x)
[
c(x, u) +

∑
y

p(y|x, u)Vθ(y)
]
.

Intuitively, Vθ(x) can be viewed as the “disadvantage” of state x: it is the expected
future excess cost—on top of the average cost—incurred if we start at state x. It plays
a role similar to that played by the more familiar value function that arises in total
or discounted cost Markov decision problems. Finally, for every θ ∈ R

n, we define the
Q-value function Qθ : X× U→ R by

Qθ(x, u) = c(x, u)− ᾱ(θ) +
∑
y

p(y|x, u)Vθ(y).

We recall the following result, as stated in [16]. (Such a result has been established
in various forms in [7, 8, 10] and elsewhere.)

Theorem 2.2. We have

∇ᾱ(θ) =
∑
x,u

ηθ(x, u)Qθ(x, u)ψθ(x, u),(2.1)

where

ψθ(x, u) = ∇ lnµθ(u|x).
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In [16], the quantity Qθ(x, u) in the above formula is interpreted as the expected
excess cost incurred over a certain renewal period of the Markov chain {Xn, Un},
under the RSP µθ, and is then estimated by means of simulation, leading to actor-
only algorithms. Here, we provide an alternative interpretation of the formula in
Theorem 2.2, as an inner product, and arrive at a different set of algorithms.

For any θ ∈ R
n, we define the inner product 〈·, ·〉θ of two real-valued functions

Q1, Q2 on X× U, viewed as vectors in R
|X||U|, by

〈Q1, Q2〉θ =
∑
x,u

ηθ(x, u)Q1(x, u)Q2(x, u).

(We will be using the above notation for vector- or matrix-valued functions as well.)
With this notation, we can rewrite the formula (2.1) as

∂

∂θi
ᾱ(θ) = 〈Qθ, ψiθ〉θ, i = 1, . . . , n,

where ψiθ stands for the ith component of ψθ. Let ‖ · ‖θ denote the norm induced by
this inner product on R

|X||U|. For each θ ∈ R
n, let Ψθ denote the span of the vectors

{ψiθ; 1 ≤ i ≤ n} in R
|X||U|.

An important observation is that although the gradient of ᾱ depends on the
function Qθ, which is a vector in a possibly very high-dimensional space R

|X||U|, the
dependence is only through its inner products with vectors in Ψθ. Thus, instead of
“learning” the function Qθ, it suffices to learn its projection on the low-dimensional
subspace Ψθ.

Indeed, let Πθ : R
|X||U| �→ Ψθ be the projection operator defined by

ΠθQ = arg min
Q̂∈Ψθ

‖Q− Q̂‖θ.

Since

〈Qθ, ψiθ〉θ = 〈ΠθQθ, ψiθ〉θ, i = 1, . . . , n,(2.2)

it is enough to know the projection of Qθ onto Ψθ to compute ∇ᾱ.
3. Actor-critic algorithms. We view actor-critic algorithms as stochastic gra-

dient algorithms on the parameter space of the actor. When the actor parameter
vector is θ, the job of the critic is to compute an approximation of the projection
ΠθQθ, which is then used by the actor to update its policy in an approximate gra-
dient direction. The analysis in [21, 22] shows that this is precisely what temporal
difference (TD) learning algorithms try to do, i.e., to compute the projection of an
exact value function onto a subspace spanned by feature vectors. This allows us to
implement the critic by using a TD algorithm. (Note, however, that other types of
critics are possible, e.g., based on batch solution of least squares problems, as long as
they aim at computing the same projection.)

We note some minor differences with the common usage of TD. In our context,
we need the projection of q-functions rather than value functions. But this is eas-
ily achieved by replacing the Markov chain {xt} in [21, 22] with the Markov chain
{Xk, Uk}. A further difference is that [21, 22] assume that the decision policy and
the feature vectors are fixed. In our algorithms, the decision policy as well as the
features need to change as the actor updates its parameters. As suggested by the
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results of [12, 6, 14], this need not pose any problems, as long as the actor parameters
are updated on a slower time-scale.

We are now ready to describe two actor-critic algorithms, which differ only as far
as the critic updates are concerned. In both variants, the critic is a TD algorithm
with a linearly parameterized approximation architecture for the Q-value function, of
the form

Qrθ(x, u) =

m∑
j=1

rjφjθ(x, u),

where r = (r1, . . . , rm) ∈ R
m denotes the parameter vector of the critic. The features

φjθ, j = 1, . . . ,m, used by the critic are dependent on the actor parameter vector θ
and are chosen so that the following assumptions are satisfied.

Assumption 3.1 (critic features).
(a) For every (x, u) ∈ X×U the map θ → φθ(x, u) is bounded and differentiable,

with a bounded derivative.
(b) The span of the vectors φjθ, j = 1, . . . ,m, in R

|X||U|, denoted by Φθ, contains
Ψθ.

Note that the formula (2.2) still holds if Πθ is redefined as the projection onto
Φθ, as long as Φθ contains Ψθ. The most straightforward choice would be to let the
number m of critic parameters be equal to the number n of actor parameters, and
φiθ = ψiθ for each i. Nevertheless, we allow the possibility that m > n and that
Φθ properly contains Ψθ, so that the critic can use more features than are actually
necessary. This added flexibility may turn out to be useful in a number of ways:

(a) It is possible that for certain values of θ, the feature vectors ψiθ are either
close to zero or are almost linearly dependent. For these values of θ, the
operator Πθ becomes ill-conditioned, which can have a negative effect on the
performance of the algorithms. This might be avoided by using a richer set
of features φiθ.

(b) For the second algorithm that we propose, which involves a TD(λ) critic with
λ < 1, the critic can only compute an approximate—rather than exact—
projection. The use of additional features can result in a reduction of the
approximation error.

To avoid the above first possibility, we choose features for the critic so that our next
assumption is satisfied. To understand that assumption, note that if the functions 1
and φjθ, j = 1, . . . ,m, are linearly independent for each θ, then there exists a positive
function a(θ) such that

||r′φ̂θ||2θ ≥ a(θ)|r|2,
where |r| is the Euclidean norm of r and φ̂θ is the projection of φθ on the subspace
orthogonal to the function 1. (Here and throughout the rest of the paper, 1 stands
for a function which is identically equal to 1.) Our assumption below involves the
stronger requirement that the function a(·) be uniformly bounded away from zero.

Assumption 3.2. There exists a > 0, such that for every r ∈ R
m and θ ∈ R

n

||r′φ̂θ||2θ ≥ a|r|2,
where

φ̂θ(x, u) = φθ(x, u)−
∑
x̄,ū

ηθ(x̄, ū)φθ(x̄, ū).
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Along with the parameter vector r, the critic stores some auxiliary parameters:
a scalar estimate α of the average cost and an m-vector Ẑ which represents Sutton’s
eligibility trace [5, 19]. The actor and critic updates take place in the course of a
simulation of a single sample path of the Markov decision process. Let rk, Ẑk, αk be
the parameters of the critic, and let θk be the parameter vector of the actor, at time
k. Let (X̂k, Ûk) be the state-action pair at that time. Let X̂k+1 be the new state,
obtained after action Ûk is applied. A new action Ûk+1 is generated according to the
RSP corresponding to the actor parameter vector θk. The critic carries out an update
similar to the average cost TD method of [22]:

αk+1 = αk + γk(c(X̂k+1, Ûk+1)− αk),

rk+1 = rk + γkdkẐk,
(3.1)

where the TD dk is defined by

dk = c(X̂k, Ûk)− αk + r′kφθk(X̂k+1, Ûk+1)− r′kφθk(X̂k, Ûk),

and where γk is a positive step-size parameter. The two variants of the critic differ in
their update of Ẑk, which is as follows.

TD(1) critic.

Ẑk+1 = Ẑk + φθk(X̂k+1, Ûk+1) if X̂k+1 �= x∗

= φθk(X̂k+1, Ûk+1) otherwise,

where x∗ is the special state introduced in Assumption 2.1.
TD(λ) critic, 0 < λ < 1.

Ẑk+1 = λẐk + φθk(X̂k+1, Ûk+1).

Actor. Finally, the actor updates its parameter vector according to

θk+1 = θk − βkΓ(rk)r
′
kφθk(X̂k+1, Ûk+1)ψθk(X̂k+1, Ûk+1),(3.2)

where Γ(·) is a scalar that controls the step-size βk of the actor, taking into account
the current estimate rk of the critic.

Note that we have used X̂k, Ûk, and Ẑk to denote the simulated processes in
the above algorithm. Throughout the paper we will use hats to denote the simulated
processes that are used to update the parameters in the algorithm, and Xk, Uk, and
Zk to denote processes in which a fixed RSP θ is used.

To understand the actor update, recall the formulas (2.1) and (2.2). According
to these formulas, if the projection Q̂θ of Qθ onto the subspace Φθ (which contains
Ψθ) was known for the current value of θ ∈ R

n, then Q̂θk(X̂k, Ûk)ψθk(X̂k, Ûk) would
be a reasonable estimate of ∇ᾱ(θk), because the steady-state expected value of the
former is equal to the latter. However, Q̂θk(X̂k, Ûk) is not known, and it is natural

to use in its place the critic’s current estimate, which is Qrkθk(X̂k, Ûk) = r′kφθ(X̂k, Ûk).
For the above scheme to converge, it is then important that the critic’s estimate be
accurate (at least asymptotically). This will indeed be established in section 5, under
the following assumption on the step-sizes.

Assumption 3.3.
(a) The step-sizes βk and γk are deterministic and nonincreasing and satisfy∑

k

βk =
∑
k

γk =∞,
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∑
k

β2
k <∞,

∑
k

γ2
k <∞, and

∑
k

(
βk
γk

)d
<∞

for some d > 0.
(b) The function Γ(·) is assumed to satisfy the following inequalities for some

positive constants C1 < C2:

|r|Γ(r) ∈ [C1, C2] ∀r ∈ R
m,

|Γ(r)− Γ(r̂)| ≤ C2|r − r̂|
1 + |r|+ |r̂| ∀r, r̂ ∈ R

n.(3.3)

The following result on the convergence properties of the actor is established in
section 6 in much greater generality.

Theorem 3.4. Under Assumptions 2.1 and 3.1–3.3, the following hold.
(a) In the actor-critic algorithm with a TD(1) critic, lim infk |∇ᾱ(θk)| = 0, w.p.1.
(b) For each ε > 0, there exists λ sufficiently close to 1 such that, in the actor-

critic algorithm with a TD(λ) critic, lim infk |∇ᾱ(θk)| < ε, w.p.1.
The algorithms introduced in this section are only two out of many possible

variations. For instance, one can also consider “episodic” problems, in which one
starts from a given initial state x∗ and runs the process until a random termination
time (at which time the process is reinitialized at x∗), with the objective of minimizing
the expected total cost until termination. In this setting, the average cost estimate αk
is unnecessary and is removed from the critic update formula. If the critic parameter
rk were to be reinitialized each time that x∗ is entered, one would obtain a method
closely related to Williams’s REINFORCE algorithm [23]. Such a method does not
involve any value function learning, because the observations during one episode do
not affect the critic parameter r during another episode. In contrast, in our approach,
the observations from all past episodes affect the current critic parameter r, and in
this sense, the critic is “learning.” This can be advantageous because, as long as θ
is changing slowly, the observations from recent episodes carry useful information on
the Q-value function under the current policy.

The analysis of actor-critic methods for total and/or discounted cost problems is
similar to (in fact, a little simpler than) that for the average cost case; see [20, 11].

4. Algorithms for Polish state and action spaces. In this section, we con-
sider actor-critic algorithms for Markov decision processes with Polish (complete,
separable, metric) state and action spaces. The algorithms are the same as for the
case of finite state and action spaces and therefore will not be repeated in this section.
However, we will restate our assumptions in the general setting, as the notation and
the theory is quite technical. Throughout, we will use the abbreviation w.p.1 for the
phrase with probability 1. We will denote norms on real Euclidean spaces with | · |
and norms on Hilbert spaces by || · ||. For a probability measure ν and a ν-integrable
function f , ν(f) will denote the expectation of f with respect to ν. Finally, for any
Polish space X, B(X) denotes its countably generated Borel σ-field.

4.1. Preliminaries. Consider a Markov decision process in which the state
space X and the action space U are Polish spaces, and with a transition kernel
p(dy|x, u) which for every (x, u) defines a probability measure on X. In the finite
case, we had considered a parameterized family of randomized stationary policies
(RSPs) described by a parameterized family of probability mass functions. Similarly,
we now consider a family of parameterized RSPs specified by a parameterized family
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of probability density functions. More specifically, let ν be a fixed measure on the
action space U. Let {µθ; θ ∈ R

n} be a family of positive measurable functions on
X×U such that for each x ∈ X, µθ(·|x) is a probability density function with respect
to ν(du), i.e., ∫

µθ(u|x)ν(du) = 1 ∀x, θ.

This parameterized family of density functions can be viewed as a parameterized
family of RSPs where, for each θ ∈ R

n, the probability distribution of an action at
state x under RSP θ is given by µθ(u|x)ν(du).

Note that the state-action process {Xk, Uk} of a Markov decision process con-
trolled by any fixed RSP is a Markov chain. For each θ, let Pθ,x denote the probability
law of the state-action process {Xk, Uk} in which the starting state X0 is x. Let Eθ,x
denote expectation with respect to Pθ,x.

Assumption 4.1 (irreducibility and aperiodicity). For each θ ∈ R
n, the process

{Xk} controlled by RSP θ is irreducible and aperiodic.
For the details on the notion of irreducibility for general state space Markov

chains, see [17]. Under Assumption 4.1, it follows from Theorem 5.2.2 of [17] that
for each θ ∈ R

n, there exists a set of states X0(θ) ∈ B(X), a positive integer N(θ), a
constant δθ > 0, and a probability measure ϑθ on X, such that ϑθ(X0(θ)) = 1 and

Pθ,x(XN(θ) ∈ B) ≥ δθϑθ(B) ∀θ ∈ R
n, x ∈ X0(θ), B ∈ B(X).

We will now assume that such a condition holds uniformly in θ. This is one of the most
restrictive of our assumptions. It corresponds to a “stochastic stability” condition,
which holds uniformly over all policies.

Assumption 4.2 (uniform geometric ergodicity).
(a) There exists a positive integer N , a set X0 ∈ B(X), a constant δ > 0, and a

probability measure ϑ on X, such that

Pθ,x(XN ∈ B) ≥ δϑ(B) ∀θ ∈ R
n, x ∈ X0, B ∈ B(X).(4.1)

(b) There exists a function L : X→ [1,∞) and constants 0 ≤ ρ < 1, b > 0, such
that, for each θ ∈ R

n,

Eθ,x[L(X1)] ≤ ρL(x) + bIX0(x) ∀x ∈ X,(4.2)

where IX0
(·) is the indicator function of the set X0. We call a function L

satisfying the above condition a stochastic Lyapunov function.
We note that in the finite case, Assumption 2.1(d) implies that Assumption 4.2

holds. Indeed, the first part of Assumption 4.2 is immediate, with X0 = {x∗}, δθ = ε0,
and ϑ equal to a point mass at state x∗. To verify the second part, consider the first
hitting time τ of the state x∗. For a sequence {θk} of values of the actor parameter,
consider the time-varying Markov chain obtained by using policy θk at time k. For
s > 1, consider the function

L(x) = sup
{θk}

E [sτ |X0 = x] .

Assumption 2.1(d) guarantees that L(·) is finite when s is sufficiently close to 1. Then
it is a matter of simple algebraic calculations to see that L(·) satisfies (4.2).
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Using geometric ergodicity results (Theorem 15.0.1) in [17], it can be shown that
if Assumption 4.2 is satisfied, then for each θ ∈ R

n the Markov chains {Xk} and
{Xk, Uk} have steady-state distributions πθ(dx) and

ηθ(dx, du) = πθ(dx)µθ(u|x)ν(du),
respectively. Moreover, the steady state is reached at a geometric rate (see Lemma
4.3 below). For any θ ∈ R

n, we will use 〈·, ·〉θ and || · ||θ to denote the inner product
and the norm, respectively, on L2(ηθ). Finally, for any θ ∈ R

n, we define the operator
Pθ on L2(ηθ) by

(PθQ)(x, u) = Eθ[Q(X1, U1) | X0 = x, U0 = u]

=

∫
Q(y, ū)µθ(ū|y)p(dy|x, u)ν(dū) ∀(x, u) ∈ X× U, Q ∈ L2(ηθ).

For the finite case, we introduced certain boundedness assumptions on the maps
θ �→ ψθ(x, u) and θ �→ φθ(x, u) and their derivatives. For the more general case
considered here, these bounds may depend on the state-action pair (x, u). We wish to
bound the rate of growth of such functions, as (x, u) changes, in terms of the stochastic
Lyapunov function L. Toward this purpose, we introduce a class D of functions that
satisfy the desired growth conditions.

We will say that a parameterized family of functions fθ : X × U �→ R belongs to
D if there exists a function q : X× U �→ R and constants C, Kd (d ≥ 1), such that

fθ(x, u) ≤ Cq(x, u) ∀ x ∈ X, u ∈ U, θ ∈ R
n

and

Eθ,x
[|q(x, U0)|d

] ≤ KdL(x) ∀ θ, x, d ≥ 1.

For easy reference, we collect here various useful properties of the class D. The
proof is elementary and is omitted.

Lemma 4.3. Consider a process {X̂k, Ûk} driven by RSPs θk which change with
time but in a nonanticipative manner (i.e., θk is completely determined by (X̂l, Ûl),
l ≤ k). Assume that E[L(X̂0)] <∞.

(a) The sequence E[L(X̂k)], k = 1, 2, . . . , is bounded.
(b) If the parametric class of functions fθ belongs to D, then for any d ≥ 1 and

any (possibly random) sequence {θ̃k}

sup
k

E
[∣∣fθ̃k(X̂k, Ûk)

∣∣d] <∞.

(c) In particular, the above boundedness property holds when θk and θ̃k are held
fixed at some θ, for all k, so that the process {X̂k, Ûk} is time-homogeneous.

(d) If fθ ∈ D, then the maps (x, u) → Eθ,x[fθ(x, U0)] and (x, u) → (Pθfθ)(x, u)
also belong to D, and

fθ ∈ Ld(ηθ) ∀θ ∈ R
n, d ≥ 1.

(e) For any function f ∈ D, the steady-state expectation πθ(f) is well-defined and
a bounded function of θ, and there exists a constant C > 0 such that

|Eθ,x[f(Xk, Uk)]− πθ(f)| ≤ CρkL(x) ∀x ∈ X, θ ∈ R
n.(4.3)
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(f) If the parametric classes of functions fθ and gθ belong to D, then
fθ + gθ ∈ D, fθgθ ∈ D.

The next two assumptions will be used to show that the average cost is a smooth
function of the policy parameter θ. In the finite case, their validity is an automatic
consequence of Assumption 2.1.

Assumption 4.4 (differentiability).
(a) For every x ∈ X, u ∈ U, and θ ∈ R

n, we have µθ(u|x) > 0.
(b) The mapping θ �→ µθ(u|x) is twice differentiable. Furthermore, ψθ(x, u) =
∇ lnµθ(u|x) and its derivative belong to D.

(c) For every θ0, there exists ε > 0 such that the class of functions

{∇µθ(u|x)/µθ̄(u|x), |θ − θ0| ≤ ε, |θ̄ − θ0| ≤ ε}
(parameterized by θ and θ̄) belongs to D.

Assumption 4.5. The cost function c(·, ·) belongs to D.
Under the above assumptions we wish to prove that a gradient formula similar

to (2.1) is again valid. By Assumption 4.5 and Lemma 4.3, c ∈ L2(ηθ) and therefore
the average cost function can be written as

ᾱ(θ) =

∫
c(x, u)πθ(dx)µθ(u|x)ν(du) = 〈c, 1〉θ.

We say that Q ∈ L2(ηθ) is a solution of the Poisson equation with parameter θ if Q
satisfies

Q = c− ᾱ(θ)1 + PθQ.(4.4)

Using Proposition 17.4.1 from [17], one can easily show that a solution to the Poisson
equation with parameter θ exists and is unique up to a constant. That is, if Q1, Q2

are two solutions, then Q1 −Q2 and 1 are collinear in L2(ηθ). One obvious family of
solutions to the Poisson equation is

Qθ(x, u) =

∞∑
k=0

Eθ,x [ (c(Xk, Uk)− ᾱ(θ))|U0 = u] .

(The convergence of the above series is a consequence of (4.3).)
There are other (e.g., regenerative) representations of solutions to the Poisson

equation which are useful both for analysis and for derivation of algorithms. For
example, Glynn and L’Ecuyer [9] use regenerative representations to show that the
steady-state expectation of a function is differentiable under certain assumptions. We
use similar arguments to prove that the average cost function ᾱ(·) is twice differ-
entiable with bounded derivatives. Furthermore, it can be shown that there exist
solutions Q̂θ(x, u) to the Poisson equation that are differentiable in θ. From a tech-
nical point of view, our assumptions are similar to those provided by Glynn and
L’Ecuyer [9]. The major difference is that [9] concerns Markov chains {Xk} that have
the recursive representation

Xk+1 = f(Xk,Wk),

where Wk are i.i.d., whereas we allow the distribution of Wk (which is Uk in our
case) to depend on Xk. Furthermore, the formula for the gradient of steady-state
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expectations that we derive here is quite different from that of [9] and makes explicit
the role of the Poisson equation in gradient estimation. The following theorem holds
for any solution Qθ : X × U → R of the Poisson equation with parameter θ. We
provide only an outline of the proof and refer the reader to [15] for the details.

Theorem 4.6. Under Assumptions 4.1, 4.2, 4.4, and 4.5,

∇ᾱ(θ) = 〈ψθ, Qθ〉θ.

Furthermore, ∇ᾱ(θ) has bounded derivatives.
Proof. (Outline) Using regenerative representations and likelihood ratio methods,

we can show that ᾱ(θ) is differentiable and that there exists a parameterized family
{Q̂θ(x, u)} of solutions to the Poisson equation, belonging to D, such that the map
θ → Q̂θ(x, u) is differentiable for each (x, u), and such that the family of functions
∇Q̂θ(x, u) belongs to D (see [15]). Then one can differentiate both sides of equation
(4.4) with respect to θ to obtain

∇ᾱ(θ)1 +∇Q̂θ = Pθ(ψθQ̂θ) + Pθ(∇Q̂θ).

(This step involves an interchange of differentiation and integration justified by uni-
form integrability.) Taking inner product with 1 on both sides of the above equation
and using that ∇Q̂θ ∈ L2(ηθ) and

〈1, Pθf〉θ = 〈1, f〉θ ∀f ∈ L2(ηθ),

we obtain ∇ᾱ(θ) = 〈Q̂θ, ψθ〉θ = 〈Qθ, ψθ〉θ, where the second equality follows from
the fact that Qθ − Q̂θ and 1 are necessarily collinear and the easily verified fact
〈1, ψθ〉θ = 0.

Since ψθ and Q̂θ are both differentiable with respect to θ, with the derivatives
belonging to D, the formula

∇ᾱ(θ) = 〈ψθ, Qθ〉θ = 〈1, ψθQθ〉

implies that ∇ᾱ(θ) is also differentiable with bounded derivative.
Before we move on to present the algorithms for Polish state and action spaces,

we illustrate how the above assumptions can be verified in the context of a simple
inventory control problem.

Example 4.7. Consider a facility with Xk ∈ R amount of stock at the beginning
of the kth period, with negative stock representing the unsatisfied (or backlogged)
demand. Let Dk ≥ 0 denote the random demand during the kth period. The problem
is to determine the amount of stock to be ordered at the beginning of the kth period,
based on the current stock and the previous demands. If Uk ≥ 0 represents the
amount of stock ordered at the beginning of the kth period, then the cost incurred is
assumed to be

c(Xk, Uk) = hmax(0, Xk) + bmax(0,−Xk) + pUk,

where p is the price of the material per unit, b is the cost incurred per unit of back-
logged demand, and h is the holding cost per unit of stock in the inventory. Moreover,
the evolution of the stock Xk is given by

Xk+1 = Xk + Uk −Dk, k = 0, 1, . . . .
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If we assume that the demands Dk, k = 0, 1 . . . , are nonnegative and i.i.d. with finite
mean, then it is well known (e.g., see [4]) that there is an optimal policy µ∗ of the
form

µ∗(x) = max(S − x, 0)

for some S > 0 depending on the distribution of Dk. A good approximation for
policies having the above form is the family of randomized policies in which S is
chosen at random from the density

pθ(s) =
1

2T
sech2

(
s− s̄(θ)

T

)
,

where s̄(θ) = eθC/(1 + eθ). The constant C is picked based on our prior knowledge
of an upper bound on the parameter S in an optimal policy. To define the family of
density functions {µθ} for the above family of policies, let ν(du) be the sum of the
Dirac measure at 0 and the Lebesgue measure on [0,∞). Then the density functions
are given by

µθ(0|x) = 1

2

(
1 + tanh

(
x− s̄(θ)

T

))
,

µθ(u|x) = 1

2T
sech2

(
x+ u− s̄(θ)

T

)
, u > 0.

The dynamics of the stock in the inventory, when controlled by policy µθ, are described
by

Xk+1 = max(Xk, Sk)−Dk, k = 0, 1 . . . ,

where the {Sk} are i.i.d. with density pθ and independent of the demands Dk and
the stock Xk. It is easy to see that the Markov chain {Xk} is irreducible. To prove
that the Markov chain is aperiodic, it suffices to show that (4.1) holds with N = 1.
Indeed, for X0 = [−a, a], x ∈ X0, and a Borel set B consider

Pθ,x(X1 ∈ B) = Pθ,x(max(x, S0)−D0 ∈ B),

≥ Pθ,x(S0 −D0 ∈ B,S0 ≥ a),

≥
∫
B

∫ ∞

a−t

(
inf
θ
pθ(t+ y)

)
D(dy)dt,

where D(dy) is the probability distribution of D0 and ϑ(dy) is the right-hand side
appropriately normalized. This normalization is possible because the above integral
is positive when B = X0.

To prove the Lyapunov condition (4.2), assume that Dk has exponentially de-
creasing tails. In other words, assume that there exists γ > 0 such that

E[exp(γD0)] <∞.

We first argue intuitively that the function

L(x) = exp(γ̄|x|)
for some γ̄ with min(γ, 1

T ) > γ̄ > 0 is a good candidate Lyapunov function. To see
this, note that the desired inequality (4.2) requires the Lyapunov function to decrease
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by a common factor outside some set X0. Let us try the set X0 = [−a, a] for a
sufficiently larger than C. If the inventory starts with a stock larger than a, then no
stock is ordered with very high probability (since S0 is most likely less than C) and
therefore the stock decreases by D0, decreasing the Lyapunov function by a factor
of E[exp(−γ̄D0)] < 1. If the inventory starts with a large backlogged demand, then
most likely new stock will be ordered to satisfy all the backlogged demand decreasing
the Lyapunov function to almost 1. This can be made precise as follows:

Eθ,x[L(X1)] = Eθ,x[exp(γ̄|max(x, S0)−D0|)]
= exp(γ̄x)Pθ,x(S0 ≤ x)Eθ,x[exp(−γ̄D0);D0 ≤ x]

+ exp(−γ̄x)Pθ,x(S0 ≤ x)Eθ,x[exp(γ̄D0);D0 > x]

+Eθ,x[exp(γ̄|S0 −D0|);S0 > x].

Note that the third term is bounded uniformly in θ, x since γ̄ < min( 1
T , γ). The

first term is bounded when x is negative, and the second term is bounded when x is
positive. Therefore the Lyapunov function decreases by a factor of E[exp(−γ̄D0)] < 1
when x > a and decreases by a factor of P(S0 ≤ −a)E[exp(γ̄D0)] < 1 for a sufficiently
large. The remaining assumptions are easy to verify.

4.2. Critic. In the finite case, the feature vectors were assumed to be bounded.
This assumption is seldom satisfied for infinite state spaces. However, it is reasonable
to impose some bounds on the growth of the feature vectors, as in the next assumption.

Assumption 4.8 (critic features).
(a) The family of functions φθ(x, u) belongs to D.
(b) For each (x, u), the map θ �→ φθ(x, u) is differentiable, and the family of

functions ∇φθ(x, u) belongs to D.
(c) There exists some a > 0, such that

||r′φ̂θ||2θ ≥ a|r|2 ∀θ ∈ R
n, r ∈ R

m,(4.5)

where φ̂θ = φθ − 〈φθ, 1〉θ1.
(d) For each θ ∈ R

n, the subspace Φθ in L2(ηθ) spanned by the features φiθ,
i = 1, . . . ,m, of the critic contains the subspace Ψθ spanned by the functions
ψjθ, j = 1, . . . , n, i.e.,

Φθ ⊃ Ψθ ∀θ ∈ R
n.

4.2.1. TD(1) critic. For the TD(1) critic, we will strengthen Assumption 4.2
by adding the following condition.

Assumption 4.9. The set X0 consists of a single state x∗, and

Eθ,x∗ [φθ(x
∗, U0)] = 0 ∀θ ∈ R

n.

The requirement that there is a single state that is hit with positive probability
is quite strong but is satisfied in many practical situations involving queuing systems,
as well as for systems that have been made regenerative using the splitting techniques
of [1] and [18]. The assumption that the expected value of the features at x∗ is zero is
automatically satisfied in the special case where φθ = ψ. Furthermore, for features of
the form φθ(x) that do not depend on u, the assumption is easily satisfied by enforcing
the condition φθ(x

∗) = 0. It is argued in [11] that besides ψθ, there is little benefit in
using additional features that depend on u. Therefore, the assumption imposed here
is not a major restriction.
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5. Convergence of the critic. In this section, we analyze the convergence of
the critic in the algorithms described above, under the assumptions introduced in
section 4, together with Assumption 3.3 on the step-sizes. If θk was held constant
at some value θ, it would follow (similar to [22], which dealt with the finite case)
that the critic parameters converge to some r̄(θ). In our case, θk changes with k, but
slowly, and this will allow us to show that rk − r̄(θk) converges to zero. To establish
this, we will cast the update of the critic as a linear stochastic approximation driven
by Markov noise, specifically in the form of (A.1) in Appendix A. We will show that
the critic update satisfies all the hypotheses of Theorem A.7 of Appendix A, and the
desired result (Theorem 5.7) will follow. The assumptions of the result in Appendix
A are similar to the assumptions of a result (Theorem 2) used in [22]. Therefore, the
proof we present here is similar to that in [22], modulo the technical difficulties due
to more general state and action spaces. We start with some notation.

For each time k, let

Ŷk+1 = (X̂k, Ûk, Ẑk),

Rk =

(
Lαk
rk

)

for some deterministic constant L > 0, whose purpose will be clear later. Let Fk be
the σ-field generated by {Yl, Rl, θl, l ≤ k}. For y = (x, u, z), define

hθ(y) =

(
Lc(x, u)
zc(x, u)

)
,

Gθ(y) =

(
1 0

z/L G̃θ(y)

)
,

where

G̃θ(y) = z (φ′
θ(x, u)− (Pθφθ)

′(x, u)) .

It will be shown later that the steady-state expectation of G̃θ(y) is positive definite.
The constant L is introduced because when it is chosen small enough, we will be able
to show that the steady-state expectation of Gθ(y) is also positive definite.

The update (3.1) for the critic can be written as

Rk+1 = Rk + γk(hθk(Ŷk+1)−Gθk(Ŷk+1)Rk + ξkRk),

which is a linear iteration with Markov-modulated coefficients and ξk is a martingale
difference given by

ξk =

[
0

Ẑk

(
φ′
θk
(X̂k+1, Ûk+1)− (Pθkφ

′
θk
)(X̂k, Ûk)

) ]
.

To apply Theorem A.7 to this update equation, we need to prove that it satisfies
Assumptions A.1–A.6. We will verify these assumptions for the two cases λ = 1 and
λ < 1 separately.

Assumption A.1 follows from our Assumption 3.3. Assumption A.2 is trivially
satisfied. To verify Assumption A.4, we use the actor iteration (3.2) to identify Hk+1

with Γ(rk)r
′
kφθk(X̂k+1, Ûk+1)ψθk(X̂k+1, Ûk+1). Because of Assumption 3.3(b), the
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term Γ(rk)rk is bounded. Furthermore, since ψθ and φθ belong to D (Assumptions
4.4 and 4.8), Lemma 4.3(b) implies that E[|Hk|d] is bounded. This, together with As-
sumption 3.3(a), shows that Assumption A.4 is satisfied. In the next two subsections,
we will concentrate on showing that Assumptions A.3, A.5, and A.6 are satisfied.

5.1. TD(1) critic. Define a process Zk in terms of the process {Xk, Uk} of
section 4.1 (in which the policy is fixed) as follows:

Z0 = φθ(X0, U0), Zk+1 = I{Xk+1 �= x∗}Zk + φθ(Xk+1, Uk+1),

where I is the indicator function. Note that the process {Zk} depends on the param-
eter θ. Whenever we use this process inside an expectation or a probability measure,
we will assume that the parameter of this process is the same as the parameter of
the probability or expectation. It is easy to see that Yk+1 = (Xk, Uk, Zk) is a Markov
chain. Furthermore, the transition kernel of this process, when the policy parameter
is θ, is the same as that of {Ŷk} when the actor parameter is fixed at θ.

Let τ be the stopping time defined by

τ = min{k > 0 | Xk = x∗}.

For any θ ∈ R
n, define Tθ and Qθ by

Tθ(x, u) = Eθ,x[τ | U0 = u],

Qθ(x, u) = Eθ,x

[
τ−1∑
k=0

(c(Xk, Uk)− ᾱ(θ))
∣∣∣ U0 = u

]
.

Lemma 5.1. The families of functions Tθ and Qθ both belong to D.
Proof. The fact that Tθ ∈ D follows easily from the assumption that X0 =

x∗ (Assumption 4.9) and the uniform ergodicity Assumption 4.2. Using Theorem
15.2.5 of [17], we obtain that Eθ,x[Qθ(x, U0)]

d ≤ K ′
dL(x) for some K ′

d > 0, so that
Eθ,x[Qθ(x, U0)]

d also belongs to D. Since

Qθ(x, u) = c(x, u)− ᾱ(θ) +Eθ,x[Qθ(X1, U1)|U0 = u]

is a sum of elements of D, it follows that Qθ also belongs to D.
Using simple algebraic manipulations and Assumption 4.9, we obtain, for every

θ ∈ R
n,

Eθ,x∗

[
τ−1∑
k=0

((
c(Xk, Uk)− ᾱ(θ)

)
Zk − 〈Qθ, φθ〉θ

)]
= 0,

Eθ,x∗

[
τ−1∑
k=0

(
Zk
(
φ′
θ(Xk, Uk)− φ′

θ(Xk+1, Uk+1)
)− 〈φθ, φ′

θ〉θ
)]

= 0.

This implies that the steady-state expectations of hθ(y) and Gθ(y) are given by

h̄(θ) =

(
Lᾱ(θ)

h̄1(θ) + ᾱ(θ)Z̄(θ)

)
,

Ḡ(θ) =

(
1 0

Z̄(θ)/L Ḡ1(θ)

)
,
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where

h̄1(θ) = 〈Qθ, φθ〉θ, Z̄(θ) = 〈Tθ, φθ〉θ, Ḡ1(θ) = 〈φθ, φ′
θ〉θ.

For y = (x, u, z), we define

ĥθ(y) = Eθ,x̄

[
τ−1∑
k=0

(hθ(Yk)− h̄(θ))
∣∣∣ Y0 = y

]
,

Ĝθ(y) = Eθ,x̄

[
τ−1∑
k=0

(Gθ(Yk)− Ḡ(θ))
∣∣∣ Y0 = y

]
,

and it can be easily verified that part (a) of Assumption A.3 is satisfied. Note that we
have been working with families of functions that belong to D, and which therefore
have steady-state expectations that are bounded functions of θ (Lemma 4.3(e)). In
particular, Ḡ(·) and h̄(·) are bounded, and part (b) of Assumption A.3 is satisfied.

To verify the other parts of Assumption A.3, we will need the following result.
Lemma 5.2. For every d > 1, supk E[|Ẑk|d] <∞.
Proof. Let Ŵk denote the vector (X̂k, Ûk, Ẑk, rk, αk, θk). Since the step-size se-

quences {γk} and {βk} are deterministic, {Ŵk} forms a time-varying Markov chain.
For each k, let Pk,ŵ denote the conditional law of the process {Ŵn} given that

Ŵk = ŵ. Define a sequence of stopping times for the process {Ŵn} by letting

τ̂k = min{n > k : X̂n = x∗}.
For 1 < t < 1/ρ, define

V
(d)
k (ŵ) = Ek,ŵ

[
τk−1∑
l=k

tl−k(1 + |Ẑl|d)
]
,

which can be verified to be finite, due to uniform geometric ergodicity and the as-

sumption that φθ belongs to D. It is easy to see that V
(d)
k (Ŵk) ≥ |Ẑk|d. Therefore, it

is sufficient to prove that E[V
(d)
k (Ŵk)] is bounded.

We will now show that V
(d)
k (ŵ) acts as a Lyapunov function for the algorithm.

Indeed,

V
(d)
k (ŵ) ≥ Ek,ŵ

[
τk−1∑
l=k+1

tl−k(1 + |Ẑl|d)
]

= Ek,ŵ

[
τk−1∑
l=k+1

tl−k(1 + |Ẑl|d)I{X̂k+1 �= x∗}
]

= tEk,ŵ

[
V

(d)
k+1(Ŵk+1)I{X̂k+1 �= x∗}

]
= tEk,ŵ

[
V

(d)
k+1(Ŵk+1)

]
− tEk,ŵ

[
V

(d)
k+1(Ŵk+1)I{X̂k+1 = x∗}

]
.

Using the geometric ergodicity condition (4.2), some algebraic manipulations, and the

fact that φθ belongs to D, we can verify that Ek,ŵ[V
(d)
k+1(Ŵ1)I{X̂1 = x∗}] is bounded

by some constant C. We take expectations of both sides of the preceding inequality,
with ŵ distributed as the random variable Ŵk, and use the property

E
[
Ek,Ŵk

[
V

(d)
k+1(Ŵk+1)

]]
= E[V

(d)
k+1(Ŵk+1)]
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to obtain

E[V
(d)
k (Ŵk)] ≥ tE[V

(d)
k+1(Ŵk+1)]− C.

Since t > 1, E[V
(d)
k (Ŵk)] is bounded, and the result follows.

To verify part (c) of Assumption A.3, note that ĥθ(·), Ĝθ(·), hθ(·), and Gθ(·) are
affine in z, of the form

f
(1)
θ (·) + zf

(2)
θ (·),

for some functions f
(i)
θ that belong to D. Therefore, Holder’s inequality and Lemma

5.2 can be used to verify part (c) of Assumption A.3. As in the proof of Theorem
4.6, likelihood ratio methods can be used to verify Assumptions parts (d) and (e) of
Assumption A.3; see [15] for details. Assumption A.5 follows from Holder’s inequality,
Lemma 5.2, and part (b) of Lemma 4.3.

Finally, the following lemma verifies Assumption A.6.
Lemma 5.3. There exist L and ε > 0 such that for all θ ∈ R

n and R ∈ R
m+1,

R′Ḡ(θ)R ≥ ε|R|2.
Proof. Let R = (α, r), where α ∈ R and r ∈ R

m. Using the definition of Ḡ(θ),
and Assumption 4.8(c) for the first inequality, we have

R′Ḡ(θ)R = ||r′φθ||2θ + |α|2 + r′Z̄(θ)α/L

≥ a|r|2 + |α|2 − r′Z̄(θ)α/L

≥ min(a, 1)|R|2 − |Z̄(θ)|(|r|2 + |α|2)/2L

=

(
min(a, 1)− Z̄(θ)

2L

)
|R|2.

We can now choose L > supθ |Z̄(θ)|/min(a, 1), which is possible because Z̄(θ) is
bounded (it is the steady-state expectation of a function in D).

5.2. TD(λ) critic. To analyze the TD(λ) critic, with 0 < λ < 1, we redefine
the process Zk as

Zk+1 = λZk + φθ(Xk+1, Uk+1).

As in the case of TD(1), we consider the steady-state expectations

h̄(θ) =

(
Lᾱ(θ)

h̄1(θ) + ᾱ(θ)Z̄(θ)

)
, Ḡ(θ) =

(
1 0

Z̄(θ)/L Ḡ1(θ)

)

of hθ(Yk) and Gθ(Yk). For the present case, the entries of h̄ and Ḡ are given by

h̄1(θ) =

∞∑
k=0

λk〈P kθ c− ᾱ(θ)1, φθ〉θ,

Ḡ1(θ) = 〈φθ, φ′
θ〉θ − (1− λ)

∞∑
k=0

λk〈P k+1
θ φθ, φ

′
θ〉θ,
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and Z̄(θ) = (1−λ)−1〈1, φθ〉θ. As in Assumption 4.8(c), let φ̂θ = φθ−〈φθ, 1〉θ1. Then,
Pθφθ − φθ = Pθφ̂θ − φ̂θ, and Ḡ1(θ) can also be written as

Ḡ1(θ) = 〈φ̂θ, φ̂′
θ〉θ − (1− λ)

∞∑
k=0

λk〈P k+1
θ φ̂θ, φ̂

′
θ〉θ.

By an argument similar to the one used for the case of TD(1), we can see that Ḡ(·)
and h̄(·) are bounded and, therefore, part (b) of Assumption A.3 is satisfied.

Lemma 5.4. There exists a positive constant C, such that for all k ≥ 0, θ, x, λ,
we have

(a)
∣∣∣Eθ,x[(c(Xk, Uk)− ᾱ(θ))Zk

]− h̄1(θ)
∣∣∣ ≤ Ckmax(λ, ρ)kL(x),

(b)
∣∣∣Eθ,x[Zk(φ′

θ(Xk, Uk)− φ′
θ(Xk+1, Uk+1))

]− Ḡ(θ)
∣∣∣ ≤ Ckmax(λ, ρ)kL(x).

Proof. We have∣∣∣Eθ,x[(c(Xk, Uk)− ᾱ(θ))Zk
]− h̄1(θ)

∣∣∣
≤

k∑
l=0

λl
∣∣∣Eθ,x[(c(Xk, Uk)− ᾱ(θ))φθ(Xk−l, Uk−l)

]− 〈P lθc− ᾱ(θ)1, φθ〉θ
∣∣∣

+ C ′λk

≤
k∑
l=0

C ′λlρk−lL(x) + C ′λkL(x)

≤
k∑
l=0

2C ′ max(λ, ρ)kL(x),

where the second inequality makes use of Lemma 4.3(e) and the assumption L(x) ≥ 1.
This proves part (a). The proof of part (b) is similar.

From the previous lemma, it is clear that, for θ ∈ R
n and y = (x, u, z),

ĥθ(y) =

∞∑
k=0

Eθ,x
[
(hθ(Yk)− h̄(θ))

∣∣Y0 = y
]
,

Ĝθ(y) =

∞∑
k=0

Eθ,x
[
(Gθ(Yk)− Ḡ(θ))

∣∣Y0 = y
]
,

are well-defined, and it is easy to check that part (a) of Assumption A.3 is satisfied.
To verify part (c) of Assumption A.3, we have the following counterpart of Lemma

5.2.
Lemma 5.5. For every d > 1, we have supk E[|Ẑk|d] <∞.
Proof. We have, using Jensen’s inequality,

|Ẑk|d = 1

(1− λ)d

∣∣∣(1− λ)

k∑
l=0

λk−lφθk(X̂k, Ûk)
∣∣∣d

≤ 1

(1− λ)d
(1− λ)

k∑
l=0

λk−l
∣∣∣φθk(X̂k, Û)

∣∣∣d .
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We note that E[|φθk(X̂k, Ûk)|d] is bounded (Lemma 4.3(b)), from which it follows

that E[|Ẑk|d] is bounded.
The verification of parts (d) and (e) of Assumption A.3 is tedious, and we provide

only an outline (see [15] for the details). The idea is to write the components of

ĥθ(·), Ĝθ(·) that are linear in z in the form

∞∑
k=0

λkEθ,x[fθ(Yk) | U0 = u, Z0 = z]

for suitably defined functions fθ, and show that the map θ �→ Eθ[fθ(Yk) | U0 =
u, Z0 = z] is Lipschitz continuous, with Lipschitz constant at most polynomial in k.
The “forgetting” factor λk dominates the polynomial in k, and thus the sum will
be Lipschitz continuous in θ. Assumption A.5 follows from Holder’s inequality, the
previous lemma and part (b) of Lemma 4.3. For the components that are not linear
in z, likelihood ratio methods are used.

Finally, we will verify Assumption A.6 in the following lemma.
Lemma 5.6. There exist L and ε > 0 such that, for all θ ∈ R

n and R ∈ R
m+1,

R′Ḡ(θ)R ≥ ε|R|2.

Proof. Recall the definition φ̂θ = φθ − 〈φθ, 1〉θ1 of φ̂θ. Using Lemma 4.3(e) and

the fact πθ(φ̂θ) = 0, we obtain, for some constant C,

||P kθ φ̂jθ||θ ≤ Cρk ∀θ, k.
Therefore, for any r ∈ R

m, we have∥∥∥P kθ (r′φ̂θ)∥∥∥
θ
=
∥∥∥∑

j

rjP
k
θ φ̂

j
θ

∥∥∥
θ

≤
∑
j

|rj | · ||P kθ φ̂jθ||θ

≤ C1ρ
k|r|.

We note that the transition operator Pθ is nonexpanding, i.e., ‖Pθf‖θ ≤ ‖f‖θ, for ev-
ery f ∈ L2(ηθ); see, e.g., [21]. Using this property and some algebraic manipulations,
we obtain

r′Ḡ1(θ)r = r′〈φ̂θ, φ̂′
θ〉θr − (1− λ)

∞∑
k=0

λkr′〈P kθ φ̂θ, φ̂′
θ〉θr

= ||r′φ̂θ||2θ − (1− λ)

∞∑
k=0

λk〈P kθ (r′φ̂θ), r′φ̂θ〉θ

≥ ||r′φ̂θ||2θ − (1− λ)



k0−1∑
k=0

λk||r′φ̂θ||2θ +
∑
k≥k0

C1λ
kρk||r′φ̂θ||θ|r|




≥ ||r′φ̂θ||2θ − (1− λk0)||r′φθ||2θ − C1(λρ)
k0

(1− λ)

(1− ρλ)
||(r′φθ)||θ|r|

≥ |r|2λk0
(
a− C2ρ

k0(1− λ)

(1− ρλ)

)
,



1162 VIJAY R. KONDA AND JOHN N. TSITSIKLIS

where the last step made use of the uniform positive definiteness property (Assumption
4.8(c)). We choose k0 so that

ρk0 <
a(1− ρλ)

C2(1− λ)

and conclude that Ḡ1(θ) is uniformly positive definite. From this point on, the proof
is identical to the proof of Lemma 5.3.

Having verified all the hypotheses of Theorem A.7, we have proved the following
result.

Theorem 5.7. Under Assumptions 3.3, 4.1, 4.2, 4.4, 4.5, 4.8, and 4.9 and for
any TD critic, the sequence Rk is bounded, and limk |Ḡ(θk)Rk − h̄(θk)| = 0.

6. Convergence of the actor. For every θ ∈ R
n and (x, u) ∈ X× U, let

Hθ(x, u) = ψθ(x, u)φ
′
θ(x, u), H̄(θ) = 〈ψθ, φ′

θ〉θ.

Note that Hθ belongs to D, and consequently H̄(θ) is bounded. Let r̄(θ) be such that
h̄1(θ) = Ḡ1(θ)r̄(θ), so that r̄(θ) is the limit of the critic parameter r if the policy
parameter θ was held fixed. The recursion for the actor parameter θ can be written
as

θk+1 = θk − βkHθk(X̂k+1, Ûk+1)(rkΓ(rk))

= θk − βkH̄(θk) (r̄(θk)Γ(r̄(θk)))

−βk(Hθk(X̂k+1, Ûk+1)− H̄(θk))(rkΓ(rk))

−βkH̄(θk)(rkΓ(rk)− r̄(θk)Γ(r̄(θk))).

Let

f(θ) = H̄(θ)r̄(θ),

e
(1)
k = (Hθk(X̂k+1, Ûk+1)− H̄(θk))rkΓ(rk),

e
(2)
k = H̄(θk)(rkΓ(rk)− r̄(θk)Γ(r̄(θk))).

Using Taylor’s series expansion, one can see that

ᾱ(θk+1) ≤ ᾱ(θk)− βkΓ(r̄(θ))∇ᾱ(θk) · f(θk)− βk∇ᾱ(θk) · e(1)k
−βk∇ᾱ(θk) · e(2)k + Cβ2

k

∣∣∣Hθk(X̂k+1, Ûk+1)(rkΓ(rk))
∣∣∣2 ,(6.1)

where C reflects a bound on the Hessian of ᾱ(θ).

Note that r̄(θ) and f(θ) depend on the parameter λ of the critic. The following
lemma characterizes this dependence.

Lemma 6.1. If a TD(λ) critic is used, with 0 < λ ≤ 1, then f(θ) = ∇ᾱ(θ) +
ε(λ, θ), where supθ |ε(λ, θ)| ≤ C(1− λ), and where the constant C > 0 is independent
of λ.

Proof. Consider first the case of a TD(1) critic. By definition, r̄(θ) is the solution
to the linear equation Ḡ1(θ)r̄(θ) = h̄1(θ), or

〈φθ, φ′
θ r̄(θ)〉θ = 〈φθ, Qθ〉θ.
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Thus, φ′
θ r̄(θ) − Qθ is orthogonal to φθ in L2(ηθ). By Assumption 4.8(d), the com-

ponents of ψθ are contained in the subspace spanned by the components of φθ. It
follows that φ′

θ r̄(θ)−Qθ is also orthogonal to ψθ. Therefore,

H̄(θ)r̄(θ) = 〈ψθ, φ′
θ〉θ r̄(θ) = 〈ψθ, Qθ〉θ = ∇ᾱ(θ),

where the last equality is the gradient formula in Theorem 4.6.
For λ < 1, let us write Ḡλ1 (θ) and h̄λ1 (θ) for Ḡ1(θ) and h̄1(θ), defined in section

5.2, to show explicitly the dependence on λ. Let φ̂θ = φθ − 〈φθ, 1〉θ1. Then it is easy
to see that

|Ḡλ1 (θ)− 〈φ̂θ, φ̂′
θ〉θ| = (1− λ)

∣∣∣∣∣
∞∑
k=0

λk〈P kθ φ̂θ, φ̂θ〉θ
∣∣∣∣∣ ≤ C

(
1− λ

1− ρλ

)
,

where the inequality follows from the geometric ergodicity condition (4.3). Similarly,

one can also see that |h̄λ1 (θ)− 〈Qθ, φ̂θ〉θ| ≤ C(1− λ). Let r̄(θ) and r̄λ(θ) be solutions

of the linear equations 〈φ̂θ, φ̂′
θr〉θ = 〈Qθ, φθ〉θ and Ḡλ1 (θ)r = h̄λ1 (θ), respectively. Then

〈φ̂θ, φ̂′
θ〉θ(r̄(θ)− r̄λ(θ)) = (h̄1(θ)− h̄λ1 (θ)) + (Ḡλ1 (θ)− 〈φ̂θ, φ̂′

θ〉θ)r̄λ(θ),
which implies that |r̄(θ) − r̄λ(θ)| ≤ C(1 − λ). The rest follows from the observation
that H̄(θ)r̄(θ) = ∇ᾱ(θ).

Lemma 6.2 (convergence of the noise terms).

(a)
∑∞
k=0 βk∇ᾱ(θk) · e(1)k converges w.p.1.

(b) limk e
(2)
k = 0 w.p.1.

(c)
∑
k β

2
k|Hθk(X̂k, Ûk)rkΓ(rk)|2 <∞ w.p.1.

Proof. Since rk is bounded and Γ(·) satisfies the condition (3.3), it is easy to
see that rΓ(r) is bounded and |rΓ(r) − r̂Γ(r̂)| < C|r − r̂| for some constant C. The
proof of part (a) is now similar to the proof of Lemma 2 on page 224 of [3]. Part (b)
follows from Theorem 5.7 and the fact that H̄(·) is bounded. Part (c) follows from
the inequality

|Hθk(X̂k, Ûk)rkΓ(rk)| ≤ C|Hθk(X̂k, Ûk)|
for some C > 0 and the boundedness of E[|Hθk(X̂k, Ûk)|2] (from part (b) of Lemma
4.3).

Theorem 6.3 (convergence of actor-critic algorithms). Let Assumptions 3.3, 4.1,
4.2, 4.4, 4.5, 4.8, and 4.9 hold.

(a) If a TD(1) critic is used, then lim infk |∇ᾱ(θk)| = 0 w.p.1.
(b) For any ε > 0, there exists some λ sufficiently close to 1, so that the algorithm

that uses a TD(λ) critic (with 0 < λ < 1) satisfies lim infk |∇ᾱ(θk)| < ε w.p.1.
Proof. The proof is standard [24], and we provide only an outline. Fix some

T > 0, and define a sequence kj by

k0 = 0, kj+1 = min


k ≥ kj

∣∣∣ k∑
l=kj

βk ≥ T


 for j > 0.

Using (6.1), we have

ᾱ(θkj+1) ≤ ᾱ(θkj )−
kj+1−1∑
k=kj

βk
(|∇ᾱ(θk)|2 − C(1− λ)|∇ᾱ(θk)|

)
+ δj ,
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where δj is defined by

δj =

kj+1−1∑
k=kj

(
βk∇ᾱ(θk) · (e(1)k + e

(2)
k ) + Cβ2

k|Hθk(X̂k, Ûk)rkΓ(rk)|2
)
.

Lemma 6.2 implies that δj goes to zero. If the result fails to hold, it can be shown
that the sequence ᾱ(θk) would decrease indefinitely, contradicting the boundedness of
ᾱ(θ). The result follows easily.

Appendix A. A result on linear stochastic approximation.
We recall the following result from [14]. Consider a stochastic process {Ŷk} taking

values in a Polish space Y with Borel σ-field denoted by B(Y). Let {Pθ(y, dȳ); θ ∈ R
n}

be a parameterized family of transition kernels on Y. Consider the following iterations
to update a vector R ∈ R

m and the parameter θ ∈ R
n:

Rk+1 = Rk + γk(hθk(Ŷk+1)−Gθk(Ŷk+1)Rk + ξk+1Rk),(A.1)

θk+1 = θk + βkHk+1.

In the above iteration, {hθ(·), Gθ(·) : θ ∈ R
n} is a parameterized family of m-vector-

valued and m ×m-matrix-valued measurable functions on Y. We introduce the fol-
lowing assumptions.

Assumption A.1. The step-size sequence {γk} is deterministic and nonincreasing
and satisfies ∑

k

γk =∞,
∑
k

γ2
k <∞.

Let Fk be the σ-field generated by {Ŷl, Hl, rl, θl, l ≤ k}.
Assumption A.2. For a measurable set A ⊂ Y,

P(Ŷk+1 ∈ A | Fk) = P(Ŷk+1 ∈ A | Ŷk, θk) = Pθk(Ŷk, A).

For any measurable function f on Y, let Pθf denote the measurable function
y �→ ∫

Pθ(y, dȳ)f(ȳ), and for any vector r, let |r| denote its Euclidean norm.
Assumption A.3 (existence and properties of solutions to the Poisson equation).

For each θ, there exist functions h̄(θ) ∈ R
m, Ḡ(θ) ∈ R

m×m, ĥθ : Y → R
m, and

Ĝθ : Y→ R
m×m that satisfy the following:

(a) For each y ∈ Y,

ĥθ(y) = hθ(y)− h̄(θ) + (Pθĥθ)(y),

Ĝθ(y) = Gθ(y)− Ḡ(θ) + (PθĜθ)(y).

(b) For some constant C and for all θ, we have

max(|h̄(θ)|, |Ḡ(θ)|) ≤ C.

(c) For any d > 0, there exists Cd > 0 such that

sup
k

E[|fθk(Ŷk)|d] ≤ Cd,

where fθ(·) represents any of the functions ĥθ(·), hθ(·), Ĝθ(·), Gθ(·).
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(d) For some constant C > 0 and for all θ, θ̄ ∈ R
n,

max(|h̄(θ)− h̄(θ̄)|, |Ḡ(θ)− Ḡ(θ̄)|) ≤ C|θ − θ̄|.

(e) There exists a positive measurable function C(·) on Y such that, for each
d > 0,

sup
k

E[C(Ŷk)
d] <∞

and

|Pθfθ(y)− Pθ̄fθ̄(y)| ≤ C(y)|θ − θ̄|,

where fθ(·) is any of the functions ĥθ(·) and Ĝθ(·).
Assumption A.4 (slowly changing environment). The (random) process {Hk}

satisfies

sup
k

E
[
|Hk|d

]
<∞

for all d > 0. Furthermore, the sequence {βk} is deterministic and satisfies

∑
k

(
βk
γk

)d
<∞

for some d > 0.
Assumption A.5. The sequence {ξk} is an m ×m-matrix-valued Fk-martingale

difference, with bounded moments, i.e.,

E [ξk+1|Fk] = 0, sup
k

E
[|ξk+1|d

]
<∞

for each d > 0.
Assumption A.6 (uniform positive definiteness). There exists a > 0 such that,

for all r ∈ R
m and θ ∈ R

n,

r′Ḡ(θ)r ≥ a|r|2.

Theorem A.7. If Assumptions A.1–A.6 are satisfied, then the sequence Rk is
bounded and

lim
k

∣∣Rk − Ḡ(θk)
−1h̄(θk)

∣∣ = 0.

REFERENCES

[1] K. B. Athreya and P. Ney, A new approach to the limit theory of recurrent Markov chains,
Trans. Amer. Math. Soc., 245 (1978), pp. 493–501.

[2] A. Barto, R. Sutton, and C. Anderson, Neuron-like elements that can solve difficult learning
control problems, IEEE Transactions on Systems, Man and Cybernetics, 13 (1983), pp. 835–
846.



1166 VIJAY R. KONDA AND JOHN N. TSITSIKLIS

[3] A. Benveniste, M. Metivier, and P. Priouret, Adaptive Algorithms and Stochastic Ap-
proximations, Springer-Verlag, Berlin, Heidelberg, 1990.

[4] D. P. Bertsekas, Dynamic Programming and Optimal Control, Athena Scientific, Belmont,
MA, 1995.

[5] D. P. Bertsekas and J. N. Tsitsiklis, Neuro-Dynamic Programming, Athena Scientific, Bel-
mont, MA, 1996.

[6] V. S. Borkar, Stochastic approximation with two time scales, Systems Control Lett., 29 (1997),
pp. 291–294.

[7] X. R. Cao and H. F. Chen, Perturbation realization, potentials, and sensitivity analysis of
Markov processes, IEEE Trans. Automat. Control, 42 (1997), pp. 1382–1393.

[8] P. W. Glynn, Stochastic approximation for Monte Carlo optimization, in Proceedings of the
1986 Winter Simulation Conference, Washington, DC, 1986, pp. 285–289.

[9] P. W. Glynn and P. L’Ecuyer, Likelihood ratio gradient estimation for stochastic recursions,
Adv. Appl. Probab., 27 (1995), pp. 1019–1053.

[10] T. Jaakkola, S. P. Singh, and M. I. Jordan, Reinforcement learning algorithms for partially
observable Markov decision problems, in Advances in Neural Information Processing Sys-
tems 7, G. Tesauro and D. Touretzky, eds., Morgan Kaufman, San Francisco, CA, 1995,
pp. 345–352.

[11] V. R. Konda, Actor-Critic Algorithms, Ph.D. thesis, Department of Electrical Engineering and
Computer Science, Massachusetts Institute of Technology, 2002.

[12] V. R. Konda and V. S. Borkar, Actor-critic–type learning algorithms for Markov decision
processes, SIAM J. Control Optim., 38 (1999), pp. 94–123.

[13] V. R. Konda and J. N. Tsitsiklis, Actor-critic algorithms, in Advances in Neural Informa-
tion Processing Systems 12, S. A. Solla, T. K. Leen, and K.-R. Muller, eds., MIT Press,
Cambridge, MA, 2000, pp. 1008–1014.

[14] V. R. Konda and J. N. Tsitsiklis, Linear stochastic approximation driven by slowly varying
Markov chains, 2002, submitted.

[15] V. R. Konda and J. N. Tsitsiklis, Appendix to “On Actor-critic algorithms,”
http://web.mit.edu/jnt/www/Papers.html/actor-app.pdf, July 2002.

[16] P. Marbach and J. N. Tsitsiklis, Simulation-based optimization of Markov reward processes,
IEEE Trans. Automat. Control, 46 (2001), pp. 191–209.

[17] S. P. Meyn and R. L. Tweedie, Markov Chains and Stochastic Stability, Springer-Verlag,
London, 1993.

[18] E. Nummelin, A splitting technique for Harris recurrent chains, Z. Wahrscheinlichkeitstheorie
and Verw. Geb., 43 (1978), pp. 119–143.

[19] R. Sutton and A. Barto, Reinforcement Learning: An Introduction, MIT Press, Cambridge,
MA, 1998.

[20] R. S. Sutton, D. McAllester, S. Singh, and Y. Mansour, Policy gradient methods for
reinforcement learning with function approximation, in Advances in Neural Information
Processing Systems 12, S. A. Solla, T. K. Leen, and K.-R. Muller, eds., MIT Press, Cam-
bridge, MA, 2000, pp. 1057–1063.

[21] J. N. Tsitsiklis and B. Van Roy, An analysis of temporal-difference learning with function
approximation, IEEE Trans. Automat. Control, 42 (1997), pp. 674–690.

[22] J. N. Tsitsiklis and B. Van Roy, Average cost temporal-difference learning, Automatica J.
IFAC, 35 (1999), pp. 1799–1808.

[23] R. Williams, Simple statistical gradient following algorithms for connectionist reinforcement
learning, Machine Learning, 8 (1992), pp. 229–256.

[24] B. T. Polyak, Pseudogradient adaptation and training algorithms, Autom. Remote Control,
34 (1973), pp. 377–397.



ON THE PARETO CONTROL AND NO-REGRET CONTROL FOR
DISTRIBUTED SYSTEMS WITH INCOMPLETE DATA∗

O. NAKOULIMA† , A. OMRANE† , AND J. VELIN†

SIAM J. CONTROL OPTIM. c© 2003 Society for Industrial and Applied Mathematics
Vol. 42, No. 4, pp. 1167–1184

Abstract. We discuss the control of distributed systems with incomplete data following the
notion of no-regret control (or, equivalently, Pareto control) used by Lions in [C. R. Acad. Sci.
Paris Ser. I Math., 302 (1986), pp. 223–227] and [C. R. Acad. Sci. Paris Ser. I Math., 302 (1992),
pp. 1253–1257]. We associate with the no-regret control a sequence of low-regret controls defined
by a quadratic perturbation previously used by Nakoulima, Omrane, and Velin in [C. R. Acad. Sci.
Paris Ser. I Math., 330 (2000), pp. 801–806].

In the first part, we prove that the perturbed system corresponds to a sequence of standard
control problems and converges to the no-regret (or Pareto) control for which we obtain a singular
optimality system. We give also some applications.

In the second part, we show how the method can be extended to the evolution case. Equations
of parabolic type, Petrowsky type, or hyperbolic type are considered.

Key words. Pareto control, no-regret control, low-regret control, systems with incomplete data,
cost function, quadratic perturbation
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1. Introduction. Let V be a real Hilbert space of dual V ′, A ∈ L(V;V ′) an
elliptic (parabolic or hyperbolic in the sections below) differential operator modeling
a distributed system, U the Hilbert space of controls, and B ∈ L(U ;V ′). Let G
be a nonempty closed vector subspace of the Hilbert space of uncertainties F , and
β ∈ L(F,V ′).

For f ∈ V ′, the state equation related to the control v ∈ U and to the uncertainty
g ∈ G is given by

Ay(v, g) = f +B v + β g.(1.1)

Supposing that A is an isomorphism from V to V ′, (1.1) is well posed in V. Denote
by y = y(v, g) the unique solution to (1.1). For every g ∈ G we have then a possible
state for which we rely on a cost function given by

J(v, g) =
∥∥∥C y − zd

∥∥∥2

H
+N

∥∥∥v∥∥∥2

U
,(1.2)

where C ∈ L(V;H), H is a Hilbert space, zd ∈ H fixed, N > 0, and ‖.‖X is the
norm on the real Hilbert space X. We are concerned with the optimal control of the
problem (1.1)–(1.2); i.e., we want to solve

inf
v∈U

J(v, g) ∀g ∈ G,

which clearly makes no sense when G 	= {0} (G being an infinite space).
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The idea is to look for a solution for the following minimization problem:

inf
v∈U

(
sup
g∈G

J(v, g)

)
,

but J is not upper bounded as supg∈G J(v, g) = +∞.
Lions used the notions of Pareto control [12] and no-regret control [14] in appli-

cation to control the system (1.1)–(1.2).
The concept of Pareto1 is motivated by a number of applications in economics,

and also in ecology. In his book [9], Kotarski discussed the Pareto optimum problem,
where some results of geometrical and numerical interest are obtained in the case of
optimal control. In [8], he generalized the well-known Dubovicki–Milutin theorem
(on the feasible sets of Pareto) and applied it to obtain a necessary condition for
the Pareto minimum, or necessary and sufficient conditions on the Pareto optimum,
extending a geometrical work of Censor [3]. Lions [12], [13] used the concept to obtain
controls for distributed problems with incomplete data.

The no-regret concept was introduced many years later in statistics by Savage
[18]. In several works, Lions applied this notion and a related idea called “low-
regret” control to problems of incomplete data (see [14], [15], [16], [7], [6]) for various
applications. In [14], for example, he extends the results of the work of Allwright
[1] to the infinite dimension case. In [7] with Gabay, a decision criterion is added to
the uncertainties closed subspace; it improves by extending the notion of low-regret
to many agents: each agent wishes to act with least-regret and all agents wish to
have minimum exchanges of information, in order to make things as local as possible.
The low-regret control is applied to systems where there are controls and unknown
perturbations. One then looks for the control not making things worse with respect
to a nominal control u0 (or to then doing nothing, u0 = 0), independently of the
perturbations which may be of infinite number.

We will see in section 2 that Pareto controls and no-regret controls are actually
the same.

In this work, we give a characterization of the no-regret (or the Pareto) control for
problems of incomplete data, in both the stationary and evolution cases. We improve
the results of the work in [14] (and also [12]) of Lions by giving the precise optimality
system for the low-regret control and by describing a number of applications. Thanks
to a quadratic perturbation used by the authors in [17], the optimality system for the
no-regret control appears clearly as the limit of a standard control problem.

Some of the results in this paper are summarized in [17]. The proofs in the present
paper and the treatment of the evolution cases are new.

The paper is organized as follows. In section 2, we see the main definitions, we
verify the equivalence between the two approaches of Lions, and we introduce the
low-regret control method. We then give the optimality system for the perturbed
problem and prove that the optimal controls for the perturbed problem converge to
the no-regret (Pareto) control of original problem. Moreover, by passing to the limit
in the associated optimality system of the perturbed problem, we obtain a singular
optimality system for the no-regret (Pareto) control. In section 3, we give several
examples of elliptic type. Section 4 is devoted to the evolution case. Here, we give

1Wifredo Pareto (1848–1923) was an Italian economist and a political sociologist. He defined the
efficient optimum, and in particular was the one who devised the law of trivial many and critical few
known as the 80:20 rule.
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the theoretical results for parabolic and hyperbolic distributed systems. An example
involving a parabolic system is considered in the last section.

2. No-regret control for stationary problems.

2.1. Definitions and preliminary results. We give definitions for the Pareto
and no-regret controls related to a given control here, as well as the preliminary
results.

Definition 2.1. We say that u ∈ U is a Pareto control for (1.1)–(1.2) (cf. Lions
[12]) iff J(u, g) ≤ J(v, g) ∀v ∈ U , ∀g ∈ G, and if there exists at least g0 ∈ G such
that J(u, g0) < J(v, g0) ∀v ∈ U .

Definition 2.2. Let u ∈ U be a Pareto control. We say that u is related to a
control u0 ∈ U if

J(u, g) ≤ J(u0, g) ∀g ∈ G.

Definition 2.3. We say that u ∈ U is a no-regret control for (1.1)–(1.2) related
to a control u0 if u is a solution to the following problem:

inf
v∈U

sup
g∈G

(J(v, g)− J(u0, g)) .(2.1)

When u0 = 0, Definition 2.3 reduces to the definition of no-regret control of Lions
[14].

Lemma 2.4. For any u0 ∈ U and v ∈ U we have

J(v, g)− J(u0, g) = J(v, 0)− J(u0, 0) + 2〈β∗ζ(v − u0), g〉G′,G ∀g ∈ G,

where ζ(v) ∈ V is defined for v ∈ U by

A∗ζ(v) = C∗C(y(v, 0)− y(0, 0)),

A∗ (resp., β∗) being the adjoint of A (resp., β).
Proof. We have in fact

J(v, g)−J(u0, g) = J(v, 0)−J(u0, 0)+2〈C(y(v−u0, 0)−y(0, 0)), C(y(0, g)−y(0, 0))〉H,H
∀g ∈ G. We then introduce ζ(v) ∈ V defined by A∗ζ(v) = C∗C(y(v, 0) − y(0, 0)),
where A∗ is the adjoint of A. Then

〈C(y(v, 0)− y(0, 0)), C(y(0, g)− y(0, 0))〉H,H = 〈A∗ζ(v), y(0, g)− y(0, 0)〉V′,V ,

= 〈ζ(v), βg〉V,V′ = 〈β∗ζ(v), g〉
G′,G

(notice that A(y(0, g)− y(0, 0)) = β g).
Remark 1. For sake of simplicity, we denote by S(v) = β∗ζ(v) the linear function

for v ∈ U . Then we have
J(v, g)− J(u0, g) = J(v, 0)− J(u0, 0) + 2〈S(v − u0), g〉G′,G ∀g ∈ G.(2.2)

In the applications below β = Id, and we have S(v) = ζ(v) ∀v ∈ U .
Remark 2. Of course the problem (2.1) is defined only for the controls v ∈ U such

that

sup
g∈G

(J(v, g)− J(u0, g)) <∞.
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From (2.2) this is realized for the no-regret control (and the Pareto control) v iff
v ∈ K + u0, where K = {w ∈ U , 〈S(w), g 〉 = 0 ∀g ∈ G} .

Proposition 2.5 (cf. Lions [12]). Let be u0 ∈ U . Then there exists a unique
Pareto control related to u0. Moreover, it is the unique element of the set K + u0,
which minimizes the functional J(v, 0) on K + u0.

We can now prove the following.
Theorem 2.6. Let u0 ∈ U be a given control. Then we have the following: a

control u ∈ U is a Pareto control related to u0 iff u is a no-regret control related to
u0.

Proof. Let u be a Pareto control related to u0, and let be v ∈ K + u0. Then
〈S(u − u0), g〉 = 0 = 〈S(v − u0), g〉 ∀g ∈ G, and we have J(u, 0) ≤ J(v, 0) according
to Proposition 2.5. Hence, using (2.2)

J(u, 0)− J(u0, 0) + 2〈S(u− u0), g〉 ≤ sup
g∈G

(J(v, g)− J(u0, g)) ;

that is, supg∈G (J(u, g)− J(u0, g)) ≤ supg∈G (J(v, g)− J(u0, g)). So,

sup
g∈G

(J(u, g)− J(u0, g)) = inf
v∈K+u0

(
sup
g∈G

(J(v, g)− J(u0, g))
)
.

Now, let be v ∈ U\ {K + u0}. There is at least one g0 ∈ G such that 〈S(v−u0), g0〉 	=
0. Then we have

sup
g∈G

(J(v, g)− J(u0, g)) = J(v, 0)− J(u0, 0) + 2 sup
g∈G
〈S(v − u0), g〉 = +∞.

(Note that G is a vector space, and henceforth we have the only two possibilities:
supg∈G〈S(w), g〉 = 0 or supg∈G〈S(w), g〉 = +∞. Indeed, limt→+∞〈S(v − u0), tg0〉 =
+∞.)

From another side, as u is a Pareto control we have J(u, g)−J(u0, g) ≤ 0 ∀g ∈ G;
hence

J(u, g)− J(u0, g) ≤ 0 ≤ sup
g∈G

(J(v, g)− J(u0, g)) ∀g ∈ G.

Finally,

sup
g∈G

(J(u, g)− J(u0, g)) = inf
v∈U\(K+u0)

(
sup
g∈G

(J(v, g)− J(u0, g))
)
.

In conclusion, u is a no-regret control related to u0.
Conversely, let u be a no-regret control related to u0. We have

sup
g∈G

(J(u, g)− J(u0, g)) ≤ sup
g∈G

(J(v, g)− J(u0, g)) ∀v ∈ U .

Then for v = u0,

J(u, 0) + sup
g∈G
〈S(u− u0), g〉 ≤ J(u0, 0) = c constant.

As J(u, 0) ≥ 0, we have supg∈G〈S(u − u0), g〉 ≤ c. We deduce that supg∈G〈S(u −
u0), g〉 = 0. Consequently, 〈S(u − u0), g〉 ≤ 0 ∀g ∈ G, and hence 〈S(u − u0), g〉 = 0.
So, u ∈ K + u0, and we have

J(u, 0) ≤ J(v, 0) ∀v ∈ K + u0.

In conclusion, u is a Pareto control related to u0.
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Remark 3. By Proposition 2.5, we know that there exists a unique Pareto control
related to u0, and that is the only one which minimizes the functional infv∈K+u0 J(v, 0).
In the second part of Theorem 2.6, it is proved that the no-regret control related to
u0—if it exists—also minimizes this functional. As a matter of fact, that suffices to
show the existence of a unique no-regret control related to u0 and that the Pareto
control and no-regret control for the problem (1.1)–(1.2) are actually the same.

We are interested in the existence and the characterization of the no-regret (or
Pareto) control related to u0. We follow the lines of [14] where Lions introduced the
method of low-regret control.

2.2. Low-regret control. As in [17], we define the low-regret control by relax-
ing the problem (2.1) as follows:

inf
v∈U

sup
g∈G

[
J(v, g)− J(u0, g)− γ‖g‖2

G

]
,(2.3)

where u0 ∈ U is a given control, and where γ is a strictly positive parameter. The
solution to problem (2.3), if it exists, will be the low-regret control related to u0, of
the problem (1.1)–(1.2).

Remark 4 (cf. Lions [15]). With the “low-regret control,” we admit the possibility
of making a choice of controls v “slightly worse” (J(v, g)− J(u0, g) ≤ γ‖g‖2

G
and not

J(v, g)−J(u0, g) ≤ 0 as for the no-regret control) than by doing better than u0—but
not much better—if we choose γ small enough (compared to the worst things that
could happen with the “pollution” g).

The best possible choice of v is then given by (2.3).
From (2.2) the problem (2.3) also writes

inf
v∈U

[
J(v, 0)− J(u0, 0) + sup

g∈G

(
〈2S(v − u0), g〉 − γ‖g‖2

G

)]
.

Remark 5. By the perturbation (2.3) we have explicitly the conjugate

sup
g∈G

(
〈2S(v − u0), g〉 − γ‖g‖2

G

)

as we find

sup
g∈G

(
〈2S(v − u0), g〉 − γ‖g‖2

G

)
=
1

γ

∥∥∥S(v − u0)
∥∥∥2

G′
.

With this, if we identify G and G′, the problem (2.3) takes the form

inf
v∈U
J γ(v),(2.4)

where

J γ(v) = J(v, 0)− J(u0, 0) +
1

γ

∥∥∥S(v − u0)
∥∥∥2

G

.(2.5)

We recognize then a standard optimization problem of a quadratic cost functional.
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2.3. Approached optimality system. Now we give the optimality system for
the low-regret control uγ .

Proposition 2.7. The problem (2.4)–(2.5) admits a unique solution uγ called
the low-regret control related to u0.

Proof. We have J γ(v) ≥ −J(u0, 0) ∀v ∈ U . Then dγ = infv∈U J γ(v) exists. Let
then vn = vn(γ) be a minimizing sequence such that dγ = limn→∞ J γ(vn). We have

−J(u0, 0) ≤ J γ(vn) = J(vn, 0)− J(u0, 0) +
1

γ

∥∥∥S(vn)∥∥∥2

G

≤ dγ + 1.

Then we deduce the bounds∥∥∥vn∥∥∥
U
≤ cγ ,

1√
γ

∥∥∥S(vn − u0)
∥∥∥
G

≤ cγ ,
∥∥∥Cy(vn, 0)− zd

∥∥∥
H
≤ cγ ,

where the constant cγ (independent of n) is not the same each time.
There exists uγ ∈ U such that vn ⇀ uγ weakly in the Hilbert space U . Also,

y(vn, 0) → y(uγ , 0) (continuity w.r.t the data). We also deduce from the strict con-
vexity of the cost function J γ that uγ is unique.

Theorem 2.8. The solution uγ of the relaxed problem (2.4)–(2.5) weakly con-
verges in U as γ → 0 to the unique no-regret control related to u0.

Proof. Let uγ be the solution to (2.4)–(2.5). Then

J(uγ , 0)−J(u0, 0)+
1

γ

∥∥∥S(uγ −u0)
∥∥∥2

G

≤ J(v, 0)−J(u0, 0)+
1

γ

∥∥∥S(v−u0)
∥∥∥2

G

∀v ∈ U .

Particularly for v = u0, we have

J(uγ , 0)− J(u0, 0) +
1

γ

∥∥∥S(uγ − u0)
∥∥∥2

G

≤ 0,

and the structure of J(uγ , 0) in (1.2) gives

∥∥∥Cy(uγ , 0)− zd

∥∥∥2

H
+N

∥∥∥uγ∥∥∥2

U
+
1

γ

∥∥∥S(uγ − u0)
∥∥∥2

G
≤ J(u0, 0).(2.6)

We deduce that ‖uγ‖U ≤ c. Then we can extract a subsequence uγ which weakly
converges towards u ∈ U , the solution to (2.4).

Now for v ∈ U we have

J(v, g)− J(u0, g)− γ‖g‖2 ≤ J(v, g)− J(u0, g) ∀g ∈ G.

Then

J(uγ , g)− J(u0, g)− γ‖g‖2 ≤ sup
g∈G

(J(v, g)− J(u0, g)) ∀g ∈ G,

and passing to the limit in γ we obtain

J(u, g)− J(u0, g) ≤ sup
g∈G

(J(v, g)− J(u0, g)) ∀g ∈ G.

We deduce easily that u is a no-regret control related to u0.
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Now we give the optimality system for the low-regret control.
Proposition 2.9. The low-regret control uγ solution to (2.4)–(2.5) is character-

ized by the unique solution {yγ , ζγ , ργ , pγ} of the optimality system

Ayγ = f +Buγ ,
A ργ = 1

γββ
∗ζγ ,

B∗pγ +Nuγ = 0 in U .

A∗ζγ = C∗C(yγ − y(0, 0)),
A∗pγ = C∗(Cyγ − zd) + C∗Cργ ,

Proof. Let uγ be the solution of (2.4)–(2.5) on U . The Euler–Lagrange necessary
condition gives for every w ∈ U

〈C∗ (Cy(uγ , 0)− zd) , y(w, 0)−y(0, 0)〉H×H+〈Nuγ , w〉U×U+2

〈
1

γ
S(uγ), S(w)

〉
G×G

≥ 0.

Denoting yγ = y(uγ , 0) and ξγ(v) = βS(v) we have

A∗ξγ = C∗C(yγ − y(0, 0)).

Let ργ be the solution to

Aργ =
1

γ
ββ∗ξ.

And as it is classical, we introduce the adjoint state pγ defined by

B∗pγ = C∗(Cyγ − zd) + C∗Cργ

so that we obtain

〈B∗pγ +Nuγ , w〉 ≥ 0 ∀w ∈ U .

But also we have 〈B∗pγ + Nuγ , w〉 ≤ 0 ∀w ∈ U . The optimality system fol-
lows.

2.4. Singular optimality system. Now, we give the optimality system for the
no-regret control.

As in [12] let R be an operator defined as follows.
We solve first

Aρ = β g, g ∈ G, ρ ∈ V,

then

A∗σ = C∗Cρ, σ ∈ V,

and we set R g = B∗ σ. We suppose that∥∥∥R g
∥∥∥
Ĝ

≥ c
∥∥∥g∥∥∥

G

, c > 0, for any g ∈ G,(2.7)

where Ĝ is the completion of G in F , containing the elements Rg.
Remark 6. The space Ĝ is in fact the completion of G for a subspace (H, ‖.‖‖.‖) of

F which can be bigger than G. This will be made precise in the applications below.
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Remark 7. The hypothesis (2.7) is very useful theoretically but is not necessary
in practice. We need only to make sure that the adjoint state pγ of Proposition 2.9
is bounded in a suitable Hilbert space, which is the case in the applications given
below.

Theorem 2.10. Suppose that (2.7) holds true. Then the no-regret control u
related to u0, solution to (2.1), is characterized by the unique {y, λ, ρ, p} solution to
the singular optimality system


Ay = f +Bu,
Aρ = λ,
B∗p+Nu = 0,

A∗p = C∗(Cy − zd) + C∗Cρ,

with λ ∈ Ĝ.
Proof. From the relation (2.6) and Theorem 2.8, the sequence {uγ} weakly con-

verges in U to u the unique no-regret control related to u0. The operator B being
continuous from U to V ′, {Buγ} weakly converges in V ′ to Bu. Now, from the above
optimality system of Proposition 2.9, the sequence {Ayγ} is bounded in V ′ and, as A
is an isomorphism, weakly converges to Ay in V ′. Passing to the limit in the first equa-
tion we obtain Ay = f+B u. We also deduce from Proposition 2.9 that B∗pγ = −Nuγ
is bounded in V ′. According to the hypothesis (2.7), let R be the operator such that
R( 1

γβ
∗ξγ) = B∗pγ . We deduce under (2.7) that { 1

γβ
∗ξγ} is bounded in G subset

of the Hilbert space F . Then it converges to λ ∈ Ĝ ⊂ F . Hence, Aργ =
1
γβ

∗ξγ
is bounded, and then {ργ}—also bounded thanks to the isomorphism of A—weakly
converges to ρ ∈ V. Consequently, Aργ ⇀ Aρ.

From the boundness of {ργ} and {yγ} we obtain that A∗pγ is bounded. Then
{pγ} converges to p. The optimality system follows.

Remark 8. The situation described by Theorem 2.10, as indicated by Lions in
[12], is completely general, but with λ which should be in the completion of G. This
will be made precise in the following applications.

3. Application. In this section, we apply the above method throughout the
examples given below in different situations: control and uncertainty given in the
interior domain, as well as on the boundary.

Example 1. A distributed control, uncertain boundary values, and a boundary
cost function.

Let Ω be a bounded open domain of R
N of regular boundary Γ. We consider the

distributed system 

−∆y + y = f + v in Ω,

∂y

∂ν
= g on Γ,

(3.1)

where v ∈ U = L2(Ω), and where g ∈ G ⊂ F = L2(Γ), G a closed subspace of F . If
f ∈ L2(Ω), there exists a unique y(v, g) ∈ H3/2(Ω) solution to (3.1).

We associate with the state y(v, g) the cost function

J(v, g) =
∣∣∣y(v, g)− zd

∣∣∣2
L2(Γ)

+N
∥∥∥v∥∥∥2

L2(Ω)

.(3.2)

For u0 ∈ U , there exists a unique no-regret control u related to u0. For simplicity,
take u0 = 0. The problem now is to give the optimality system for the no-regret
control u.
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Notice that

J(v, g)− J(0, g) = J(v, 0)− J(0, 0) + 2 (y(v, 0)− y(0, 0), y(0, g)− y(0, 0))
L2(Γ)

and that the function v �−→ y(v, 0) − y(0, 0) (resp., g �−→ y(0, g) − y(0, 0)) is linear
w.r.t v (resp., g) and is the solution to{

Az = v in Ω
∂z
∂ν = 0 on Γ

(
resp.,

{
Az = 0 in Ω,
∂z
∂ν = g on Γ

)
,

where A = −∆+ I. Using the Green formula

(ϕ,Aψ)
L2(Ω)

− (ψ,Aϕ)
L2(Ω)

=

∫
Γ

ϕ
∂ψ

∂νA
dγ −

∫
Γ

ψ
∂ϕ

∂νA
dγ,(3.3)

we find

0 =

∫
Γ

(y(0, g)− y(0, 0)) (y(v, 0)− y(0, 0)) dγ −
∫

Γ

S(v) g dγ,

where v �−→ S(v) is a linear function so that AS = 0, ∂S∂ν = y(v, 0)− y(0, 0).
Moreover, the following regularity result holds: We have y(0, g) − y(0, 0) ∈

H3/2(Ω) as ∂
∂νA

(y(0, g)− y(0, 0)) ∈ L2(Γ), and as S(v) ∈ H2(Ω) we have also
∂S
∂ν = y(v, 0)− y(0, 0) ∈ H3/2(Ω).

From section 2, the low-regret control method associated with (3.1)–(3.2) is de-
fined by

J γ(v) = J(v, 0)− J(0, 0) +
1

γ

∥∥∥S(v)∥∥∥2

L2(Γ)

,(3.4)

where S(v) = ζ(v) is the solution of{
AS(v) = 0 in Ω,
∂S
∂νA

= y(v, 0)− y(0, 0) on Γ.

The problem

inf
v∈U
J γ(v)(3.5)

admits a unique solution v = uγ . Then the necessary condition of first order of Euler
on U for every w ∈ U writes

(y(uγ , 0)− zd, y(w, 0)− y(0, 0)) + (Nuγ , w) +

(
1

γ
S(uγ), S(w)

)
≥ 0.(3.6)

We have the following proposition.
Proposition 3.1. The low-regret control uγ solution to (3.4)–(3.5) is character-

ized by the unique {yγ , ζγ , ργ , pγ} solution to

Ayγ = f + uγ , Aζγ = 0, A ργ = 0, A pγ = 0,

∂yγ
∂ν

= 0,
∂ζγ
∂ν

= yγ − y(0, 0),
∂ργ
∂ν

= 1
γ ζγ ,

∂pγ
∂ν

= yγ − zd + ργ ,

pγ +Nuγ = 0 in L2(Ω),
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with

uγ ∈ L2(Ω) and yγ , ζγ , ργ , pγ ∈ H3/2(Ω).

Proof. Denote yγ = y(uγ , 0), and let ζ(uγ) be the solution of Aζγ = 0,
∂ζγ
∂ν =

yγ − y(0, 0). Let now ργ be the solution of Aργ = 0,
∂ργ
∂ν =

1
γ ζγ . Then by the above

Green formula(
1

γ
ζγ(uγ), ζγ(w)

)
L2(Γ)

= (Aργ , ζ)L2(Ω) − (ργ , Aζγ)L2(Ω) +

(
ργ ,

∂ζγ
∂ν

)
L2(Γ)

=

(
ργ ,

∂ζγ
∂ν

)
L2(Γ)

.

The inequality (3.6) becomes

(yγ − zd + ργ , y(w, 0)− y(0, 0)) + (Nuγ , w) ≤ 0.
Now, and as it is classical, we calculate the adjoint state pγ such that Apγ = 0,
∂pγ
∂ν = yγ − zd + ργ .
This is for any w in the vector space U . Then we have

pγ + Nuγ = 0.

Remark 9. The passage to the limit on γ for the no-regret control is an adaptation
of the proof of the Theorem 2.10. Let us note that we do not need the hypothesis
(2.7) as we have B∗ = B = Id.

We obtain the following theorem.
Theorem 3.2. The no-regret control u related to u0 = 0 of the problem (3.1)–

(3.2) is characterized by the unique solution {y, λ, ρ, p} of the optimality system

Ay = f + u, A ρ = 0, A p = 0 in Ω,

∂y

∂ν
= 0,

∂ρ

∂ν
= λ,

∂p

∂ν
= y − zd + ρ on Γ,

p+Nu = 0 in L2(Ω),

with{
u ∈ L2(Ω), y ∈ H3/2(Ω), p ∈ L2(Ω),

λ ∈ Ĝ completion of G for the norm H−5/2(Γ), ρ ∈ H−1(Ω).

Example 2. A boundary control, boundary uncertainty, boundary cost function.
Let Ω be an open domain from R

N of boundary ∂Ω = Γ0 ∪ Γ1, with Γ0 and Γ1

being two regular boundaries such that Γ0 ∩ Γ1 = ∅.
We consider the distributed parameter system



−∆y + y = 0 in Ω,

∂y

∂ν
= v on Γ0,

∂y

∂ν
= g on Γ1.

(3.7)
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For v ∈ U = L2(Γ0) and g ∈ G ⊂ L2(Γ1), (3.7) admits a unique solution y(v, g) ∈
H3/2(Ω).

We associate with the state y(v, g) the cost function

J(v, g) =
∣∣∣y(v, g)− zd

∣∣∣2
L2(Γ0)

+N
∣∣∣v∣∣∣2

L2(Γ0)

.(3.8)

For u0 fixed in U , there exists a unique no-regret control u related to u0. We suppose
that u0 = 0.

The low-regret control associated is defined by the following cost function:

J γ(v) = J(v, 0)− J(0, 0) +
1

γ

∥∥∥S(v)∥∥∥2

L2(Γ1)

,(3.9)

where S(v) = ζ(v) is the solution to


AS(v) = 0 in Ω,

∂S

∂ν
= y(v, 0) on Γ0,

∂S

∂ν
= 0 on Γ1

(3.10)

and where A = −∆+ I.
Indeed,

J(v, g)− J(0, g) = J(v, 0)− J(0, 0) + 2(y(v, 0), y(0, g))L2(Γ0)×L2(Γ0).

Then by the Green formula we obtain

(y(v, 0), y(0, g))L2(Γ0)×L2(Γ0) = (S(v), g)L2(Γ0)×L2(Γ0),

with S(.) the solution to (3.10). The problem

inf
v∈U
J γ(v)(3.11)

admits a unique solution uγ called the low-regret control.
Proposition 3.3. The low-regret control uγ solution to (3.9)–(3.11) is charac-

terized by the unique solution {yγ , ζγ , ργ , pγ} of the optimality system


Ayγ = 0, Aζγ = 0, A ργ = 0, A pγ = 0 in Ω,

∂yγ
∂ν

= uγ ,
∂ζγ
∂ν

= yγ ,
∂ργ
∂ν

= 0,
∂pγ
∂ν

= yγ − zd + ργ on Γ0,

∂yγ
∂ν

= 0,
∂ζγ
∂ν

= 0,
∂ργ
∂ν

= 1
γ ζγ ,

∂pγ
∂ν

= 0 on Γ1,

pγ +Nuγ = 0 on Γ0,

with, uγ ∈ L2(Γ0), and yγ ∈ H3/2(Ω), ζγ ∈ H5/2(Ω), ργ ∈ H7/2(Ω), pγ ∈ H1/2(Ω).
Proof. The Euler condition gives

(yγ − zd, y(w, 0))L2(Γ1)×L2(Γ1)
+N (uγ , w)L2(Γ0)×L2(Γ0)

+

(
1

γ
ξ(uγ), ξ(w)

)
L2(Γ1)×L2(Γ1)

≥ 0.
(3.12)
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We first solve for ργ : Aργ = 0, with
∂ργ
∂ν = 0 on Γ0, and

∂ργ
∂ν =

1
γ ξ(uγ) on Γ1. Hence(

1

γ
ξ(uγ), ξ(w)

)
L2(Γ1)×L2(Γ1)

= (ργ , y(w, 0))
L2(Γ0)×L2(Γ0)

so that (3.12) becomes

(yγ − zd + ργ , y(w, 0))
L2(Γ0)×L2(Γ0)

+N (uγ , w)
L2(Γ0)×L2(Γ0)

≥ 0.

Let now pγ be the solution of Apγ = 0, with
∂pγ
∂ν = yγ − zd on Γ0, and

∂pγ
∂ν = 0 on

Γ1.
We have then

(yγ − zd + ργ , y(w, 0))
L2(Γ0)×L2(Γ0)

= (pγ , w)
L2(Γ0)×L2(Γ0)

.

Finally, as L2(Γ0) is a vector space, we have

pγ + Nuγ = 0 ∀w ∈ L2(Γ0).

The passage to the limit on γ leads to the following theorem.
Theorem 3.4. The no-regret control u of the system (3.7)–(3.8) is characterized

by the unique solution {y, λ, ρ, p} of the optimality system


Ay = 0, A ρ = 0, A p = 0 in Ω,

∂y

∂ν
= u,

∂ρ

∂ν
= 0,

∂p

∂ν
= y − zd + ρ on Γ0,

∂y

∂ν
= 0,

∂ρ

∂ν
= λ,

∂p

∂ν
= 0 on Γ1,

p+Nu = 0 in L2(Γ0),

with {
u ∈ L2(Ω), y ∈ H3/2(Ω), p ∈ H1/2(Ω),

λ ∈ Ĝ completion of G in H−2(Γ), ρ ∈ H−1/2(Ω).

4. The evolution case.

4.1. No-regret control for systems of parabolic type. In this section, A ∈
L(V;V ′) is an elliptic differential operator

(Av , v ) ≥ α
∥∥∥v∥∥∥2

, α > 0,
∥∥∥∥∥∥ = norm in V,

B ∈ L (U ;L2(0, T ;V ′)
)
, and F is the real Hilbert space of uncertainties such that

V ⊂ F ⊂ V ′.

Let then G be the closed vector subspace of F .
For f ∈ L2(0, T ;V ′), the state equation that we consider is

∂y

∂t
+ Ay = f +B v,(4.1)
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with

y(t = 0, v, g) = y0 + g,(4.2)

where y0 is a given data in F and where g ∈ G.
For chosen v and g, the problem (4.1)–(4.2) admits a unique solution noted

y(v, g) ∈ L2(0, T ;V).
For a fixed t ∈ (0, T ), and for any g ∈ G we have then a possible state for which

we attach a cost function given by

J(v, g) =

∫ T

0

‖Cy(v, g)− zd‖2Hdt+N

∫ T

0

‖v‖2U dt,(4.3)

where

C ∈ L (L2(0, T ;V);H ),(4.4)

the set H is a Hilbert space, zd ∈ H fixed, N > 0, and ‖.‖X represents the norm
defined on the Hilbert space X.

When G = {0}, a standard control problem is to find
inf
v∈U

J(v, 0).(4.5)

We now develop the approach of the first part to this evolution case, when G 	= {0}.
4.1.1. Least regret control. Approached optimality system. Following

the lines of [13] and using the notations in [17], we have then

J(v, g)− J(u0, g) = J(v, 0)− J(u0, 0) + 2〈 ξ(v − u0), g 〉G′×G ,(4.6)

where

S(v) = ζ(t = 0, v)(4.7)

and where ζ is the solution to the backwards problem{−ζ ′ +A∗ ζ = C∗C(y(v, 0)− y(0, 0)),
ζ (t = T, v) = 0,

(4.8)

with ζ ′ = ∂ζ
∂t .

Then the low-regret control associated with the problem (4.1)–(4.3) is defined by

inf
v∈U
J γ(v),(4.9)

J γ(v) = J(v, 0)− J(u0, 0) +
1

γ

∥∥∥ζ(0, v − u0)
∥∥∥2

G′
,(4.10)

where G′ is the dual of G which can be identified to G. The problem (4.9)–(4.10) has
a unique solution uγ called low-regret control.

Proposition 4.1. The low-regret control uγ solution to (4.9)–(4.10) is charac-
terized by the unique solution {yγ , ζγ , ργ , pγ} of the optimality system


y′γ + Ayγ = f +Buγ ,
ρ′γ + Aργ = 0,
yγ(t = 0) = y0, ργ(0) =

1
γ ζγ ,

B∗pγ +Nuγ = 0 in U .

−ζ ′γ + A∗ζγ = C∗C(yγ − y(0, 0)),
−p′γ + A∗pγ = C∗(Cyγ − zd) + C∗Cργ ,
ζγ(T ) = 0, pγ(T ) = 0,
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Proof. Let uγ be the solution of the problem (4.9)–(4.10). The Euler first order
condition gives the following optimality system:

(Cy(uγ , 0)− zd, C(y(w, 0)− y(0, 0)) )
H×H

+ (Nuγ , w )U×U

(4.11)

+

(
1

γ
ζ(0, uγ − u0), ζ(0, w)

)
G×G

≥ 0.

With this in mind, let yγ = y(uγ , 0), and look for ζγ = ζ(0, uγ−u0) to be the solution
of (4.8) and ργ ∈ V the solution of{

ρ′γ +Aργ = 0,
ργ(t = 0) =

1
γ ζγ .

As it is classical, we introduce the adjoint state pγ defined by

−p′γ +A∗pγ = C∗(Cyγ − zd) + C∗Cργ , with pγ(T ) = 0.

Hence we deduce from (4.11)

B∗pγ +Nuγ = 0 in U .(4.12)

This ends the proof.

4.1.2. Singular optimality system. We now give the optimality system for
the no-regret control. We need a supplementary hypothesis. Let ρ ∈ L2(0, T ;V ) be
defined by

ρ′ +Aρ = 0, ρ(0) = g, g ∈ G,

and σ ∈ L2(0, T ;V ) as

−σ′ +A ∗σ = C∗C ρ, σ(T ) = 0.

Setting Rg = B∗σ, then we define the continuous operator g �→ Rg from F to U , and
we do the hypothesis ∥∥∥Rg

∥∥∥
U
≥ c

∥∥∥g∥∥∥
F

c > 0 ∀g ∈ G.(4.13)

Theorem 4.2. We suppose that (4.13) holds true. Then the no-regret control
u related to u0, for the system (4.1)–(4.3), is characterized by the unique solution
{y, λ, ρ, p} to the optimality system


y′ + Ay = f +Bu,
ρ′ + Aρ = 0,
y(0) = y0, ρ(0) = λ,
B∗p+Nu = 0 in U ,

−ζ ′ + A∗ζ = C∗C(y − y(0, 0)),
−p′ + A∗p = C∗(Cy − zd) + C∗Cρ,
ζ(T, u) = 0, p(T ) = 0,

with λ ∈ Ĝ.
Proof. The proof holds from the approached optimality system of Proposi-

tion 4.1 for which a priori estimates allow us to pass to the limit when γ → 0 as
in section 2.
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4.2. No-regret control for well-posed systems of Petrowsky type. We
now consider an elliptic differential operator A such as

A∗ = A,

and to simplify we consider the state equation

y′′ +Ay = v,(4.14)

with

y ∈ L∞(0, T ;V ), y′ ∈ L∞(0, T ;F ),(4.15)

y(0) = y0 + g0, y′(0) = y1 + g1,(4.16)

where {y0, y1} is bounded in V × F and where{
g0 ∈ G0, G0 = closed vector subspace of V,
g1 ∈ G1, G1 = closed vector subspace of F.

(4.17)

Let y(v, g) be the solution of (4.14)–(4.16), g = (g0, g1). Let C be defined by (4.4)
and the cost function J(v, g) be defined by (4.3). We look for the no-regret control
related to u0 = 0. We define y = y(v, 0) and ζ(t, v) (or ζ(t)), respectively, by

y′′ +Ay = v, y(t = 0) = y0, y′(t = 0) = y1,(4.18)

ζ ′′ +Aζ = C∗C y(v, 0), ζ(T ) = 0, ζ ′(T ) = 0.(4.19)

Set z = y(0, g)− y(0, 0). Then z is the solution of

z′′ +Az = 0,
z(0) = g0,
z′(0) = g1.

Then by the Green formula we obtain

J(v, g)− J(0, g) = J(v, 0)− J(0, 0) + 2

∫ T

0

( ζ ′′ +∆ζ, z ) dt

= J(v, 0)− J(0, 0) + 2 ( ζ(0), g1 )G0,G1
− 2 ( ζ ′(0), g0 )G1,G0

.

As the low-regret control solution is defined by the

inf
v∈U

(
sup

g∈G0×G1

(
J(v, g)− J(0, g) + γ

∥∥∥g0

∥∥∥2

G0

− γ
∥∥∥g1

∥∥∥2

G1

))
,

the low-regret control method reads

inf
v∈U
J γ(v) = inf

v∈U

(
J(v, 0)− J(0, 0) +

1

γ

∥∥∥ζ(0)∥∥∥2

G1

− 1
γ

∥∥∥ζ ′(0)∥∥∥2

G0

)
.(4.20)

And we have for the Petrowsky systems the following result.
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Theorem 4.3. The no-regret control u related to u0 = 0 is characterized by the
unique solution {y, λ0, λ1, ζ, ρ, p} to the optimality system


y′′ +Ay = 0, ζ ′′ +Aζ = 0, ρ′′ +Aρ = 0, p′′ +Ap = 0,
y(0) = y0, ζ(T ) = 0, ρ(0) = λ0, p(T ) = 0,
y′(0) = y1, ζ ′(T ) = 0, ρ′(0) = λ1, p′(T ) = 0,

p+Nu = 0,

with

λ0 = − lim

γ→0

1

γ
ζ ′(0), λ0 ∈ Ĝ0 completion of G0 for the norm

∥∥∥.∥∥∥
G0

,

λ1 = lim
γ→0

1

γ
ζ(0), λ1 ∈ Ĝ1 completion of G1 for the norm

∥∥∥.∥∥∥
G1

.

Remark 10. These results are also valid for well-posed problems of hyperbolic
type.

5. Application. Hereafter, we discuss an example of parabolic type with bound-
ary control, boundary uncertainty, and cost function.

Let Ω be an open set of RN of boundary Γ0∪Γ1, with Γ0 and Γ1 being two regular
boundaries of empty set intersection. We consider the distributed system



y′ −∆ y + y = 0 in Ω,

y(0, x, v, g) = 0 on {0} × Ω,
∂y

∂ν
= v on ]0, T [×Γ0 = Σ0,

∂y

∂ν
= g on ]0, T [×Γ1 = Σ1.

(5.1)

For v ∈ U = L2(Σ0), g ∈ G, a vector closed subspace of L2(Σ1), (5.1) has a unique
solution y(t, x, v, g) noted y(v, g). We associate with the state y(v, g) the cost function

J(v, g) =
∣∣∣y(v, g)− zd

∣∣∣2
L2(Σ0)

+N
∣∣∣v∣∣∣2

L2(Σ0)

.(5.2)

For u0 fixed in U , there exists a unique control u related to u0. Take u0 = 0. Then
the associated low-regret control is defined by the following cost function:

J γ(v) = J(v, 0)− J(0, 0) +
1

γ

∣∣∣ζ(v)∣∣∣2
L2(Σ1)

,(5.3)

where ζ is the solution of


−ζ ′ +Aζ = 0 in Ω,

ζ(T, v) = 0 on {T} × Ω,
∂ζ

∂νA
= y(v, 0) on Σ0,

∂ζ

∂νA
= 0 on Σ1

and where A = −∆+ I = A∗.
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The problem

inf
v∈U
J γ(v)(5.4)

has a unique solution: the low-regret control uγ . We set yγ = y(uγ , 0) and ζγ = ζ(uγ).
We then have immediately the following proposition.

Proposition 5.1. The low-regret control uγ is characterized by the unique solu-
tion {yγ , ζγ , ργ , pγ} of the optimality system




y′γ +Ayγ = 0, −ζ′γ +Aζ = 0, ργ +Aργ = 0, −p′γ +Apγ = 0,

yγ(0) = 0, ζγ(T ) = 0, ργ(0) = 0, pγ(T ) = 0,

on Σ0,
∂yγ
∂ν

= uγ ,
∂ζγ
∂ν

= y(v, 0),
∂ργ
∂ν

= 0,
∂pγ
∂ν

= yγ − zd + ργ ,

on Σ1,
∂yγ
∂ν

= 0,
∂ζγ
∂ν

= 0,
∂ργ
∂ν

= 1
γ
ζγ ,

∂pγ
∂ν

= 0,

pγ +Nuγ = 0 in L2(Σ0),

with,

uγ ∈ L2(Σ0), and yγ ∈ L2((0, T );H3/2(Ω)), ζγ ∈ L2((0, T );H5/2(Ω)), ργ ∈ L2((0, T );H7/2(Ω)),

pγ ∈ L2((0, T );H1/2(Ω)).

For the proof, we use the same technique as detailed for the stationary Example 2
in section 3.

We also deduce easily the following theorem.
Theorem 5.2. The no-regret control u related to u0 = 0 of the system (5.1)–(5.2)

is characterized by the unique solution {y, λ, ρ, p} of the optimality system


y′ +Ay = 0, −ζ ′ +Aζ = 0, ρ′ +Aρ = 0, −p′ +Ap = 0 in Ω,

y(0) = 0, ζ(T ) = 0, ρ(0) = 0, p(T ) = 0,

∂y

∂ν
= u,

∂ζ

∂ν
= y,

∂ρ

∂ν
= 0,

∂p

∂ν
= y − zd + ρ on Σ0,

∂y

∂ν
= 0,

∂ζ

∂ν
= 0,

∂ρ

∂ν
= λ,

∂p

∂ν
= 0 on Σ1,

p+Nu = 0 in L2(Σ0),

with 

u ∈ L2((0, T );L2(Ω)), y ∈ L2((0, T );H3/2(Ω)),

λ ∈ Ĝ completion of G in L2((0, T );H−2(Σ1)),
ρ ∈ L2((0, T );H−1/2(Ω)), p ∈ L2((0, T );H1/2(Ω)).

Conclusion. As we have seen, the low-regret control method allows us to trans-
form systematically a problem with uncertainty to a standard control problem. It is
then easier to obtain optimality systems applying the Euler–Lagrange formula.

This method can be used for the control of singular distributed systems as in [4]
(see also [5]). Here, the singularity of the backward heat equation is taken off by
adding the needed data which may belong to the unknown vector closed subspace G
of a given Hilbert space of uncertainties. The system becomes regular, but it contains
incomplete data. We then give an optimality system to the no-regret control. In [4],
the comparison with the classical penalization method for the control of the backward
heat equation in Lions [11] is discussed.
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chaleur, Ph.D. thesis, Université des Antilles et de la Guyane, Guadeloupe (French West
Indies), to appear.

[5] R. Dorville, O. Nakoulima, and A. Omrane, Low-regret control for singular distributed
systems: The backwards heat ill-posed problem, Appl. Math. Lett., to appear.

[6] D. Gabay, private communication, Almeria, 1992.
[7] D. Gabay and J. L. Lions, Décisions stratégiques à moindres regrets, C. R. Acad. Sci. Paris
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Abstract. Stability criteria of partly uncertain linear systems with variable coefficients play
an important part in various fields of robust control. In this paper we consider linear systems with
periodic coefficients that may vary within their known lower and upper bounds depending upon
time as well. Stability analysis of systems with variable coefficients is often based on the Lyapunov
functions method leading in many cases to rigid sufficient stability conditions. A new approach to
stability analysis of such systems is described in this paper. Using this method we obtain an upper
bound for the real parts of the characteristic exponents of the system solutions yielding sufficient
stability criteria and find the cases in which these bounds are reached. This explicitly determines
the “worst” possible periodic coefficients yielding the largest value of the maximal real part of the
characteristic exponents. Certain results are extended to the case of nonperiodic time-dependent
bounded coefficients.
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1. Introduction. We consider a linear system with uncertain periodic coeffi-
cients

ẋ = A(t)x,

x ∈ Rn, A(t) = [aik(t)]ni,k=1, aik(t) = aik(t+ T ).
(1.1)

It is assumed that the coefficients are piecewise continuous and lie within the pre-
scribed limits:

a−ik(t) ≤ aik(t) ≤ a+
ik(t).(1.2)

Sometimes it is more convenient to represent the matrix A(t) as a sum of fixed
and uncertain matrices:

A(t) = A0(t) + ∆(t),

A0(t) = [a0
ik(t)]ni,k=1, ∆(t) = [δik(t)]ni,k=1,

a0
ik(t) = 1

2

[
a−ik(t) + a+

ik(t)
]
, |δik(t)| ≤ 1

2

[
a+
ik(t)− a−ik(t)

]
.

(1.3)

In the field of robust stability (see, for example, [1]) restrictions on uncertain
entries of the matrix are often imposed on an upper bound δ0 for the norm of the
uncertain matrix ∆(t). Both of these assumptions are considered in this paper.

Stability problems for linear systems with partly uncertain periodic coefficients
arise in numerous applications as well as in stability analysis of equilibrium or periodic
solutions of nonlinear systems:

ẏ = f(y, t),

f(y, t) = f(y, t+ T ), f(0, t) = 0, y ∈ Rn,(1.4)
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where the function f(y, t) is not precisely known. Stability of equilibrium y(t) ≡ 0
is determined by variational equation (1.1) where aik(t) = ∂fi(y, t)/∂yk for y = 0.
This problem turns out to be the one stated above if bilateral bounds for the elements
aik(t) are known.

A variation of the previous problem could be described as follows. Assume that
system (1.4) is precisely defined and existence of its periodic solution within a compact
region Ω is established, but the solution itself is unknown. Then one may find bilateral
bounds for the elements of the Jacobian fy(y, t) in Ω which imply the considered
problem.

Stability analysis of time-invariant linear systems with partly uncertain coeffi-
cients attracted a flood of publications in the last two decades, and a few approaches
for estimating of robust stability of such systems have been developed. (See, for ex-
ample, monograph [2] for a recent review on this subject.) Indeed, these techniques
cannot be directly generalized on time-varying (in particular, periodic) uncertain sys-
tems since this problem turns out to be considerably more complicated. Mentioning
that known results on stability of uncertain time-varying systems (see, e.g., [3], [4],
and [5]) are based on applications of the Lyapunov functions method often yielding
rigid sufficient stability criteria.

A new approach to stability analysis of partly uncertain linear periodic (and more
general time-varying) systems is developed in this paper. This approach does not
rely on availability of suitable Lyapunov functions and often yields more accurate and
informative stability criteria leading to a robust stability control. Let us introduce
briefly the main idea of this approach.

Let W (t) = [x1(t), . . . , xn(t)] be a transition matrix of (1.1) with a periodic
matrix A(t) = A(t+T ). (W (0) = I, where I is the unit matrix.) It is known (see, for
example, [6]) that the stability of this system is determined by the eigenvalue (Floquet
multiplier) ρn of the monodromy matrix W (T ) with the largest modulus. Namely, if
|ρn| < 1 and, therefore, the real part of the characteristic exponent αn = (ln ρn)/T is
negative, the system is asymptotically stable; if |ρn| > 1 (Reαn > 0), the system is
unstable.

Denote by U(t) the set of n × n matrices A(t) satisfying conditions (1.2); let
α+ = sup Reαn(A) for A(t) ∈ U(t). Equation (1.1) is asymptotically stable for any
A(t) ∈ U(t) if α+ < 0.

Our approach is based on deriving an upper bound ρ∗ for the largest in modu-
lus multiplier and, hence, the upper bound α∗ for α+. In contrast to the Lyapunov
functions method, our approach also estimates the degree of system stability or in-
stability of the initial system. In fact, if α∗ < 0, then the Euclidean norm of any
solution of (1.1), ‖x(t)‖ < C exp(α∗t) for some C and t > 0. The condition of α∗ > 0
leads to a sufficient stabilizing feedback control u = C(t)x; for example, the system
ẋ(t) = A(t)x− aIx with a > α∗ is certainly asymptotically stable.

Theorem 1 determines an upper bound for the value Reαn(A) of a given matrix
A(t). This bound is defined by the largest real characteristic exponent αn(B) of the
system ẋ = B(t)x with a matrix B(t + T ) = B(t) such that the entries aik(t) and
bik(t) of matrices A(t) and B(t) satisfy inequalities (2.2). Its proof (section 4) is based
on the following steps.

Let ρi be a real multiplier of (1.1); then there exists the real solution xi(t) =
exp(αit)ui(t), where αi = (ln ρi)/T and ui(t) is a T -periodic function. Using the corre-
sponding Green’s function, we transform (1.1) to the integral equation u = R(A)u. In
the analogous equation for (2.1), the corresponding integral operator R(B) is strongly
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positive (transforms any nonnegative function u(t) into positive one), which enables
us to utilize some profound results in the theory of positive operators. (See [7] and [8]
for additional information.) As a result, it is proved that the multiplier with largest
modulus of the equation ẋ = B(t)x is real and exceeds the multiplier ρi. Next, we
extend this inequality to the value |ρi| of any complex multiplier ρi. Using lower
and upper bounds a−ik(t) and a+

ik(t) of aik(t), we construct a matrix B(t) which sat-
isfies inequalities (2.2) for any A(t) ∈ U(t) and, thus, yields a required bound for
the value α+. We found cases in which the corresponding matrix B(t) ∈ U(t). This
implies that A(t) = B(t) is the “worst” admissible matrix with the corresponding
value αn(A) = α+.

Theorem 2 presents an upper bound for α+ directly through the largest eigenval-
ues of symmetric components of the matrices A0(t) and ∆(t). In its proof we employ
the known bound of the value Reαn of system (1.1) with a given matrix A(t) (see [6]):

Reαn ≤ 1

2T

∫ T

0

q(t)dt,(1.5)

where q(t) is the largest eigenvalue of the matrix A(t)+Aτ (t) (τ means transposition).
Theorem 3 determines asymptotic stability of systems (1.1) and (1.3) via the

norm of the transition matrix of the unperturbed system (A(t) ≡ A0(t)) and an
upper bound for the norm of the uncertain matrix ∆(t). These values also enable us
to establish an upper bound for the value α+ (Theorem 4).

The results of Theorem 1 are extended to the case in which the coefficients aik(t)
are bounded but not necessarily periodic (Theorem 5). In this case one may choose
a constant matrix B satisfying inequalities (2.2) for all t; its largest real eigenvalue
gives an upper bound for the supremal Lyapunov exponent of system (1.1). Theorem
6 extends Theorem 2 on the nonperiodic case.

This paper is organized as follows. The main results are formulated in section
2. In section 3 we include examples and a discussion of our theorems. All proofs are
presented in section 4.

2. Main results. Consider the equation

ẋ = B(t)x,

B(t) = [bik(t)]ni,k=1, bik(t) = bik(t+ T ).
(2.1)

Suppose that for t ∈ [0, T ],

|aik(t)| ≤ bik(t), i �= k, aii(t) ≤ bii(t), i, k = 1, . . . , n.(2.2)

Moreover, we assume that the matrix B(t) is nondecomposable at some t = t0, which
means that system (2.1) with B(t) ≡ B(t0) does not contain an independent subsys-
tem of order p < n. (Note that this condition may be reached by an arbitrary small
perturbation of the matrix B(t).) Since (2.2), the off-diagonal elements of the matrix
B(t) are nonnegative, so the largest in modulus multiplier ρn(B) of system (2.1) is
real, positive, and simple. (See, for example, Theorem 4.7 in [7] for more details.)

The following theorem compares the largest in modulus multipliers of (1.1) and
(2.1).

Theorem 1. Let (2.2) be true; then

|ρn(A)| ≤ ρn(B).(2.3)
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Thus, the corresponding characteristic exponent assumes the inequality

Reαn(A) ≤ αn(B) =
1

T
ln ρn(B).(2.4)

Moreover, if (2.2) is true for any A(t) ∈ U(t), then the corresponding value is

α+ ≤ 1

T
ln ρn(B).(2.5)

Suppose now that the matrix A(t) is represented in the form (1.3). Let us define

A0
s(t) =

[
A0(t) +A0τ (t)

]
, ∆s(t) =

[
∆+(t) + ∆τ

+(t)
]
,

∆+(t) =
[
δ+ik(t)

]n
i,k=1

, δ+ik(t) = 1
2

[
a+
ik(t)− a−ik(t)

]
.

(2.6)

Let βA(t) and β∆(t) be the largest eigenvalues of the matrices A0
s(t) and ∆s(t).

Note that all the eigenvalues of these matrices are real due to their symmetry. The
next theorem gives an upper bound for α+ directly through βA(t) and β∆(t).

Theorem 2. In problem (1.1)–(1.3)

α+ ≤ 1

2T

∫ T

0

[βA(t) + β∆(t)]dt.(2.7)

Consider now stability of system (1.1), (1.3) assuming that only an upper bound
δ0 for the norm ‖∆(t)‖ of the uncertain matrix is known. Symbol ‖∆(t)‖ assigns
any matrix norm which satisfies, in addition to the standard norm conditions, the
inequality

‖∆1∆2‖ ≤ ‖∆1‖ ‖∆2‖ .(2.8)

In particular, the norm could assume one of the following forms:

‖∆(t)‖ =

√√√√ n∑
i,k=1

δ2ik(t),(2.9)

‖∆(t)‖ = max
1≤i≤n

n∑
k=1

|δik|,(2.10)

‖∆(t)‖ = max
1≤k≤n

n∑
i=1

|δik|.(2.11)

We note that if the norm is determined by (2.9), Theorem 2 is extended to this
case by exchanging in (2.7) β∆(t) by δ0. In fact, the eigenvalues βi(t), i = 1, . . . n, of
the matrix ∆(t) satisfy the Schur inequality [9]

n∑
i,k=1

δ2ik(t) ≥
n∑
i=1

β2
i (t).(2.12)

Clearly, ‖∆s(t)‖ ≤ 2‖∆(t)‖, so 2δ0 ≥ β∆(t).
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Consider (1.1) in the absence of uncertain perturbations:

ẋ = A0(t)x.(2.13)

We assume that it is asymptotically stable, so the corresponding Floquet multipli-
ers ρ0

i , i = 1, . . . , n, lie within the unit circle (see [6]). Let W 0(t, s) be the transition
matrix of (2.1) (W 0(s, s) = I) and w(t, s) = ‖W 0(t, s)‖. By supposition, |ρ0

i | < 1, so
Reα0

i < 0, where α0
i = (ln ρ0

i )/T are the characteristic exponents of system (2.13). In
general, the elements of W 0(t, s) tend to zero as exp(µt)P (t), where µ = maxi Reα0

i

and P (t) is a polynomial of order k < p. (p is the multiplicity of the corresponding
multiplier.) Therefore, there exists

w0 = lim
t→∞

∫ t

0

w(t, s)ds.(2.14)

The following theorem gives sufficient stability condition for (1.3) expressed in
the upper bound δ0 for the norm of the uncertain matrix ∆(t).

Theorem 3. Equation (1.3) is asymptotically stable if

δ0 < 1/w0.(2.15)

The next theorem gives an upper bound for the value α+ = sup Reαn(A) for
A(t) ∈ U(t).

Theorem 4. The value α+ satisfies the inequality

α+ ≤ δ20w
2
∗

2
,(2.16)

where

w∗ = lim
t→∞

[∫ t

0

w2(t, s)ds

]1/2
.

Consider now the nonperiodic case, i.e., assume that the entries aik(t) of the
matrix A(t) vary arbitrarily within bounds (1.2). Let x(t, x0, A) be the solution
of (1.1) for some A(t) with initial condition x(0, x0, A) = x0. The corresponding
Lyapunov exponent is defined by

λ(x0, A) = lim
t→∞

1

t
ln ‖x(t, x0, A)‖ .(2.17)

Stability of such a system is determined by the supremal Lyapunov exponent

λ+ = sup
x0 �=0, A(t)∈U(t)

λ(x0, A).(2.18)

If λ+ < 0, then system (1.1) is exponentially stable for any admissible A(t).
Let us consider the extensions of Theorems 1 and 2.
Suppose that a constant matrix B satisfies inequality (2.2) for any t > 0. Let λ(B)

be the largest real eigenvalue of the matrix B. The next theorem extends Theorem 1
to the nonperiodic case.

Theorem 5. Assume that (2.2) is true; then

λ+ ≤ λ(B).(2.19)
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Denote by ∆m the matrix with the elements δmik = 0.5 supt[a
+
ik(t)− a−ik(t)], i, k =

1, . . . , n; let βm be the largest eigenvalue of the matrix ∆m + ∆τ
m.

Theorem 6. The value λ+ satisfies the inequality

λ+ ≤ lim
T→∞

[
1

2T

∫ T

0

[βA(t) + βm]dt

]
.(2.20)

3. Discussion and example. The determination of an upper bound (2.3) for
multipliers of system (1.1), (1.2) using Theorem 1 requires choosing a matrix B(t)
which assumes inequality (2.2) for any A(t) ∈ U and the calculation of the largest real
eigenvalue ρn(B) of the corresponding monodromy matrix. In particular, one may
choose

bik(t) ≡ max |aik(t)| for i �= k, bii(t) ≡ max aii(t) = a+
ii(t), i, k = 1, . . . , n.(3.1)

If in the form (1.3) the off-diagonal elements of the matrix A0(t) are nonnegative,
then max |aik(t)| = a+

ik for i �= k. Thus one may take

bik(t) ≡ a+
ik(t), i, k = 1, . . . , n,(3.2)

which implies that the corresponding matrix B(t) ∈ U(t). It follows that in this
case the required bound α+ is reached if all coefficients of the matrix A(t) take their
maximal admissible values.

The upper bound is also reached if for every i = 1, . . . , n, all off-diagonal elements
of the ith row and column of the matrix A0(t) are both positive or negative for all
t. Really, the change of the variable xi → −xi implies the change of the sign in the
elements of these rows and columns. Hence, the system could be reduced to a system
with nonnegative off-diagonal elements which does not affect the multipliers of the
original system. So, the “worst” admissible matrix is such that the coefficients aik(t)
and aki(t), i, k = 1, . . . , n; k �= i, take their maximal values a+

ik(t) and a+
ki(t) when

the elements a0
ik(t) and a0

ki(t) are positive; if they are negative, then aik(t) ≡ a−ik and
aki(t) ≡ a−ki; in both cases, aii(t) ≡ a+

ii(t).
Conditions of Theorem 2 avoid calculation of a monodromy matrix but require

calculations of the eigenvalues βA(t) and β∆(t) of the matrices As(t) and ∆s(t) for
every t. Though upper bound (2.7) is not generically reached for any admissible A(t),
it may provide a reasonable estimate, especially if the matrices A0(t) and ∆(t) are
near-symmetric. (Note that for a constant symmetric matrix, the right-hand side of
(2.7) equals its largest eigenvalue.)

Consider now Theorem 3. First of all we note that for scalar equation (1.3),
stability condition (2.15) is precise. Really, let A(t) = −h < 0; then w(t) = exp(−ht),
w0 = 1/h and inequality (2.15) becomes |∆(t)| < h. For ∆(t) ≡ h, (1.3) is not
asymptotically stable and condition (2.15) cannot be improved.

Systems in the following form are often found in various applications:

ÿ +H(t)ẏ +A(t)y + ∆(t)y = 0,(3.3)

where y ∈ Rk, the matrices H(t), A(t), and ∆(t) are T -periodic, and ∆(t) is uncertain
with ‖∆(t)‖ ≤ δ0. Suppose that for ∆(t) = 0, the system is asymptotically stable.
Let us derive a sufficient stability condition for (3.3) using reasoning similar to the
proof of Theorem 3.
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Setting y = y1, ẏ = y2, and x = (y1, y2), one may reduce (3.3) to (1.1). Repre-
senting the corresponding transition matrix in the form

W (t, s) =

[
W11(t, s) W12(t, s)
W21(t, s) W22(t, s)

]
,(3.4)

we obtain

yk(t) = W11(t, 0)yk(0) +W12(t, 0)ẏk(0)−
∫ t

0

W12(t, s)∆(s)yk(s)ds.

Assuming

yk(t) = exp(αkt)uk(t), uk(t) = uk(t+ T ), ‖uk(0)‖ = 1 ≥ ‖uk(t)‖ ,
one can, analogously to the proof of Theorem 3, find that (3.3) is asymptotically
stable if

δ0 <
1

w12
, w12 = lim

t→∞

∫ t

0

‖W12(t, s)‖ds.(3.5)

Theorem 5 provides a sufficient stability condition for system (1.1) with an un-
certain nonperiodic matrix A(t). Its utility requires finding a constant matrix B
satisfying inequalities (2.2) for all t, which could be made if one takes

bik = sup
t
|aik(t)| for i �= k, bii ≡ sup

t
aii(t), i, k = 1, . . . , n.(3.6)

Note that the accuracy of the above bounds depends upon matrix A(t). Hence
it is worthwhile to find all of the bounds and to choose the best one in analysis of a
specific system.

To illustrate the obtained results, consider a plane system, (1.1) (n = 2), with
coefficients aik(t) = aik(t+T ) contained within constant intervals [a−ik, a

+
ik], i, k = 1, 2.

To apply Theorem 1, we form the matrix B with the elements

bik = max
(∣∣a−ik∣∣ , ∣∣a+

ik

∣∣) , i �= k, bii = a+
ii , i = 1, 2.(3.7)

Since B is a constant matrix, its largest real eigenvalue λ(B) gives an upper
bound for the largest characteristic exponent Reαn of system (1.1) with any admissible
matrix A(t). By Theorem 5, in the nonperiodic case, λ(B) may serve as an upper
bound for the supremal Lyapunov exponent λ+. At the beginning of this section it is
shown that this bound is reached if the signs of the elements a0

12 = 0.5(a−12 +a+
12) and

a0
21 = 0.5(a−21 +a+

21) are identical. If they both are positive (negative), the coefficients
a12(t) and a21(t) of the “worst” matrix A(t) reach their maximal (minimal) admissible
values; in the both cases, the diagonal elements aii(t) ≡ a+

ii .
To apply Theorem 2, we form the matrices A0 and ∆+ with the elements

a0
ik =

1

2
(a−ik + a+

ik), δ+ik =
1

2
(a+
ik − a−ik), i, k = 1, 2.(3.8)

For any admissible matrix A(t), Reαn ≤ 0.5(βA + β∆), where βA and β∆ are the
largest eigenvalues of the matrices A0 +A0τ and ∆+ + ∆τ

+.
For example, assume a11 = 0, a12 = 1, a2i ∈ [a−2i, a

+
2i], i = 1, 2. Setting b21 =

max(|a−21|, |a+
21|), b22 = a+

22 and using Theorem 5, we find that λ+ ≤ λ(B) = 0.5(a+
22 +
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√
a+2
22 + 4b21). For a+

21 ≥ |a−21|, this bound is precise and is reached if a21(t) ≡ a+
21,

a22(t) ≡ a+
22.

If a+
21 < |a−21|, this upper bound could become overly conservative. In particular,

since λ(B) > 0, the system could be stable if a+
21 < 0 and a+

22 < 0, but the upper
bound derived using Theorem 5 is positive. In the periodic case (a2i(t+T ) = a2i(t)),
a better estimate could be found using Theorem 3. Assume a22(t) ≡ −2h; setting
x1 = x, x2 = ẋ, we write the considered system in the form

ẍ+ 2hẋ+ ω2
0x+ δ(t)x = 0,

ω2
0 = 0.5(a−21 + a+

21), |δ(t)| ≤ δ0 = 0.5(a+
21 − a−21).

(3.9)

Next, the elements of matrix (3.4) are

W12(t, s) = W12(t− s) =
1

ω∗ exp[−h(t− s)] sinω∗(t− s), ω∗ =
√
ω2

0 − h2,

and from (3.5) we get

w12 = lim
t→∞

∫ t

0

|W12(t− s)|ds =

∫ ∞

0

|W12(v)|dv

=
1

ω2
0

[
1 + 2

∞∑
k=1

exp(kβ)

]
=

1 + expβ

ω2
0(1− expβ)

,

(3.10)

where β = −πh/ω∗.
Hence, according to (3.5), equation (3.9) is asymptotically stable if

δ0 < δ
∗
0 =

ω2
0(1− expβ)

1 + expβ
.(3.11)

Note that obtained stability criteria could be used to check absolute stability of
linear systems controlled by a nonlinear feedback function f(σ, t)(σ = (c, x)) (see,
e.g., [11], [12], [13]), which might take any values within a prescribed sector, i.e.,

0 ≤ f(σ, t)σ ≤ Kσ2.(3.12)

Really, this problem is equivalent to stability of the corresponding linear uncertain
system with f(σ, t) = u(t)σ, where 0 ≤ u(t) ≤ K.

In particular, inequality (3.11) provides sufficient criterion for absolute stability
of the system

ẍ+ 2hẋ+ ω2
0x+ ϕ(x, t) = 0,

−δ0x2 ≤ ϕ(x, t)x ≤ δ0x2.
(3.13)

Putting f(x, t) = ϕ(x, t) + δ0x and observing that ω2
0 − δ0 = −a+

21, we reduce
(3.13) to the form

ẍ+ 2hẋ− a+
21x+ f(x, t) = 0,

0 ≤ f(x, t)x ≤ Kx2, K = 2δ0.
(3.14)

Suppose that a+
21 < 0. (For a+

21 ≥ 0, system (3.14) with the admissible function
f(x, t) ≡ 0 is not asymptotically stable.) Let us compare the accuracy of (3.11) with
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Table

h 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

δP0 0.20 0.39 0.57 0.73 0.87 0.96 1.00 0.96 0.08 0.0

δ∗0 0.16 0.31 0.46 0.60 0.72 0.83 0.92 0.97 0.99 1.00

the classical Popov criteria [13]. The latter guarantees absolute stability of system
(3.14) if for all ω ∈ [0,∞),

1

K
>

ω2 + a+
21

(ω2 + a+
21)2 + 4ω2h2

.(3.15)

The right-hand side of (3.15) reaches its maximal in ω value for ω2 = −a+
12 +

2h
√
−a+

12; thus (3.15) holds if

K < 4h

√
−a+

21 + 4h2.(3.16)

Putting here −a+
21 = ω2

0 −K/2, we get

K < KP = 2δP0 = 4h
√
ω2

0 − h2.(3.17)

For ω2
0 = 1, the limit values δP0 (h) and δ∗0(h) obtained by the Popov and developed

criteria (formulas (3.17) and (3.11)) are compared in the table.
As is seen, the Popov condition is slightly less conservative for relatively small h,

while for larger h, our approach provides better results. For h→ 1, δP0 (h)→ 0, while
δ∗0(h) approaches the precise bound δ∗0(1) = 1. (Really, for h = ω0 = 1 and ϕ = −x,
equation (3.13) admits the solution x(t) = const and, thus, is not asymptotically
stable.) Note that Theorem 3, unlike the Popov condition, could be equally applied
to controlled systems with a periodic linear part.

4. Proof of Theorem 1. Suppose first that the largest in the modulus multi-
plier ρn of (1.1) is real; let xn(t) be the corresponding solution (xn(t+ T ) = ρnx(t)).
As is known, it may be represented in the form

xn(t) = exp(αnt)un(t), un(t) = un(t+ T ),

αn = (ln ρn)/T.
(4.1)

Substituting (4.1) in (1.1), we find that un(t) satisfies the equation

u̇+ αnu = A(t)u,(4.2)

which we rewrite it in the form

u̇+ (αn + r)u = (A(t) + rI)u,(4.3)

where the constant r is chosen so that

αn + r > 0 and r ≥ bii(t), i = 1, . . . , n, t ∈ [0, T ].(4.4)

Using Green’s function g(t, s, α) for the problem

ẏ + (α+ r)y = p(t), y(0) = y(T ),(4.5)
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we reduce (4.3) to the integral equation

u = R(αn, A)u,

R(αn, A)u =

∫ T

0

G(t, s, αn)[A(s) + rI]u(s)ds, G(t, s, αn) = diag(g(t, s, αn)),

(4.6)

g(t, s, α) =
exp[β(s− T )]

exp(βT )− 1
for t < s;

g(t, s, α) =
exp[β(s + T − t)]

exp(βT )− 1
for t > s, β = α+ r.

Observing that g(t, s, αn) > 0 for t; s ∈ [0, T ], from (2.2), (4.4), and (4.6) we find

|un(t)| ≤
∫ T

0

G(t, s, αn) |A(s) + rI| |un(s)|ds ≤ R(αn, B) |un(t)| ,
(4.7)

R(αn, B)un =

∫ T

0

G(t, s, αn)[B(s) + rI]un(s)ds.

In view of (2.1) and (4.4), the matrix B(s) + rI is nonnegative; since, more-
over, B(t0) is nondecomposable, the operator R(αn, B) is strongly positive [7] (i.e., it
transforms any nonnegative function u(t) into a positive one). Hence, the eigenvalue
problem

λu = R(αn, B)u(4.8)

possesses a unique positive eigenvalue λ0(αn) such that the corresponding solution
u0(t) > 0 for t ∈ [0, T ]; any other eigenvalue of this problem obeys the inequality
|λi| < λ0 [7, Theorem 4.3]. For λ > λ0 and any v(t) ≥ 0, inequality R(αn, B)v ≥ λv
fails [8, Theorem 2.18]. Thus, inequality (4.7) implies that

1 ≤ λ0(αn).(4.9)

Let x∗(t) = exp(α∗t)u∗(t)(α∗ = (ln ρ∗)/T, u∗(t) = u∗(t+ T )) be the solution of (2.2)
corresponding to the largest in modulus multiplier ρ∗ = ρn(B). Since the off-diagonal
elements of the matrix B(t) are nonnegative, u∗(t) > 0 [7, Theorem 4.7]. Analogously,
we find that u∗(t) satisfies the equation

λu = R(α∗, B)u(4.10)

with λ = 1. Because u∗(t) > 0, λ = 1 is the largest in modulus eigenvalue of the
operator R(α∗, B) [8], i.e.,

λ0(α∗) = 1.(4.11)

It is follows from (4.6) that g(t, s, α) and thus—see [8]—the operator R(α,B) and
the eigenvalue λ0(α) decrease as α increases. Hence the required inequality α∗ ≥ αn
follows immediately from (4.9) and (4.11).

Let us assume now that a multiplier ρn = exp[(αn + iωn)T ] is complex. Suppose
first that ωnT/(2π) = p/q, where p and q are integers. Since (1.1) is T -periodic, the
matrix W (qT ) = [W (T )]q and its eigenvalues equal ρqi , i = 1, . . . , n, and, thus, ρqn is
real. Correspondingly it follows that |αqn| ≤ α∗q, and the required inequality holds
true.
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If the number ωnT/(2π) is irrational, we put ωn(ε) = ωn+ε. The value ωn appears
in the matrix of fundamental solutions W (t) in the form exp(ωnt); thus W (t, ε) and
the corresponding matrix A(t, ε) = Ẇ (t, ε)W−1(t, ε) are continuous in ε. Setting
ε → 0 and observing that for rational values (ωn + ε)T/(2π), the multiplier ρn(ε)
satisfies inequality (2.3), we find that the last is also true for ε = 0, which finally
proves the theorem.

Proof of Theorem 2. The real part of a characteristic exponent αn of (1.1) satisfies
the inequality (1.5) (see [6]), where q(t) is the largest eigenvalue of the matrix A(t) +
Aτ (t). Using representation (1.3) we find that q(t) ≤ βA(t) + βs(t), where βs(t)
is the largest eigenvalue of the matrix ∆(t) + ∆τ (t). Clearly, its elements satisfy
the inequality |δik(t) + δki(t)| ≤ 2δ+ik(t); hence, according to a Wielandt lemma [10],
βs(t) ≤ β∆(t). The theorem is proved.

Proof of Theorem 3. If δ0 is small, (1.1) is asymptotically stable. For the critical
value, δ∗0 , there exists a matrix ∆(t) with ‖∆(t)‖ ≤ δ∗0 such that |ρi| ≤ 1, i = 1, . . . , n;
|ρk| = 1 for a certain k, where ρi are the multipliers of (1.1). The corresponding
solution of (1.1) is

xk(t) = exp(αkt)uk(t), uk(t) = uk(t+ T ),(4.12)

where the value αk is purely imaginary. Without loss of generality, we assume that

‖xk(0)‖ = ‖uk(0)‖ = 1 ≥ ‖xk(t)‖ .(4.13)

Clearly, xk(t) may be represented in the form

xk(t) = W 0(t, 0)xk(0) +

∫ t

0

W 0(t, s)∆(s)xk(s)ds.(4.14)

Taking into account (4.13), we find that for any integer p,

‖xk(pT )‖ = 1 ≤ ‖W 0(pT, 0)‖+

∫ pT

0

‖W 0(pT, s)‖‖∆(s)‖‖xk(s)‖ds

< ‖W 0(pT, 0)‖+ w0δ
∗
0 .

(4.15)

Noticing that ‖W (pT, 0)‖ → 0 as p → ∞, we derive from (4.15) that w0δ
∗
0 ≥ 1.

Thus, for δ0 < 1/w0, a value αk cannot be purely imaginary, and all multipliers of
(1.1) lie within the unit circle.

Proof of Theorem 4. Representing a solution xk(t) = exp(αkt + ivt)uk(t) in the
form (2.6) and assuming ‖uk(0)‖ = 1 ≥ ‖uk(t)‖, we get

‖xk(pT )‖ = exp(αkpT )

≤ ∥∥W 0(pT, 0)
∥∥+

∫ pT

0

∥∥W 0(pT, s)
∥∥ ‖∆(s)‖ ‖xk(s)‖ds

(4.16)

≤ ∥∥W 0(pT, 0)
∥∥+ δ0

[∫ pT

0

w2(pT, s)ds

∫ pT

0

[exp(αks)]
2

ds

]1/2

<
∥∥W 0(pT, 0)

∥∥+
δ0w∗ exp(αkpT )

(2αk)1/2
.

Since ‖W (pT, 0)‖ → 0 as p → ∞, we derive from (4.16) the required inequality
(2.16).
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Proof of Theorem 5. We rewrite (1.1) in the form

ẋ+ rx = [A(t) + rI]x,(4.17)

where the constant r is chosen to satisfy the following inequality:

r + aii(t) > 0 for i = 1, . . . , n, t > 0.(4.18)

Let x(t, x0, A)(x(0, x0, A) = x0) be a solution of (4.17); clearly, it satisfies the
equation

x(t) = x0 +
1

r

∫ t

0

exp[−r(t− s)][A(s) + rI]x(s)ds.(4.19)

Let x+(t, x+
0 )(x+(0, x+

0 ) = x+
0 ) be a solution of the equation ẋ+ rx = (B + rI)x

and, analogously,

x+(t) = x+
0 +

1

r

∫ t

0

exp[−r(t− s)](B + rI)x+(s)ds.(4.20)

We take x+
0 > |x0|; then x+

0 (t) > |x0(t)| for small t. We now show that this
inequality holds for any t > 0. Really, suppose, by contradiction, that it fails for some
t = t∗; then due to (4.19) and (4.20),

x+(t∗)− |x(t∗)| > x+
0 − |x0|

+
1

r

∫ t∗

0

exp[−r(t∗ − s)][(B + rI)x+(s)− |A(s) + rI||x(s)|]ds.
(4.21)

The integrand in (4.21) is positive since

x+(s) > |x(s)| for s ∈ [0, t∗), bik ≥ |aik(s)|, i �= k, bii + r ≥ |aii(s) + r| ,
and, therefore, x+

0 (t∗) > |x0(t∗)|. This contradiction implies that x+
0 (t) > |x0(t)| for

all t > 0, and the corresponding Lyapunov exponents satisfy the inequality

λ(x+
0 , B) ≥ λ(x0, A).(4.22)

Hence, for any solution of (1.1), there exists a solution of (2.1) such that the
corresponding Lyapunov exponents obey inequality (4.22), which implies that this
inequality holds true for the supremal Lyapunov exponents.

For a constant matrix B, the supremal Lyapunov exponent λ+(B) equals the
largest real part of the eigenvalues. Due to the Perron theorem [9], for the positive
matrix B + rI, the largest in modulus eigenvalue is positive and real. Since the real
parts of the eigenvalues of the matrices B + rI and B differ by the same value r, the
value λ+(B) is the largest real eigenvalue λ(B).

Proof of Theorem 6. For any solution x(t) of (1.1), one has

d

dt
(xτx) = [xτ (Aτ (t) +A(t))x] ≤ λm(t)(xτx),(4.23)

where λm is the largest eigenvalue of the matrix Aτ (t) +A(t). Hence,

xτ (t)x(t) = ‖x(t)‖2 ≤ ‖x(0)‖2 exp

∫ t

0

λm(s)ds.(4.24)
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Taking into account that the elements of the matrices ∆(t) and ∆m satisfy the
inequality |δik(t)| ≤ δmik , i, k = 1, . . . , n, and using a Wielandt lemma [10], we find
that the largest eigenvalue of the matrix ∆m + ∆τ

m, βm exceeds that of the matrix
∆(t)+∆τ (t), and, hence, λm(t) ≤ βA(t)+βm. Now required inequality (2.20) follows
from (4.24).

REFERENCES

[1] Z. Bubnicki, General approach to stability and stabilization for a class of uncertain discrete
non-linear systems, Internat. J. Control, 73 (2000), pp. 1298–1306.

[2] Z. Qu, Robust Control of Nonlinear Uncertain Systems, John Wiley, New York, 1998.
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Abstract. New optimality conditions are derived for a class of shape optimization problems. The
conditions are established on the boundary by an application of the boundary variations technique
and in the interior of an optimal domain by exploiting the topological derivative method. An example
is provided for which the classical second order sufficient optimality conditions are verified for an
optimal simply connected domain. However, the value of the cost can be improved by the topology
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1. Introduction. In classical theory of shape optimization the first order nec-
essary optimality conditions account for boundary variations of an optimal domain.
On the other hand the relaxed formulation based on the homogenization technique
is used [1], [4], [19] in the topology optimization of energy functionals, the so-called
compliances in structural optimization. For such a formulation the coefficients of an
elliptic operator are selected in an optimal way and the resulting optimal design takes
the form of a composite microstructure rather than any geometrical domain. The
methods of topology optimization based on asymptotic analysis and related to the
topological derivatives or topological asymptotics include the so-called bubble method,
used for the topology optimization in structural mechanics [7], [26]. Numerical results
based on topological asymptotics can be found in [8]. We refer also to [11], [12] for an
application to inverse problems and to [18], [17] for the related results in the case of
the cavity of arbitrary shape. Further applications in mechanics can be found in [6],
[13], [15], [16]. It seems that in the literature on the subject there is a lack of general
method or technique that can be applied in the process of optimization of an arbi-
trary shape functional for simultaneous boundary and topology variations. Such an
approach would be very useful for numerical solution of, e.g., optimum design prob-
lems in structural mechanics. In the paper [29] the so-called topological derivative
(TD) of an arbitrary shape functional is introduced. Such a derivative is evaluated by
an application of the asymptotic analysis in singularly perturbed geometrical domains
[10], [20], [21] for a class of elliptic equations including the two-dimensional (2D) elas-
ticity system [33] and three-dimensional (3D) elasticity system [32]. TD determines
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whether a change of topology by nucleation of a small hole, or in the similar setting
of a small inclusion at a given point x ∈ Ω, would result in improving the value of a
given shape functional or not. In the case of cavities in the form of 2D circles or 3D
balls (in the case of Laplace equations in the form of balls in R

n for an arbitrary space
dimension n ≥ 2) the constructive results are obtained [29], [31], [32] by using the
shape calculus combined with the asymptotic approximations of solutions to elliptic
BVPs.

Asymptotic approximations of solutions for problems with small geometrical sin-
gularities are constructed by the method of matched and compound asymptotic ex-
pansions in [10], [14], [20], [21], [22], [23], [24]. We refer the reader to [25] for proofs
of results on asymptotic analysis of elliptic BVPs and associated shape functionals in
weighted Hölder spaces. The approach allows for the pointwise estimates of remain-
ders during the process of constructions of asymptotic approximations. The results
on asymptotic analysis of volume and surface shape functionals [25] are established
in terms of the so-called polarization tensor—an integral attribute of cavities and in-
clusions [24], in particular for the anisotropic elasticity in three dimensions. Let us
point out that in the framework of Lagrangian formalism in shape optimization [5],
the fixed domain setting for elliptic BVPs is required in order to derive the first order
optimality conditions. The topology variations of geometrical domains are defined
as functions of small parameter ρ. Such a fixed domain setting with respect to the
small parameter ρ can be introduced by an application of the theory of self-adjoint
extensions of elliptic operators defined in domains with geometrical singularities [22];
we refer the reader to [25] for the related results in the case of shape functionals. The
Lagrangian formalism in the fixed domain setting combined with the formal asymp-
totics of solutions is used, e.g., in [8] for the purposes of numerical methods in topology
optimization.

In the present paper the approach of [29] is extended to the case of a finite
number of circular holes treated by means of TD combined with simultaneous bound-
ary variations by an application of the speed method [28] to Frechet differentiable
shape functionals. We combine, for the first time, the topology variations with the
boundary variations in order to derive the first order optimality conditions for shape
optimization problems. Therefore, the first order necessary optimality conditions are
established for a class of shape optimization problems in a more general setting com-
pared to the classical theory [28], [5]. We restrict ourselves, for simplicity, to a scalar
model problem and to a simple class of topology variations; however, the same pro-
cedure will result in the first order optimality conditions for more general shape and
topology optimization problems.

To deal with various types of domain modification we introduce the following
general notation for different types of variations of shape functionals and of solutions
to partial differential equations:

Shape derivative is used in order to determine the variations of solutions to BVPs
resulting from the boundary variations of geometrical domains. In this frame-
work, first, the Frechet differentiability of shape functionals is established,
and then the speed method is applied to determine the shape derivative. We
refer to, e.g., [28] and the recent book [5] for a general description of the
speed method and the related results on Frechet differentiability of shape
functionals.

Topological derivative (also topological differential) accounts for variations of
shape functionals resulting from the emerging of one or several small holes,
cavities, or inclusions in the interior of the geometrical domain. We refer to
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section 4 for a detailed description of TDs of shape functionals in the case of
the Laplace equation.

Domain differential, introduced here, unifies the influence on shape functionals
of boundary variations and, at the same time, of the nucleation of internal
holes or cavities. We refer to section 6 for the definition and properties of the
domain differential in the case of the Laplace equation and to section 7 for
an application of our method to the derivation of the necessary optimality
conditions for a shape optimization problem.

Let us recall briefly the definitions used in the shape calculus. In the formulae
given below, J(Ω) is an integral functional depending on the solution of the BVP
defined on Ω. We assume that Ω ⊂ R

n is a domain with piecewise smooth boundary,
n ≥ 2, and we assume for simplicity that n = 2; however, most of the results of
the paper are valid for n = 3. The elliptic equations with the so-called polynomial
property [23] are well-suited BVPs for our analysis. We introduce the mapping Tτ :
Ω → Ωτ associated with the vector field V (·, ·) ∈ C1(0, δ;C2

0 (R2,R2)) supported in
a small neighborhood of Γ = ∂Ω. The domain Ωτ is defined by [28]

Ωτ = { x = x(τ,X) |X ∈ Ω },

where x = x(τ,X) denotes the solution to the system

dx

dτ
(τ) = V (τ,x), x(0) = X.

Then the shape derivative of J(Ω) at Ω∗ and in the direction V is given by

SJ(Ω∗;V ) = lim
τ→0

1

τ
[J(Tτ (Ω∗))− J(Ω∗)] .(1.1)

Now, let us create a small hole B(x, ρ) = {y ∈ R
2| |x− y| < ρ} at the point x in the

interior of the domain Ω, and let us prescribe the Neumann homogeneous conditions
on its boundary ∂B(x, ρ). The meaning of the Neumann condition can be made
precise for a general elliptic BVP by using the Green formula associated with the
problem. We denote by B(x, ρ) the closure of the ball B(x, ρ) (circle for n = 2), and
we define Ωρ = Ω \B(x, ρ). According to [29], the TD T J(Ω∗;x) of J(Ω) at Ω∗ ⊂ R

2

is a function depending on the center x of the small hole and in two dimensions is
given by the following limit, if the limit exists:

T J(Ω∗;x) = lim
ρ→0+

J(Ω∗ \B(x, ρ))− J(Ω∗)

πρ2
.(1.2)

Remark 1.1. The following formula [32] is useful in applications, since it uses only
the first order shape derivatives of the shape functional J(Ω) in order to evaluate the
TDs of J(Ω) at Ω∗ ⊂ R

n, n ≥ 2:

T J(Ω∗;x) = lim
ρ↓0

dJ(Ω∗ \B(x, ρ))

d(|B(x, ρ)|) ,(1.3)

where |B(x, ρ)| is the n-dimensional measure of the ball B(x, ρ).
Remark 1.2. It is an interesting and, it seems, difficult problem for further studies

in asymptotic analysis to introduce, in addition to the interior topology variations,
the exterior topology variations defined on the boundary of geometrical domain. Such
exterior topology variations will, in particular, replace the boundary variations in the
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procedure of derivation of necessary optimality conditions for the shape and topology
optimization problems.

In section 6 we show that under the volume constraints |Ω|=const the necessary
optimality conditions for the problem of minimization of the shape functional J(Ω)
takes the form (6.6). Such first order necessary optimality conditions seem to be new
in shape optimization.

In section 7 we present an example with the optimal solution known explicitly. For
such a problem all the computations can be carried out analytically, in particular, for
the TDs. The optimal shape in the form of a disk corresponds to the fixed topology,
i.e., when only simply connected domains are admissible. When the requirement on
the fixed topology is relaxed and still the symmetry of admissible domains is required,
the disk remains optimal under the volume constraints. Finally, for the admissible
domains which are no longer symmetric, the optimality conditions including the TD
are not satisfied. Therefore, a topology variation in the precisely indicated region
of the disk improves the value of the cost functional. It shows that the domain
differential allows us to distinguish all the cases listed above. Thus, the optimality
conditions we establish are more precise compared to the classical boundary variation
technique. The similar results can be expected, as well, for the optimization problems
with respect to the geometrical domain involving eigenvalues.

2. Preliminaries. We are going to analyze a class of shape optimization prob-
lems for the Laplace equation. Therefore, we need the precise results on asymptotic
approximations of solutions to the equation with respect to small parameter ρ > 0
which defines the size of geometrical singularities. We consider in the paper a model
problem; therefore the arguments are elementary, and we provide the proofs for the
convenience of the reader.

Let us denote by C(x0; ρ) a circle C(x0; ρ) = { x | |x−x0| = ρ }, by P (x0; ρ,R) a
ring P (x0; ρ,R) = { x | ρ < |x− x0| < R }, and finally B(x0;R) = { x | |x− x0| <
R }, where the bar denotes the closure B(x0;R) = { x | |x − x0| ≤ R }. If x0 = 0,
we simplify the notation to C(ρ), P (ρ,R), and B(R). We formulate the BVP

∆wρ = 0 in P (ρ,R),(2.1a)

wρ = 0 on C(R),(2.1b)

∂

∂n
wρ = hρ on C(ρ).(2.1c)

Then the following estimates can be established for solutions to (2.1). The estimates
are classical, we provide the proof for convenience of the reader.

Lemma 2.1. Let R0 < R be fixed and hρ be the trace on C(ρ) of the function

h ∈ C1(B(R0)). Then the solution wρ of (2.1) satisfies on C(ρ), for ρ < R0, the
estimates

|wρ| ≤ Λρ| log ρ|,
|∇wρ| ≤ Λ

and on P (R0, R)

|wρ| ≤ Λρ.

Here Λ is a generic constant depending only on the norm of h in C1(B(R0)) and on
parameters R0, R.
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Proof. Let us recall that the Laplacian takes the following form in the polar
coordinate system,

∆w = wrr +
1

r
wr +

1

r2
wφφ,(2.2)

and if w is radially symmetric,

∆w = wrr +
1

r
wr.(2.3)

The function hρ admits the Fourier series expansion

hρ = cρ +

∞∑
k=1

(aρ,k sin kφ+ bρ,k cos kφ),

where in addition

c2ρ +

∞∑
k=1

(a2ρ,k + b2ρ,k) ≤ Λ2
1.(2.4)

We determine the solution wρ of (2.1) in the form of a series.
The first term, corresponding to cρ, is radially symmetric and, taking (2.3) into

account, has the following representation:

w0
ρ = A+B ln r.

From the boundary condition

∂w0
ρ

∂n
= cρ on C(ρ),

it follows that

A+B lnR = 0,

B
1

ρ
= cρ;

hence

B = ρcρ, A = −ρcρ lnR,

where |cρ| ≤ Λ1. Finally,

w0
ρ = ρcρ ln r − ρcρ lnR.(2.5)

Consider now the terms corresponding to the boundary condition

∂wkρ
∂n

= aρ,k · sin kφ on C(ρ)

for k ≥ 1 (cosine terms can be treated in the same way). We seek the solution in the
form

wkρ = v(r) · sin kφ,
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and, in view of (2.2), we have the representation

v(r) = Ark +B
1

rk
.

Again, taking into account the boundary conditions it follows that

ARk +B
1

Rk
= 0,

kAρk−1 − kB 1

ρk+1
= aρ,k.

We obtain

wkρ =
ρk+1 · aρ,k

k(R2k + ρk−1)

(
rk − R

2k

rk

)
sin kφ,(2.6)

where |aρ,k| ≤ Λ1.
Substituting r := ρ in (2.5), (2.6) we get

|w0
ρ(ρ)| ≤ Λ2(Λ1)ρ| ln ρ|,

|wkρ(ρ)| ≤ Λ3(Λ1)ρ.

The convergence of the series for the solution wρ follows from (2.4) for sufficiently
small ρ.

Now we consider the bounded domain Ω which satisfies the following assumption.
(H1) Ω is a bounded domain with the boundary Γ = ∂Ω consisting of a finite

number of smooth arcs; see Figure 1.
We define the BVP in Ω:

∆u0 = f in Ω,(2.7a)

u0 = gD on ΓD,(2.7b)

∂

∂n
u0 = gN on ΓN ,(2.7c)

where ΓN ∪ ΓD = Γ = ∂Ω, and the data of the problem satisfy the following assump-
tion: m is an integer which is selected in such a way that the solution to (2.7) enjoys
the required regularity for our purposes.

(H2) f ∈ Hm(Ω), gD ∈ Hm+3/2(ΓD), gN ∈ Hm+1/2(ΓN ), and the inclusions hold
for every arc in ΓD,ΓN .

For such a BVP we shall use the regularity results obtained for the solutions to
BVPs in nonsmooth domains given, e.g., in [9], [24]. The elliptic regularity of solutions
is investigated in [24] in the weighted Sobolev spaces, with the weights defined as
functions of the distance to the isolated singular boundary points (corners in the
2D case). For the sake of simplicity, we do not introduce here the specific notation
required for the regularity analysis in such spaces. In the case of the scalar equation
the related result is given in [24, Theorem 3.1, p. 32] for the Dirichlet problem and in
[24, Theorem 4.2, p. 39] for the Neumann problem. The general case of elliptic BVPs
in bounded domains is covered by [24, Theorem 3.2, p. 309]. The results established
in [24] can be formulated for our purposes in the following theorem.

Theorem 2.2. Let p1. . .pk be vertices of Γ (endpoints of smooth arcs),

Ωδ = Ω \
k⋃
i=1

B(pi; δ), Γδ = Γ \
k⋃
i=1

B(pi; δ).
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Then for a given, sufficiently small δ > 0, the solution of (2.7) satisfies the estimate

‖u0‖Hm+2(Ωδ) ≤ Λ(δ)
(
‖f‖Hm(Ωδ/2) + ‖gD‖Hm+3/2(Γδ/2)

+ ‖gN‖Hm+1/2(Γδ/2)

)
.

We can replace Ωδ/2,Γδ/2 by Ω,Γ in the right-hand side of the above inequality, pro-
vided the norms in the right-hand side over the specific sets are finite.

In the rest of the paper we assume that all the regularity assumptions concerning
the data f, gD, gN of the problem (2.7) are satisfied with the parameter m specified
separately in every particular case.

3. Double asymptotic expansion. We consider the case of two distinct holes.
The finite number of distinct holes can be treated in the same way. We establish the
asymptotic approximations of solutions to the Laplace equation with respect to the
radii of the holes. This is an extension of the results given [30] in the case of a single
hole.

Let us select two different points x1 and x2 in the interior of Ω. Next we remove
from Ω two balls, B(x1; ρ1) and B(x2; ρ2). There always exists δ > 0 such that the
set of pairs (ρ1, ρ2) satisfying the condition

0 < ρ1, ρ2 <
1

2
max

{
dist(x1, ∂Ωδ), dist(x2, ∂Ωδ),

1

2
|x2 − x1|

}
(3.1)

is nonempty. We define

Ωρ1ρ2 = Ω \ (B(x1; ρ1) ∪B(x2; ρ2))

and denote by uρ1ρ2 the solution of the following BVP, which is a modification of
(2.7) taking into account the existence of holes:

∆uρ1ρ2 = f in Ωρ1ρ2 ,(3.2a)

uρ1ρ2 = gD on ΓD,(3.2b)

∂

∂n
uρ1ρ2 = gN on ΓN ,(3.2c)

∂

∂n
uρ1ρ2 = 0 on C(x1; ρ1) ∪ C(x2; ρ2).(3.2d)

Furthermore, we assume that the number m defining the regularity of the data as
specified in Theorem 2.2 satisfies m ≥ 1.

In view of condition (3.1) satisfied by the radii ρ1, ρ2 there exist constants R0 and
R, such that R0 > max{ρ1, ρ2} and

Ω ⊂ B(x1;R) ∩B(x2;R),

B(x1;R0) ∩ ∂Ωδ = B(x2;R0) ∩ ∂Ωδ = B(x1;R0) ∩B(x2;R0) = ∅.
All the geometrical objects introduced so far are presented in Figure 1. In order to
formulate the main result of this section, we define the functions sρ1 , sρ2 of the form

sρ1(x) =
∂u0

∂x1
(x1) · ρ

2
1

r1
cos θ1 +

∂u0

∂x2
(x1) · ρ

2
1

r1
sin θ1,

sρ2(x) =
∂u0

∂x1
(x2) · ρ

2
2

r2
cos θ2 +

∂u0

∂x2
(x2) · ρ

2
2

r2
sin θ2.
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Fig. 1. The domains Ωδ, Ωρ1ρ2 and related geometrical objects.

Here u0 is the solution of (2.7), while (r1 = |x − x1|, θ1) and (r2 = |x − x2|, θ2)
are polar coordinate systems around x1 and x2, respectively.

We prove, modifying the argument given in [30] for a single hole, that the following
asymptotic approximation is obtained in the case of two holes.

Lemma 3.1. The solution of (3.2) may be expressed as follows:

uρ1ρ2 = u0 + sρ1 + sρ2 + zρ1ρ2 ,

where zρ1ρ2 satisfies on C(x1; ρ1) ∪ C(x2; ρ2) the estimates

|zρ1ρ2 | ≤ Λ
(
ρ21| log ρ1|+ ρ22| log ρ2|

)
,

|∇zρ1ρ2 | ≤ Λ(ρ1 + ρ2),

and, in addition, on the set P (x1;R0, R) ∩ P (x2;R0, R) ∩ Ω

|zρ1ρ2 | ≤ Λ(ρ21 + ρ22),

with Λ = Λ(Ω, δ, R0, R).
Proof. Let us set ρ =

√
ρ21 + ρ22. We expand zρ1ρ2 in the form of the series

zρ1ρ2 = p1ρ1 + p1ρ2 + q1ρ + ρ2(p2ρ1 + p2ρ2 + q2ρ) + · · · ,
where the consecutive terms are defined by the BVPs specified below.

For p1ρ1 we have

∆p1ρ1 = 0 in P (x1; ρ1, R),

p1ρ1 = 0 on C(x1;R),

∂

∂n
p1ρ1 = − ∂

∂n
(u0 + sρ1) on C(x1; ρ1),
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and for p1ρ2 we have

∆p1ρ2 = 0 in P (x2; ρ2, R),

p1ρ2 = 0 on C(x2;R),

∂

∂n
p1ρ2 = − ∂

∂n
(u0 + sρ2) on C(x2; ρ2),

while

∆q1ρ = 0 in Ω,

q1ρ = −sρ1 − sρ2 − p1ρ1 − p1ρ2 on Γ.

The idea of such a construction can be explained as follows.
Functions p1ρ1 and p1ρ2 correct the normal derivatives of zρ1ρ2 on C(x1; ρ1) and

C(x2; ρ2), respectively. However, p1ρ1 introduces the discrepancy around C(x2; ρ2)
and p1ρ2 introduces the discrepancy around C(x1; ρ1). In addition, p1ρ1 and p1ρ2 disturb
the Dirichlet boundary conditions on Γ. Therefore, q1ρ is introduced to correct the
boundary conditions on Γ. In this way, further terms of the series for the expansion
of zρ1ρ2 are introduced.

Now observe that due to the regularity of u0 (see Theorem 2.2), the gradient ∇u0

is continuous on the sets B(x1;R0) and B(x2;R0). Thus, the norm of the gradient
|∇u0| is uniformly bounded on these sets, and we have∣∣∣∣ ∂∂n (u0 + sρ1)

∣∣∣∣ ≤ Λρ1 on C(x1; ρ1),

∣∣∣∣ ∂∂n (u0 + sρ2)

∣∣∣∣ ≤ Λρ2 on C(x2; ρ2).

Therefore, by Lemma 2.1,

|p1ρ1 | ≤ Λρ21| log ρ1| on C(x1; ρ1),

|p1ρ1 |+ |∇p1ρ1 | ≤ Λρ21 on P (x1;R0, R),

|p1ρ2 | ≤ Λρ22| log ρ2| on C(x2; ρ2),

|p1ρ2 |+ |∇p1ρ2 | ≤ Λρ22 on P (x2;R0, R).

Hence, |q1ρ| ≤ Λρ2 on Γ, and also

|∇q1ρ| ≤ Λρ2 on P (x1; ρ1, R0) ∪ P (x2; ρ2, R0).

In the next step we introduce the corrections of higher order with respect to ρ. As
we have seen above, the Neumann boundary conditions on C(x1; ρ1) are perturbed
by the functions p1ρ2 and q1ρ. Therefore, the next set of functions p2ρ1 , p

2
ρ2 , q

2
ρ is defined

by solutions to the following BVPs.
For p2ρ1

∆p2ρ1 = 0 in P (x1; ρ1, R),

p2ρ1 = 0 on C(x1;R),

∂

∂n
p2ρ1 = − 1

ρ2
∂

∂n
(q1ρ + p1ρ2) on C(x1; ρ1),
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and for p2ρ2

∆p2ρ2 = 0 in P (x2; ρ2, R),

p2ρ2 = 0 on C(x2;R),

∂

∂n
p1ρ2 = − 1

ρ2
∂

∂n
(q1ρ + p1ρ1) on C(x2; ρ2),

while q2ρ satisfies

∆q2ρ = 0 in Ω,

q2ρ = − 1

ρ2
(p2ρ1 + p2ρ2) on Γ.

In addition, from properties of p1ρ1 , p
1
ρ2 , q

1
ρ it follows that

∣∣∣∣ ∂∂n (q1ρ + p1ρ2)

∣∣∣∣ ≤ Λρ2 on C(x1; ρ1),

∣∣∣∣ ∂∂n (q1ρ + p1ρ1)

∣∣∣∣ ≤ Λρ2 on C(x2; ρ2).

By Lemma 2.1 the terms ρ2(p2ρ1 + p2ρ2 + q2ρ) constitute the correction of the order
ρ3| log ρ|. Finally, we again use Lemma 2.1 to obtain the estimates for p1ρ1 + p1ρ2 + q1ρ
and, therefore, for zρ1ρ2 .

4. Topological differential with respect to multiple holes. We shall re-
strict our analysis to the case of two holes, since the generalization to the case of a
finite number of holes can be performed in the same way. Let us define the domain
functionals Iu and Ig as follows:

Iu(ρ1, ρ2) =

∫
Ωρ1ρ2

F (uρ1ρ2) dx,(4.1)

Ig(ρ1, ρ2) =

∫
Ωρ1ρ2

|∇uρ1ρ2 |2p dx,(4.2)

p = 1, 2, where uρ1ρ2 denotes the solution to (3.2) and Ωρ1ρ2 = Ω \ (B(x1; ρ1) ∪
B(x2; ρ2)). Our main result on the asymptotic approximation of the shape functionals
with respect to multiple holes is given below.

Theorem 4.1. Assume that (H1) and (H2) are satisfied, with m ≥ 1, F is a C2

function, and ρ1, ρ2 > 0 are small enough.
Then, the following representation is obtained for the topological variations of the

shape functionals:

Iu(ρ1, ρ2) = Iu(0, 0) + T Iu(x1) · |B(x1; ρ1)|+ T Iu(x2) · |B(x2; ρ2)|+ o(ρ2),(4.3)

Ig(ρ1, ρ2) = Ig(0, 0) + T Ig(x1) · |B(x1; ρ1)|+ T Ig(x2) · |B(x2; ρ2)|+ o(ρ2).(4.4)
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We omit here the dependence of the TDs T Iu(·), T Ig(·) on the domain Ω (see
(1.2)), because Ω is fixed in all subsequent considerations in this section. Formulae
(4.3) and (4.4) define the topological gradient for the functional Iu,

T Iu(Ω;x1,x2) =
[T Iu(Ω;x1), T Iu(Ω;x2)

]
,

which contains the TDs evaluated at the centers x1,x2 of the holes.
The topological gradient contain TDs corresponding to the holes, and, therefore,

it looks like the classical gradient of a multivariable function consisting of all partial
derivatives. The topological gradient allows us to express the related variations of the
shape functionals in terms of the product of volumes of the balls centered at x1,x2

multiplied by the TDs evaluated at the points x1,x2. (The procedure is the same, in
general, only for a finite number of such points.)

We use the notation ∇u ·∇v =
∑2
i=1

∂u
∂xi

∂v
∂xi

for the scalar product of two vectors

and n�K∇u =
∑2
i,j=1 niKi,j

∂u
∂xj

for the product of a matrix with two vectors.

Proof. We evaluate the directional derivative of Iu(ρ1, ρ2) at ρ = 0+. Let us recall
that in the case of a single hole the formula for T Iu(x0) has been derived in [29] and
takes the form

T Iu(x0) = − [F (u0) + fw0 + 2∇u0 · ∇w0]x=x0 ,(4.5)

where w0 is the adjoint function which satisfies (4.8).
Let us take c1, c2 > 0, c21+c22 = 1, and the radii of balls in the form ρ1 = c1ρ, ρ2 =

c2ρ. Then ρ21 +ρ22 = ρ2 and |B(x1; ρ1)|+ |B(x2; ρ2)| = πρ2. By varying the parameter
ρ we change the boundaries of both holes simultaneously. Finally, we introduce the
space

H1
D(Ω) = { φ ∈ H1(Ω) | φ = 0 on ΓD }

and the convex set

H1
g (Ω) = { φ ∈ H1(Ω) | φ = gD on ΓD }.

In the first step we evaluate the derivative

d

dρ
Iu(ρ1, ρ2) =

∫
Ωρ1ρ2

Fu(uρ1ρ2)u′ρ1ρ2 dx

− c1
∫
C(x1;ρ1)

F (uρ1ρ2) ds− c2
∫
C(x2;ρ2)

F (uρ1ρ2) ds,

(4.6)

where u′ρ1ρ2 is the shape derivative of uρ1ρ2 with respect to the change of radii of both
circles; we refer to [28] for the details. By d/dρ we mean the Eulerian semiderivative
of the shape functional Iu(ρ1, ρ2) in the direction of the specific vector field V equal
to the exterior unit normal field −n on C(x1; ρ1) and C(x2; ρ2). The result of the
derivation conforms to the Hadamard formula [28] which says that in the case of
differentiable shape functionals the shape derivatives actually depend on the normal
component of the velocity field on the moving boundary.

We know that

u′ρ1ρ2 = u̇ρ1ρ2 −∇uρ1ρ2 · V ,
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where V is an appropriate vector field introduced above by an extension of the normal
field −n to the small neighborhoods of C(x1; ρ1) and C(x2; ρ2) and u̇ denotes the
material derivative in the direction V . Now, observe that we may take smooth V
which vanishes outside Ωδ, i.e., the only region where ∇uρ1ρ2 actually may have
singularities. Hence u′ρ1ρ2 enjoys the same regularity as u̇ρ1ρ2 , in particular, u′ρ1ρ2 ∈
H1
D(Ωρ1ρ2).

The shape derivative u′ρ1ρ2 ∈ H1
D(Ωρ1ρ2) satisfies for all φ ∈ H1

D(Ωρ1ρ2) the
following integral identity:∫

Ωρ1ρ2

∇u′ρ1ρ2 · ∇φdx−c1
∫
C(x1;ρ1)

∇u′ρ1ρ2 · ∇φds− c2
∫
C(x2;ρ2)

∇u′ρ1ρ2 · ∇φds

= c1

∫
C(x1;ρ1)

fφ ds+ c2

∫
C(x2;ρ2)

fφ ds.

(4.7)

Now we introduce the adjoint variables w0 and wρ1ρ2 defined by the following varia-
tional identities:

(1) Find w0 ∈ H1
D(Ω) such that

−
∫

Ω

∇w0 · ∇φ, dx =

∫
Ω

Fu(u0)φdx for all φ ∈ H1
D(Ω).(4.8)

(2) Find wρ1ρ2 ∈ H1
D(Ωρ1ρ2) such that

−
∫

Ωρ1ρ2

∇wρ1ρ2 · ∇φ, dx =

∫
Ωρ1ρ2

Fu(uρ1ρ2)φdx for all φ ∈ H1
D(Ωρ1ρ2).(4.9)

Taking into account the regularity of u′ρ1ρ2 , we make cross-substitutions in (4.7) and
(4.9) which lead to∫

Ωρ1ρ2

Fu(uρ1ρ2)u′ρ1ρ2 dx =− c1
∫
C(x1;ρ1)

[fwρ1ρ2 +∇uρ1ρ2 · ∇wρ1ρ2 ] ds

− c2
∫
C(x2;ρ2)

[fwρ1ρ2 +∇uρ1ρ2 · ∇wρ1ρ2 ] ds.

(4.10)

As a result, from (4.6) we obtain

d

dρ
Iu(ρ1, ρ2) =− c1

∫
C(x1;ρ1)

[F (uρ1ρ2) + fwρ1ρ2 +∇uρ1ρ2 · ∇wρ1ρ2 ] ds

− c2
∫
C(x2;ρ2)

[F (uρ1ρ2) + fwρ1ρ2 +∇uρ1ρ2 · ∇wρ1ρ2 ] ds.

(4.11)

In the next step we observe that the derivative with respect to ρ2 can be expressed
by the derivative with respect to ρ in the following way:

dIu(ρ1, ρ2)

d(πρ2)
=

1

2πρ
· d
dρ
Iu(ρ1, ρ2).(4.12)

Such an observation is very useful for applications, since we avoid any evaluation of
the second order derivatives of shape functionals for the specific 2D problem.

In addition, it can be easily proved in the same way as it has been done in [29]
by an application of the results given by [24] for the case of single hole, that wρ1ρ2
has the same kind of expansion as uρ1ρ2 ,

wρ1ρ2 = w0 + sρ1(w0) + sρ2(w0) + zρ1ρ2(w0),



1210 J. SOKO�LOWSKI AND A. ŻOCHOWSKI

with zρ1ρ2(w0) satisfying the same type of estimates; namely on the set C(x1; ρ1) ∪
C(x2; ρ2)

|zρ1ρ2(w0)| ≤ Λ
(
ρ21| log ρ1|+ ρ22| log ρ2|

)
,

|∇zρ1ρ2(w0)| ≤ Λ(ρ1 + ρ2),

and on the set P (x1;R0, R) ∩ P (x2;R0, R) ∩ Ω

|zρ1ρ2(w0)| ≤ Λ(ρ21 + ρ22).

Taking into account both approximations for uρ1ρ2 and wρ1ρ2 we may compute the
limit

lim
ρ→0+

(−1)

2πρ
c1

∫
C(x1;ρ1)

[F (uρ1ρ2) + fwρ1ρ2 +∇uρ1ρ2 · ∇wρ1ρ2 ] ds

= −c21 [F (u0) + fw0 + 2∇u0 · ∇w0]x=x1 = c21 T Iu(x1)

(4.13)

and similarly for the integral on C(x2; ρ2). This gives for the increment of Iu the
expression

dIu = πρ2 · [c21 T Iu(x1) + c21 T Iu(x2)
]
.

But πρ2c21 = |B(x1; ρ1)| and πρ2c22 = |B(x2; ρ2)|; therefore the expansion (4.3) for Iu
follows. The expansion for the functional Ig can be obtained in the same way.

Remark 4.2. It is shown in [25] that the above procedure gives exactly the same
result as the direct application of the asymptotic analysis to shape functionals under
consideration. It means that the TDs can be obtained in a different way, but the form
of such derivatives is always equivalent, which can be seen after the appropriate and
involved transformations.

5. Dependence of solutions on boundary variations. We describe briefly
the speed method in shape sensitivity analysis, referring the reader to [28] for details.
The domains with moving boundaries are constructed in such a way that allows us to
obtain expansions of solutions to BVPs in such domains with respect to the boundary
perturbations.

Let us consider the BVP of the same form as the problem discussed in previous
sections. Now, the Neumann part ΓN of the boundary Γ = ΓN ∪ ΓD is divided into
two parts: the fixed part, still denoted by ΓN , with the nonhomogeneous Neumann
conditions prescribed on ΓN , and the part denoted by ΓV , which is subjected to the
boundary variations. For the sake of simplicity it is assumed that the homogeneous
Neumann conditions are prescribed on ΓV .

∆u0 = f in Ω,(5.1a)

u0 = gD on ΓD,(5.1b)

∂

∂n
u0 = gN on ΓN ,(5.1c)

∂

∂n
u0 = 0 on ΓV .(5.1d)

In addition, we assume that ΓV consists of a single smooth arc and the parameter
m describing the regularity of the data in Theorem 2.2 now satisfies the stronger
condition m ≥ 2.
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The evolution of ΓV with respect to the parameter τ is governed by the transfor-
mation T (τ, ·) : Ω �→ Ωτ (see [28]), defined by the vector field Θ, of the form

T (τ,x) = x+ τΘ(x), x ∈ B(R) ⊃ Ω.(5.2)

We assume that the vector field Θ satisfies the following assumption.
(H3) Θ ∈ [C4(B(R))]2, and

‖Θ‖[C4(B(R))]
2 ≤ Cθ.

Moreover, there exists δ > 0 such that the field Θ(x) vanishes in the region
U = Ω \ (ΓN ∪ ΓD +B(δ)) (see Figure 2) i.e., in an open neighborhood of
the fixed part of the boundary.

The above assumptions imply several properties of the transformation T (τ, ·). Namely,
there exists a constant τ0 > 0 such that for 0 ≤ τ < τ0 we have the following:

1. T (τ, ·) is invertible in B(R);
2. T (τ,x) = x on U , and T (τ,B(R) \ U) = B(R) \ U ;
3. T−1(τ,y) = y − τK1(y, τ), where

‖K1(y, τ)‖[C3(B(R))]
2 ≤ ΛCθ.

The third property requires short justification. Let y = T (τ,x). Then

y − τΘ(y) = x+ τΘ(x)− τΘ(x+ τΘ(x))

= x+ τΘ(x)− τΘ(x)− τ2DΘ(x− ητΘ(x)) ·Θ(x),

where x∗ := x − ητΘ(x) ∈ B(R) and 0 < η < 1. Hence we have the representation
x = y − τK1(y, τ), where K1 = Θ(y) − τDΘ(x∗) ·Θ(x) as the function of y with
x = T−1(τ,y) and x∗ = T−1(τ,y)− ητΘ(T−1(τ,y)) is bounded in the C3-norm.

Let us now fix δ > 0, and let Θ(x) be a vector field satisfying all conditions listed
above. We consider in the domain Ωτ = T (τ,Ω) the following BVP parametrized by
τ ≥ 0:

∆uτ = f in Ωτ ,(5.3a)

uτ = gD on ΓD,(5.3b)

∂

∂n
uτ = gN on ΓN ,(5.3c)

∂

∂n
uτ = 0 on ΓVτ = T (τ,ΓV ).(5.3d)

In the above system all the differentiations are performed with respect to the variable
y ∈ Ωτ .

Lemma 5.1. Assume that the conditions (H1)–(H3) are satisfied and m ≥ 2.
Then, for τ ≥ 0, τ small enough, the solution of (5.3) can be expressed as a function
of the parameter τ as follows:

uτ = u0 + τz,

where

‖z‖H3(Ωδ) ≤ Λ(Ω, Cθ),

and we denote Cθ = ‖Θ‖C3(B(R)).



1212 J. SOKO�LOWSKI AND A. ŻOCHOWSKI

Proof. After the change of variables defined by the transformation y = T (τ,x),
BVP (5.3) is transported in a standard way [28] to the fixed domain Ω, and the
resulting BVP takes the form

div
[
J(T )(DyT

−1D−T
y )∇uτ

]
= J(T )f(T (τ,x)) in Ω,(5.4a)

uτ = gD on ΓD,(5.4b)

∂

∂n
uτ = gN on ΓN ,(5.4c)

n�(DyT
−1D−T

y )∇uτ = 0 on ΓV .(5.4d)

The coefficients appearing in the above system may be expressed in the form suitable
for further computations. Namely

DyT
−1(τ,y) = I − τDyK1(y, τ),

J(T ) = det (I + τDΘ(x)) = 1 + τk1(τ,x),

where

‖k1(τ, ·)‖C3(B(R)) ≤ ΛCθ.

Therefore, we have the representations

DyT
−1D−T

y = (I − τDyK1)(I − τDyK�
1 ) = I + τK2(τ,x),

J(T )(DyT
−1D−T

y ) = I + τK3(τ,x),

J(T )f(T (τ,x)) = f(x) + τf1(x, τ),

with the estimates

‖K2(τ, ·)‖[C2(B(R))]
4 ≤ ΛCθ , ‖K3(τ, ·)‖[C2(B(R))]

4 ≤ ΛCθ,

and ‖f1(τ, ·)‖H1(Ω) ≤ ΛCθ.

As a result the transformed BVP (5.4) takes on the form

div [(I + τK3)∇uτ ] = f + τf1 in Ω,(5.5a)

uτ = gD on ΓD,(5.5b)

∂

∂n
uτ = gN on ΓN ,(5.5c)

n�(I + τK2)∇uτ = 0 on ΓV .(5.5d)

It is important to observe that all the functions K1,K2,K3, k1 vanish on U .
Now we apply the method of matched asymptotics to the system (5.4), assuming

that the solution uτ can be expanded in the form of the series with respect to the
parameter τ ,

uτ =

∞∑
k=0

τkuk(τ,x).(5.6)
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Substituting (5.6) into (5.5) leads formally to the system

∞∑
k=0

τk∆uk +

∞∑
k=0

τk+1 div(K3∇uk) = f + τf1 in Ω,(5.7a)

∞∑
k=0

τkuk = gD on ΓD,(5.7b)

∞∑
k=0

τk
∂

∂n
uk = gN on ΓN ,(5.7c)

∞∑
k=0

τk
∂

∂n
uk +

∞∑
k=0

τk+1n�K2∇uk = 0 on ΓV .(5.7d)

In a standard way, comparing the terms with the powers of τ of the same order, we
obtain the sequence of BVPs for subsequent functions uk, k = 0, 1, . . . .

Thus u0 satisfies (5.1); for k = 1 we have

∆u1 = f1 − div(K3∇u0) in Ω,

u1 = 0 on ΓD,

∂

∂n
u1 = 0 on ΓN ,

∂

∂n
u1 = −n�K2∇u0 on ΓV ,

and for k > 1

∆uk = −div(K3∇uk−1) in Ω,

uk = 0 on ΓD,

∂

∂n
uk = 0 on ΓN ,

∂

∂n
uk = −n�K2∇uk−1 on ΓV .

By the trace theorem

‖div(K3∇uk−1)‖H1(Ωδ) + ‖n�K2∇uk−1‖H5/2(ΓVδ ) ≤ Λ3 · Cθ‖uk−1‖H3(Ωδ).

Since K3,K2 vanish on U , we have

‖div(K3∇uk−1)‖H1(Ωδ) = ‖div(K3∇uk−1)‖H1(Ωδ/2),

‖n�K2∇uk−1‖H5/2(ΓVδ ) = ‖n�K2∇uk−1‖H5/2(ΓVδ/2)
,

and therefore

‖div(K3∇uk−1)‖H1(Ωδ/2) + ‖n�K2∇uk−1‖H5/2(ΓVδ/2)
≤ Λ3 · Cθ‖uk−1‖H3(Ωδ).

Thus, due to Theorem 2.2, we are able to obtain the recursive bounds for the consec-
utive solutions uk:

for k = 1 ‖u1‖H3(Ωδ) ≤ Λ(‖f1‖H1(Ωδ/2) + ΛCθ‖u0‖H3(Ωδ/2)) ≤ ΛCθ(1 + ‖u0‖H3(Ω));

for k > 1 ‖uk‖H3(Ωδ) ≤ ΛCθ‖uk−1‖H3(Ωδ).
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As a result, there exists a constant τ1 > 0 such that for τ < min[τ0, τ1] the series (5.6)
converges in H3(Ωδ).

The last step consists of verification that uτ is indeed a solution. We take the
truncated series

uNτ =

N∑
k=0

τkuk(τ,x)

and substitute it into the initial BVP (5.5), which leads to the equalities

N∑
k=0

τk∆uk +

N∑
k=0

τk+1 div(K3∇uk) = f + τf1 + τN+1 div(K3∇uNτ ) in Ω,

uNτ = gD on ΓD,

∂

∂n
uNτ = gN on ΓN ,

n�(I + τK2)∇uNτ = τN+1n�K2∇uNτ on ΓV .

Hence for the remainder of the series we have the estimate

‖uNτ − uτ‖H3(Ωδ) ≤ ΛτN+1,

which completes the proof.
Remark 5.2. The same result can be obtained for the nonhomogeneous Neumann

condition or for the nonhomogeneous Dirichlet condition on the moving part of the
boundary. The only difference in comparison to the proof of Lemma 5.1 is that the
functions g and h are transported to the fixed domain and then expanded with respect
to the parameter τ . The construction of the asymptotic approximations is performed
in the same way as for the right-hand side of the equation in the proof of Lemma
5.1. Therefore, the method of matched asymptotic expansions with respect to τ is
applicable to the problems with nonhomogeneous boundary conditions of Neumann
or Dirichlet types.

6. Simultaneous topology and shape modification. In this section we shall
investigate the variation of the shape functional resulting both from the nucleation of
an internal hole and from the boundary variations. We assume that the volume |Ω|
of the geometrical domain is preserved by such perturbations. Let us assume that all
the requirements concerning the domain Ω and the field Θ specified in (H1)–(H3) are
satisfied. We assume, in addition, the following:

(H4) For a given δ > 0 the support of the vector field Θ is contained in the
tubular neighborhood ΓV +B(δ/2).

(H4) ensures that under our assumptions on Θ(x) the following properties of the
mapping T (τ, ·) : R

2 → R
2 are obtained for |τ | small enough:

• T (τ, ·) is a bijection of ΓV +B(δ) onto itself;
• T (τ, ·) is the identity mapping on the set Ω \ (ΓV +B(δ)).

For a given x0 ∈ Ω, and δ > 0 such that x0 ∈ Ω\(ΓV +B(δ)), we select a suitable field
Θ(x) and assume |τ | to be small enough. We denote by Ωρτ the domain Ωτ \B(x0; ρ).
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Fig. 2. The configuration of the internal hole and variable boundary.

Finally, uρτ is a solution of the following BVP defined on Ωρτ , with the regularity of
the data specified in (H2) for m ≥ 2:

∆uρτ = f in Ωρτ ,(6.1a)

uρτ = gD on ΓD,(6.1b)

∂

∂n
uρτ = gN on ΓN ,(6.1c)

∂

∂n
uρτ = 0 on C(x0; ρ) ∪ ΓVτ .(6.1d)

The form of Ωρτ and the geometry of the problem under considerations is shown in
Figure 2. Similarly, as in previous sections, we consider shape functionals of the form

Iu(η, τ) =

∫
Ωρτ

F (uρτ ) dx, Ig(η, τ) =

∫
Ωρτ

‖∇uρτ‖2p dx ,(6.2)

where we denote η = πρ2.
Finally, according to (1.1), we denote by SIu(Ω; Θ) and SIg(Ω; Θ) the shape

derivatives of the functionals Iu(η, τ) and Ig(η, τ) with respect to the variation of ΓV

taken at Ω, i.e., for η = 0, τ = 0. It is well known [28] that these derivatives are given
by the following formulae:

SIu(Ω; Θ) =

∫
ΓV

[F (u00) +∇u00 · ∇w00] (Θ · n) ds,(6.3a)

SIg(Ω; Θ) =

∫
ΓV

[‖∇u00‖2p +∇u00 · ∇v00
]

(Θ · n) ds.(6.3b)

Furthermore, these derivatives depend only on a normal component Θn = Θ ·n of Θ
on ΓV . The adjoint variable w00 satisfies (4.8). The adjoint variable v00 is a solution
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of the following adjoint equation depending on the gradient of the functional Ig: find
v00 ∈ H1

D(Ω) such that

−
∫

Ω

∇v00 · ∇φ, dx =

∫
Ω

2p|∇u00|2p−2(∇u00 · ∇φ) dx for all φ ∈ H1
D(Ω).

The next theorem gives the form of the variations of shape functionals resulting from
modification of the geometrical domain by boundary variations as well as the nucle-
ation of a small hole.

Theorem 6.1. Assume that conditions (H1)–(H4) are satisfied and m = 2, i.e.,
f ∈ H2(Ω), and F is a C2 function. Then, the functionals Iu(η, τ) and Ig(η, τ) have
the representation

Iu(η, τ) = Iu(0, 0) + ηT Iu(Ω;x0) + τSIu(Ω; Θ) + r(η, τ),

Ig(η, τ) = Ig(0, 0) + ηT Iu(Ω;x0) + τSIg(Ω; Θ) + r(η, τ),

where the remainder is of the form r(η, τ) = o(η) + o(τ) +O(ητ) and η = πρ2.
Proof. The proof is given in the case of Iu, since for the second shape functional

Ig the same argument applies.
Let us consider the expression

Iu(η, τ)− Iu(0, 0) = Iu(η, τ)− Iu(0, τ) + Iu(0, τ)− Iu(0, 0).(6.4)

From the results on the shape sensitivity analysis [28] it follows that

Iu(0, τ)− Iu(0, 0) = τSIu(Ω; Θ) + o(τ).

It remains to analyze the first difference on the right-hand side of (6.4). By an
application of Theorem 4.1 for a single hole we have

Iu(η, τ)− Iu(0, τ) = ηT Iu(Ωτ ;x0) + o(η),(6.5)

and by Lemma 3.1 the term o(η) is uniform with respect to τ for |τ | small enough.
But we have the explicit form of the TD in Ωτ :

T Iu(Ωτ ;x0) = − [F (u0τ ) + fw0τ + 2∇u0τ · ∇w0τ ]x=x0 .

Now using Lemma 5.1, we have

|u0τ (x0)− u00(x0)| ≤ Λτ, ‖∇u0τ (x0)−∇u00(x0)‖ ≤ Λτ,

|w0τ (x0)− w00(x0)| ≤ Λτ, ‖∇w0τ (x0)−∇w00(x0)‖ ≤ Λτ.

Substituting these estimates into (6.5) leads to

Iu(η, τ)− Iu(0, τ) = ηT Iu(Ω;x0) + o(η) +O(ητ),

and the required result for Iu follows. The case of Ig may be treated in an analogous
way.

Remark 6.2. Let us note that using the method proposed in the paper we can
define the domain differential denoted by DJ(Ω; Θ,x) of an arbitrary shape functional
J(Ω):

DJ(Ω; Θ,x0)(ρ, τ) = |B(x0; ρ)| · T J(Ω;x0) + τ · SJ(Ω; Θ).
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Such a differential provides complete characterization of the variation of J(Ω) with
respect to the variations of Ω, taking into account both the shape and topology
changes.

From Theorem 6.1 it follows by standard arguments that an optimal domain Ω∗

satisfies the condition

DJ(Ω∗; Θ,x0)(ρ, τ) = |B(x0; ρ)| · T J(Ω∗;x0) + τ · SJ(Ω∗; Θ) ≥ 0

for all admissible (ρ, τ) and all admissible vector fields Θ in an appropriate tangent set.
In the case of volume constraints the above formula leads to the necessary optimality
conditions of the form

T J(Ω∗;x0) ≥ 0 in Ω∗ and SJ(Ω∗; Θ) ≥ 0 for all Θ.(6.6)

The latter inequality follows since under the volume constraints |Ωρτ | = |Ω| we have
the relation [27], [28]

πρ2 = τ

∫
ΓV
θndΓ + o(τ),

which can be neglected for the admissible tangent directions of Θ. Results on the
form of tangent sets for pointwise constraints in L∞ can be found, e.g., in [2].

7. Example. In the following example it is shown that using the method pro-
posed in the paper we can verify that the shape which is optimal in the framework of
classical theory can be improved using the topology variations. For the problem under
consideration the second order sufficient optimality conditions have been established
by Belov and Fujii in [3].

Let us consider the shape functional

J(Ω) =

∫
Ω

u2 dx → max,(7.1)

where Ω ⊂ R
2 is a ring with exterior boundary Γ and interior boundary Σ, as shown

in Figure 3. The function u satisfies a BVP

∆u = −1 in Ω,(7.2a)

u = 0 on Γ,(7.2b)

∂u

∂n
= 0 on Σ.(7.2c)

We impose the volume constraints |Ω| = π for admissible domains. This example is
motivated by optimum design problems concerning the elastic bars in torsion. First,
we assume that Σ = ∅, i.e., only the Dirichlet boundary conditions are prescribed on
the external boundary Γ. Then, it is known [3] that the unit ball Ω∗ = B(1) maxi-
mizes J(Ω) over the family of simply connected domains with the Dirichlet boundary
condition prescribed on the external boundary. We may easily check that the domain
Ω∗ is a critical point of the integral shape functional J(Ω). Let us introduce the
mapping Tτ : Ω→ Ωτ associated with the vector field V (·, ·) supported in a small
neighborhood of Γ∗ = ∂Ω∗. In this section the speed vector field is denoted by V
instead of Θ. If the volume of Ωτ is to be preserved, |Ωτ | = |Ω|, then we have∫

Γ∗
(V · n) ds = 0.(7.3)
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Fig. 3. Domain Ω ⊂ R
2.

The adjoint equation for the problem under considerations has the form

∆w = 2u in Ω∗,(7.4a)

w = 0 on Γ∗,(7.4b)

∂w

∂n
= 0 on Σ;(7.4c)

however, the last condition can be omitted since Σ = ∅. For such a simple geometry
of Ω∗ both u and w have explicit representations in polar coordinates (r, θ):

u(x) =
1

4
(1− r2),

w(x) =
1

32
r4 − 1

8
r2 +

3

32
.

Therefore, the shape derivative of J(Ω) at Ω∗ and in the direction V is given by

SJ(Ω∗;V ) =

∫
Γ∗

∂w

∂n

∂u

∂n
(V · n) ds

=
1

16

∫
Γ∗

(V · n) ds = 0 due to (7.3).(7.5)

Thus Ω∗ is a critical point.
Let us consider the change of the topology by nucleation of a small circular hole

B(ρ) inside of the domain Ω∗ = B(1), with the Neumann part of the boundary
Σρ = ∂B(ρ). In order to preserve the volume we must move the exterior boundary
Γ∗ and expand Ω∗; thus we introduce for ρ > 0

Ωρ = B(
√

1 + ρ2) \B(ρ), Γρ = ∂B(
√

1 + ρ2)
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and denote by uρ the solution to (7.2) in Ωρ. Again, we have the explicit expressions

uρ(x) = u(x) +
1

4
ρ2 +

1

2
ρ2 log

r√
1 + ρ2

,

J(Ωρ) = π

[
1

48
− 3

32
ρ2 +

1

4
ρ6A2 +

1

8
ρ6A− 1

4
ρ4A+

1

16
ρ4
]
,

with

A = log
ρ√

1 + ρ2
.

It is easy to see that both uρ and ∇uρ converge pointwise to u and ∇u in B(1), with
the removable singularity at x = 0.

Moreover, the value ρ = 0, which corresponds to Ωρ = Ω∗ = B(1), still gives
the maximum of the functional J(Ωρ) defined above; see Figure 4. Using explicit
expression for J(Ωρ) we may directly compute the limit

lim
ρ→0+

dJ(Ωρ)

d(πρ2)
= lim
ρ→0+

1

2πρ

dJ(Ωρ)

dρ
= − 3

32
.(7.6)

The negative value indicates, as expected, that a hole of a sufficiently small area with
the center at x = 0 decreases the value of the functional.

Now we compute the same limit using the domain differential with the shape and
topological parts. According to [29] and (4.5), the TD is given by

T J(Ω∗; 0) = − [(u(0))2 − w(0) + 2∇u(0) · ∇w(0)
]

= − 5

32
.

In order to preserve the volume, we set (V ·n) = 1 in the shape derivative on Γ∗ and
select τ such that 2πτ = πρ2. Then, in view of (7.5),

SJ(Ω∗;V ) =
1

16

∫
Γ∗

(V · n) ds =
1

16
2π.

Hence

DJ(Ω∗;V , 0)(ρ, τ) = T J(Ω∗; 0) · πρ2 + τ · SJ(Ω∗;V )

=

(
− 5

32
+

1

16

)
πρ2 = − 3

32
πρ2,

in agreement with (7.6). This computation confirms the formula given by Theorem
6.1 for the simple case.

It is natural to ask whether without the assumption on the radial symmetry,
i.e., with a small hole at r �= 0, the value of the shape functional could possibly be
improved. We compute the domain differential

DJ(Ω∗;V ,x) =

[
1

16
− (u(r))2 + w(r)− 2

∂u

∂r
(r) · ∂w

∂r
(r)

]
πρ2 = f(r) · πρ2.

The graph of the function f(r) is given in Figure 5. We have f(r) > 0 for the
location r > r0 ≈ 0.45, which means that the nucleation of a small hole near the edge
increases J(Ω). Thus looking at the domain differential we conclude that the unit
ball is not an optimal domain for the problem (7.1)–(7.2) with volume constraint if
we change the topology and admit an arbitrarily located Σ �= ∅.
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Fig. 4. The dependence of the goal func-
tional J(Ωρ) as a function of the radius of in-
ternal hole ρ.
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Domains, Vol. 2, Birkhäuser-Verlag, Basel, 2000 (in English).

[22] S. A. Nazarov, Asymptotic conditions at points, selfadjoint extensions of operators and the
method of matched asymptotic expansions, Trudy S.-Petersburg Mat. Obshch., 5 (1996),
pp. 112–183 (in Russian); Trans. Amer. Math. Soc. Ser. 2., 193 (1999), pp. 77–126 (in
English).

[23] S. A. Nazarov, The polynomial property of self-adjoint elliptic boundary-value problems and
the algebraic description of their attributes, Uspekhi Mat. Nauk., 54 (1999), pp. 77–142
(in Russian); Russian Math. Surveys, 54 (1999), pp. 947–1014 (in English).

[24] S. A. Nazarov and B. A. Plamenevsky, Elliptic Problems in Domains with Piecewise Smooth
Boundaries, de Gruyter Exp. Math. 13, Walter de Gruyter, Berlin, 1994.

[25] S. A. Nazarov and J. Soko(lowski, Asymptotic analysis of shape functionals, J. Math. Pures
Appl., 82 (2003), pp. 125–196.

[26] A. Shumacher, Topologieoptimierung von Bauteilstrukturen unter Verwendung von Lochpo-
sitionierungkriterien, Ph.D. Thesis, Universität–Gesamthochschule–Siegen, Siegen, Ger-
many, 1995.

[27] J. Soko(lowski, Shape sensitivity analysis of thin shells, in Optimization Methods in Partial
Differential Equations, Contemp. Math. 209, S. Cox and I. Lasiecka, eds., AMS, Providence,
RI, 1997, pp. 247–266.

[28] J. Soko(lowski and J-P. Zolesio, Introduction to Shape Optimization: Shape Sensitivity
Analysis, Springer-Verlag, Berlin, 1992.
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Abstract. We consider the problem of extending the concept of bounded-input bounded-output
stability to linear time-varying systems with distributional inputs. In particular, the notion of impulse
response is examined in a functional analytic setting. This requires that we first extend the classical
notion of an integral operator to distribution space. Duality theory for several key normed spaces
is then examined. Next, the adjoint operator corresponding to the given system is studied. Finally,
necessary and sufficient conditions for stability are established, along with several expressions for the
“gain” of the system.
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1. Introduction. The concept of impulse response has traditionally played a
central role in linear system theory. In spite of this fact, certain fundamental system-
theoretic ideas have apparently not been developed on a mathematically rigorous level
for systems with arbitrary distributional inputs and outputs. In a previous paper
we addressed the problem of characterizing bounded-input bounded-output (BIBO)
stability in the time-invariant case. In this paper we extend the theory to include
time-varying linear systems.

To frame the problem, recall that in classical system theory a “system” is typically
viewed as an integral operator

y(t) =

∫ ∞

−∞
h(t, τ)u(τ)dτ.(1.1)

It can be shown (e.g., see [2, p. 109]) that (1.1) determines a bounded linear operator
on L∞ if and only if

sup
t

∫ ∞

−∞
|h(t, τ)| dτ <∞.(1.2)

Such a characterization is inadequate, however, for studying systems with distribu-
tional inputs u, since the integral (1.1) is not defined. In spite of this fact, the kernel
h(t, τ) is often referred to as the system “impulse response.” Furthermore, there are
many common systems where h itself is a distribution. For example, consider the
“time-varying gain”

y(t) = β(t)u(t).
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Based on formal manipulations,

h(t, τ) = β(t)δ(t− τ),

where δ is the unit impulse; condition (1.2) cannot be applied directly to distributions.
Our goal is to develop a more general theory that characterizes stability for systems
with distributional inputs and distributional impulse responses.

In section 2, we present basic analytic results that will be required in subsequent
sections. In section 3, we study families of distributions in one variable satisfying
certain smoothness properties in the index. These are then interpreted as distributions
in two variables and used to generalize the notion of an integral operator. Section
4 applies the theory of normed-space extensions, developed in [1], to distributions in
two variables. It is shown in Theorem 4.3 that the space of BIBO stable kernels (i.e.,
functions satisfying (1.2)) extends naturally to the space of distributions which are
derivatives of functions of uniformly bounded variation DUBV . Section 5 contains
the main results of the paper. Theorem 5.3 states that BIBO stable linear systems are
precisely those with DUBV kernels, Theorem 5.4 gives an expression for the adjoint
system, and Theorem 5.5 establishes several equivalent representations of the system
gain.

2. Preliminaries. First we present some pertinent facts concerning the theory
of distributions. See [3], [4], and [5] for more detail. If φ : R

n → R, define the support
of φ (denoted suppφ) to be the closure of the set {(t1, . . . , tn) ∈ R

n|φ(t1, . . . , tn) �= 0}.
Let Kn be the space of C∞ functions φ : R

n → R with suppφ bounded. Convergence
in Kn can be defined in several ways. When we assign a norm ‖ · ‖ to Kn we will
refer to the pair (Kn, ‖ · ‖). For example, K1 ⊂ Lp, 1 ≤ p ≤ ∞, so we may consider
(K1, ‖ · ‖p). Also,

‖ψ‖p∞ =

(∫ ∞

−∞
sup
τ
|ψ(t, τ)|p dt

) 1
p

<∞

for ψ ∈ K2, so (K2, ‖ · ‖p∞) is well defined for 1 ≤ p <∞. Strong convergence φk → 0
in Kn means that there exists a < ∞ such that suppφk ⊂ [−a, a] for every k and
‖φk‖Cp → 0 for every integer p ≥ 0, where

‖φ‖Cp = max

{∣∣∣∣∂i1+···+inφ(t1, . . . , tn)
∂ti11 · · · ∂tinn

∣∣∣∣ | 0 ≤ i1 + · · ·+ in ≤ p; t1, . . . , tn ∈ R

}
.

A distribution f is an element of K ′
n, the dual space of Kn under strong conver-

gence. For f ∈ K
′
n, supp f is defined to be the complement of the largest open set

U ⊂ R
n such that suppφ ⊂ U implies 〈f, φ〉 = 0. Let K ′

1+ be the set of all f ∈ K ′
1

such that there exists a ∈ R with supp f ⊂ [a,∞). Also let K ′
2+ be the set of all

f ∈ K ′
2 such that there exists a function a : R → R with a(τ) → ∞ as τ → ∞ and

supp f ⊂ {t ≥ a(τ)}. Note that K ′
2+ is a subspace of K ′

2. Weak∗ convergence fk → 0
in K ′

n means that 〈fk, φ〉 → 0 for every φ ∈ Kn. One basis of weak∗ neighborhoods
of 0 in K ′

n consists of all sets of the form {f | |〈f, φi〉| < ε; i = 1, . . . ,m}, where ε > 0
and φ1, . . . , φm ∈ Kn are arbitrary.

The partial derivative of f ∈ K
′
n with respect to ti is defined by 〈 ∂f∂ti , φ〉 =

−〈f, ∂φ∂ti 〉 for φ ∈ Kn. It follows that the differentiation operator f → ∂f
∂ti

is (weak∗)
continuous. In case n = 1, we denote a derivative by df

dt or by an overdot ḟ ; the kth
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derivative will denoted d
kf
dtk

or f (k). For any f ∈ K ′
1, define the t0-translation ∆t0f by

〈∆t0f, φ〉 = 〈f, φ−t0〉, where φ−t0(t) = φ(t+ t0). By a routine calculation, ddt∆t0f =

∆t0 ḟ . Multiplication of f ∈ K ′
1 by a C∞ function γ is defined by 〈fγ, φ〉 = 〈f, γφ〉.

A Lebesgue measurable function f : R
n → R is locally integrable if

∫
A
|f | <∞ for

every bounded interval A ⊂ R
n. Every locally integrable f determines a distribution

according to

〈f, φ〉 =
∫ ∞

−∞
· · ·
∫ ∞

−∞
f(t1, . . . , tn)φ(t1, . . . , tn)dt1 · · · dtn.

Note that the unit step function

θ(t) =

{
1, t ≥ 0,
0, t < 0,

may be considered a distribution in K ′
1; the unit impulse δ ∈ K ′

1 is defined by 〈δ, φ〉 =
φ(0). Translations of θ and δ will be denoted by θt0 and δt0 , respectively. It is easily
verified that

θt0(t) = θ(t− t0), 〈δt0 , φ〉 = φ(t0).(2.1)

If f is an absolutely continuous function, f and its classical derivative ḟ are locally
integrable. In this case, the classical and distributional derivatives of f coincide, since

〈
ḟ , φ

〉
=

∫ ∞

−∞
ḟ (t)φ(t)dt = −

∫ ∞

−∞
f (t) φ̇(t)dt =

〈
f, φ̇
〉
.

Consider the spaces

BV = {g : R→ R | var
t
g(t) <∞},

NBV = {g ∈ BV | g is left-continuous and g(∞) = 0}

with norm ‖g‖NBV = vart g(t). (Note that we are deviating slightly from the conven-
tional definition of NBV, as in [9, p. 171].)

In [1] we also considered the space DBV = {ġ | g ∈ NBV } with norm ‖ġ‖DBV =
‖g‖NBV . We showed in [1, p. 989] that DBV is isometrically isomorphic to the
dual space of (K1, ‖ · ‖∞). Furthermore, for any g ∈ NBV and φ ∈ K1, 〈ġ, φ〉 =∫∞
−∞ φ(t)dg(t). We need to generalize these ideas to distributions on R

2. The appro-
priate construction requires a preliminary result.

Lemma 2.1. Let g : R
2 → R be Lebesgue measurable and g(t, ·) ∈ NBV for a.e. t.

Then the function

v(t, τ) = var
η≥τ

g(t, η)

is Lebesgue measurable on R
2.

Proof. Enumerate the rationals {rn}, and consider the partition πn = (rk1 , . . . , rkn)
of R, where {k1, . . . , kn} = {1, . . . , n} and

rk1 < rk2 < · · · < rkn .
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Let A = {t | g(t, ·) ∈ NBV }. For each n , j = 1, . . . , n−1, and (t, τ) ∈ A×(rkj , rkj+1
],

define

vn (t, τ) = |g (t, rkn)|+
n∑

i=j+1

∣∣g (t, rki)− g (t, rki+1

)∣∣+ ∣∣g (t, τ)− g (t, rkj+1

)∣∣ .
For other (t, τ), set vn(t, τ) = 0. Each vn is Lebesgue measurable. Let ε > 0,
(t, τ) ∈ A× R, and π = (τ1, . . . , τp) be any partition of (τ ,∞) such that

q(t, τ) = |g (t, τp)|+
p−1∑
i=1

|g (t, τ i)− g (t, τ i+1)|+ |g (t, τ)− g (t, τ1)| > v (t, τ)− ε

2
.

Since g is left-continuous, there exists N < ∞ such that πn contains rationals rkji
with τ < rkj1 < · · · < rkjp such that

∣∣g (t, rkji )− g (t, τ i)∣∣ < ε

4p

for every i. Thus

vn(t, τ) ≥
∣∣∣g (t, rkjp)∣∣∣+

p−1∑
i=1

∣∣∣g (t, rkji )− g
(
t, rkji+1

)∣∣∣+ ∣∣g (t, τ)− g (t, rkj1 )∣∣
≥ |g (t, τp)| −

∣∣g (t, rkjp)− g (t, τp)∣∣
+

p−1∑
i=1

|g (t, τ i)− g (t, τ i+1)| −
p−1∑
i=1

∣∣g (t, rkji )− g (t, τ i)∣∣

−
p−1∑
i=1

∣∣∣g (t, rkji+1

)
− g (t, τ i+1)

∣∣∣
+ |g (t, τ)− g (t, τ1)| −

∣∣g (t, rkj1 )− g (t, τ1)
∣∣

≥ q(t, τ)− ε

2
> v(t, τ)− ε.

So vn → v a.e., and v is Lebesgue measurable.
In particular, if g satisfies the conditions of Lemma 2.1, the map t→ varτ g(t, τ)

is Lebesgue measurable. Hence, we may define UBV to be the set of functions g :
R

2 → R satisfying the following properties:
(UBV1) g is Lebesgue measurable.
(UBV2) g(t, ·) ∈ NBV for a.e. t.
(UBV3) ess supt varτ g(t, τ) <∞.

We refer to UBV as the functions of uniformly bounded variation. Let ‖g‖UBV =
ess supt varτ g(t, τ). Each g ∈ UBV is bounded, since

|g(t, τ)| ≤ var
τ
g(t, τ) ≤ ‖g‖UBV .

Thus g ∈ K ′
2, and we may also define the set of partial derivatives

DUBV =

{
∂g

∂τ
| g ∈ UBV

}
.
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It is routine to verify that UBV and DUBV are linear spaces and that ‖ · ‖UBV and∥∥∥∥∂g∂τ
∥∥∥∥
DUBV

= ‖g‖UBV

are norms on UBV and DUBV .
For 1 ≤ p <∞, let ULp be the space of Lebesgue measurable functions f : R

2 → R

satisfying

ess sup
t

∫ ∞

−∞
|f(t, τ)|p dτ <∞.

(Lebesgue measurability of the map t → ∫∞
−∞ |f(t, τ)|pdτ follows from [9, Theorem

7.8].) ULp is the set of uniformly Lp functions and has norm

‖f‖∞p = ess sup
t

(∫ ∞

−∞
|f(t, τ)|p dτ

) 1
p

.

We may consider ULp ⊂ K ′
2, since, from Holder’s inequality,∫ a

−a

∫ a
−a
|f(t, τ)| dτdt ≤

∫ a
−a

(
ess sup
t

∫ a
−a
|f(t, τ)| dτ

)
dt

= 2a ess sup
t

∫ a
−a
|f(t, τ)| dτ

≤ (2a)2−
1
p ess sup

t

(∫ a
−a
|f(t, τ)|p dτ

) 1
p

.

For p =∞, we define UL∞ to be the same as L∞ on R
2.

Support constraints may be placed on the spaces above by setting Lp+ = Lp∩K ′
1+,

UBV+ = UBV ∩K ′
2+, DUBV+ = DUBV ∩K ′

2+, and ULp+ = ULp ∩K ′
2+.

Theorem 2.2. (1) Let g ∈ UBV and gt = g(t, ·). Then〈
∂g

∂τ
, ψ

〉
=

∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt

for every ψ ∈ K2.
(2) UL1 ⊂ DUBV with ‖f‖DUBV = ‖f‖∞1 for every f ∈ UL1.
(3) DUBV is the dual of (K2, ‖ · ‖1∞).
(4) UBV and DUBV are isometrically isomorphic.
Proof. (1) Integration by parts yields〈

∂g

∂τ
, ψ

〉
= −

〈
g,
∂ψ

∂τ

〉
= −

∫ ∞

−∞

∫ ∞

−∞
gt(τ)

∂ψ(t, τ)

∂τ
dτdt =

∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt

for every ψ.
(2) If f ∈ UL1, there exists a Lebesgue measurable A ⊂ R such that f(t, ·) ∈ L1

for every t ∈ A. Let g(t, τ) = ∫ τ−∞ f(t, η)dη for t ∈ A. Then g is Lebesgue measurable,

g(t, ·) is absolutely continuous, and f = ∂g
∂τ . The result follows from

‖f‖DUBV = ess sup
t

var
τ
g(t, τ) = ess sup

t

∫ ∞

−∞
|f(t, τ)| dτ = ‖f‖∞1 <∞.
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(3) We first prove that DUBV is contained in the dual of K2. Let g and gτ be
as in (1) and f = ∂g

∂τ . We must show that

sup
‖ψ‖1∞=1

|〈f, ψ〉| = ‖f‖DUBV .

From (1),

|〈f, ψ〉| =
∣∣∣∣
∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt

∣∣∣∣
≤
∫ ∞

−∞

∫ ∞

−∞
|ψ(t, τ)| |dgt(τ)| dt

≤
∫ ∞

−∞
sup
τ
|ψ(t, τ)| var

τ
g(t, τ)dt

≤ (ess sup
t

var
τ
g(t, τ))

∫ ∞

−∞
sup
τ
|ψ(t, τ)| dt

= ‖f‖DUBV ‖ψ‖1∞,
so

sup
‖ψ‖1∞=1

|〈f, ψ〉| ≤ ‖f‖DUBV .

To establish the reverse inequality, observe that, for φ1, φ2 ∈ K1, setting ψ(t, τ) =
φ1(t)φ2(τ) yields ψ ∈ K2 and

‖ψ‖1∞ =

∫ ∞

−∞
sup
τ
|φ1(t)φ2(τ)| dt = ‖φ1‖1 ‖φ2‖∞ .

Thus

sup
‖ψ‖1∞=1

|〈f, ψ〉| = sup
‖ψ‖1∞=1

∣∣∣∣
∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt

∣∣∣∣
≥ sup

‖φ2‖∞=1

sup
‖φ1‖1=1

∣∣∣∣
∫ ∞

−∞

(∫ ∞

−∞
φ2(τ)dgt(τ)

)
φ1(t)dt

∣∣∣∣
= sup

‖φ2‖∞=1

ess sup
t

∣∣∣∣
∫ ∞

−∞
φ2(τ)dgt(τ)

∣∣∣∣
= ess sup

t
sup

‖φ2‖∞=1

|〈ġt, φ2〉|

= ess sup
t
‖ġt‖DBV

= ‖f‖DUBV .
Next we show that DUBV contains the dual of (K2, ‖·‖1∞). Let f be any continuous
linear functional on (K2, ‖·‖1∞). (f is also a distribution, since ψk → 0 strongly inK2

implies ‖ψk‖1∞ → 0 and 〈f, ψk〉 → 0.) Let φ1 ∈ K1. Then each φ2 ∈ K1 determines
ψ ∈ K2 by ψ(t, τ) = φ1(t)φ2(τ) (i.e., ψ is the “direct product” ψ = φ1 × φ2). The
map φ2 �−→ ψ is continuous from (K1, ‖ · ‖∞) into (K2, ‖ · ‖1∞), so φ2 �−→ 〈f, φ1×φ2〉
is a continuous linear functional on (K1, ‖ · ‖∞). Since K1 is dense in C0, there exists
G(φ1; ·) ∈ NBV such that

〈f, φ1 × φ2〉 =
∫ ∞

−∞
φ2(τ)dG(φ1; τ)(2.2)
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for every φ2. It is routine to show that the operator φ1 �→ G(φ1; ·) is linear. Continuity
also holds, since

sup
‖φ1‖1=1

‖G(φ1; ·)‖NBV = sup
‖φ1‖1=1

sup
‖φ2‖∞=1

∣∣∣∣
∫ ∞

−∞
φ2(τ)dG(φ1; τ)

∣∣∣∣
= sup

‖φ1‖1=1

sup
‖φ2‖∞=1

|〈f, φ1 × φ2〉|

≤ sup
‖ψ‖1∞=1

|〈f, ψ〉|

<∞.

Therefore, φ1 �→ G(φ1; ·) is a continuous linear operator from (K1, ‖ · ‖1) into NBV .
From [7, Theorem 2.3.1] and (2.2), there exists g ∈ UBV such that

〈f, φ1 × φ2〉 =
∫ ∞

−∞
φ2(τ)d

(∫ ∞

−∞
g(t, τ)φ1(t)dt

)
=

∫ ∞

−∞

∫ ∞

−∞
φ1(t)φ2(τ)dgt(τ)dt

for every φ1, φ2 ∈ K1. Let Π = {φ1 × φ2 | φ1, φ2 ∈ K1}. By linearity,

〈f, ψ〉 =
∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt(2.3)

for every ψ ∈ spanΠ. From [6, p. 65], spanΠ is strongly dense in K2, so it is also
dense relative to ‖ · ‖1∞. By continuity, (2.3) holds for all ψ ∈ K2. From part (1),
f = ∂g

∂τ ∈ DUBV .
(4) Note that the map g → ∂g

∂τ from UBV into DUBV is defined to be linear,
onto, and norm-preserving. It remains to show that the map is one-to-one. From part
(1), if ∂g∂τ = 0,

∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dgt(τ)dt = 0

for all ψ ∈ K2. Hence ∫ ∞

−∞

∫ ∞

−∞
φ1(t)φ2(τ)dgt(τ)dt = 0

for all φ1, φ2 ∈ K1. Since∣∣∣∣
∫ ∞

−∞
φ1(t)dgt(τ)

∣∣∣∣ ≤ ‖φ1‖∞ var
τ
g(t, τ)

for a.e. t, the map t → ∫∞
−∞ φ1(t)dgt(τ) may be viewed as a distribution T (φ1). But

〈T (φ1), φ2〉 = 0 for every φ2, so T (φ1) = 0 and

∫ ∞

−∞
φ1(t)dgt(τ) = 0

a.e. for every φ1. Since NBV is the dual of (K1, ‖ · ‖∞), g(t, ·) = 0 for a.e. t and
g = 0 a.e.
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3. Families and integral operators. In order to generalize the concept of an
integral operator as in (1.1), we must study collections of distributions indexed by a
real parameter. Let {ft | t ∈ R} be a collection of distributions in K ′

1. Suppose that,
for each a < ∞, there exist an integer p ≥ 0 and an L1 function M : [−a, a] → R

such that

|〈ft, φ〉| ≤M(t) ‖φ‖Cp
for every φ ∈ K1 with suppφ ⊂ [−a, a]. Then we say that {ft} is an L1 family of
distributions on R.

Theorem 3.1. (1) If {ft} is an L1 family, then the map ψ → ∫∞
−∞〈ft, ψ(t, ·)〉dt

is a distribution in K ′
2.

(2) If f = {ft} is an L1 family, then so is {ḟt}, and ∂f
∂τ = {ḟt}.

(3) If f : R
2 → R is locally integrable, then {f(t, ·)} is an L1 family.

(4) If f ∈ UBV, then {f(t, ·)} is an L1 family.
Proof. (1) Let ψ ∈ K2. Then ‖ψ(t, ·)‖Cp ≤ ‖ψ‖Cp for every t, so∫ a

−a
|〈ft, ψ(t, ·)〉| dt ≤

∫ a
−a

M(t) ‖ψ(t, ·)‖Cp dt ≤
∫ a
−a

M(t)dt ‖ψ‖Cp .

Thus the map ψ → ∫∞
−∞〈ft, ψ(t, ·)〉dt is well defined, linear, and, from [4, p. 34],

continuous.
(2) There exist M,p such that, for any φ ∈ K1 with suppφ ⊂ [−a, a],∣∣∣〈ḟt, φ〉∣∣∣ = ∣∣∣〈ft, φ̇〉∣∣∣ ≤M(t)

∥∥∥φ̇∥∥∥
Cp
≤M(t) ‖φ‖Cp+1 .

For any ψ ∈ K2, 〈
∂ {ft}
∂τ

, ψ

〉
= −

〈
{ft} , ∂ψ(t, τ)

∂τ

〉

= −
∫ a
−a

〈
ft,

∂ψ(t, τ)

∂τ

〉
dt

=

∫ a
−a

〈
ḟt, ψ(t, ·)

〉
dt

=
〈{

ḟt

}
, ψ
〉
.

(3) Let M(t) =
∫ a
−a |f(t, τ)|dτ . By Fubini’s theorem, M is L1 on [−a, a]. For any

φ ∈ K1,

|〈f(t, ·), φ〉| =
∣∣∣∣
∫ a
−a

f(t, τ)φ(τ)dτ

∣∣∣∣ ≤M(t) ‖φ‖C0 .

(4) This follows immediately from part (3) and the fact that f is bounded on
R

2.
A slight modification of the argument used in Theorem 3.1(1) shows that each L1

family {fτ} also determines a distribution according to ψ → ∫∞
−∞〈fτ , ψ(·, τ)〉dτ . We

will rely on the notation {ft} and {fτ} to distinguish these two cases.
Consider a collection of distributions {fτ} in K ′

1 with τ → 〈fτ , φ〉 continuous for
every φ ∈ K1. Then we say that {fτ} is a C0 family.

Theorem 3.2. Every C0 family is an L1 family.
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Proof. Let {fτ} be a C0 family. According to [4, p. 34], each fτ has finite order
on each bounded interval [−a, a]; i.e., for every τ ∈ [−a, a] there exist integers Mτ ,
pτ <∞ such that

|〈fτ , φ〉| ≤Mτ ‖φ‖Cpτ(3.1)

for every φ ∈ K1 with suppφ ⊂ [−a, a]. Suppose each Mτ and pτ are chosen to
minimize qτ = max{Mτ , pτ}. If the set {qτ | |τ | ≤ a} is unbounded, there exist
ηk, η ∈ [−a, a] such that ηk → η and qηk → ∞. On the other hand, since 〈fτ , φ〉 is
continuous, 〈fηk , φ〉 → 〈fη, φ〉 for every φ. From [4, p. 57], there exist M,p such that∣∣〈fηk , φ〉∣∣ ≤M ‖φ‖Cp
for every k, yielding a contradiction. Hence, {qτ} is bounded, and there exist M,p
such that

|〈fτ , φ〉| ≤M ‖φ‖Cp
for every τ , φ.

In addition to continuity, we might also consider families {fτ} which are differ-
entiable in τ . Define the weak∗ derivative ∂fτ

∂τ |τ0 ∈ K ′
2 of {fτ} at τ0 according to〈

∂fτ
∂τ
|τ0 , φ

〉
=

d

dτ
〈fτ , φ〉 |τ0 = lim

τn→τ0

〈
fτn − fτ0
τn − τ0

, φ

〉
,(3.2)

whenever the limit exists for every φ ∈ K1. According to [3, p. 368], (3.2) determines
a distribution in K ′

1 for each τ0. If {∂fτ∂τ |τ0 | τ0 ∈ R} is a C0 family, we denote

it by ∂fτ
∂τ and say that {fτ} is a C1 family. Continuing in this way, if {∂fτ∂τ } is a

Cp−1 family, {fτ} is a Cp family. Applying (3.2), {fτ} is a Cp family if and only if
τ → 〈fτ , φ〉 is a Cp function for each φ. We may interpret the latter statement as a
definition for p = ∞. Since 〈ḟτ , φ〉 = −〈fτ , φ̇〉, {ḟτ} is a Cp family whenever {fτ} is
a Cp family.

Next we relate two notions of differentiation for C1 families.
Theorem 3.3. Suppose g = {gτ} is a C1 family. Then ∂g

∂τ = {∂gτ∂τ }.
Proof. Suppose 〈

gτ − gτ0
τ − τ0

, ψ(·, τ)
〉
�→
〈
∂gτ
∂τ
|τ0 , ψ(·, τ0)

〉
(3.3)

as τ → τ0. Then there exist τn → τ0 and ε > 0 such that

sup
j

∣∣∣∣
〈
gτn − gτ0
τn − τ0

− ∂gτ
∂τ
|τn , ψ(·, τ j)

〉∣∣∣∣ ≥
∣∣∣∣
〈
gτn − gτ0
τn − τ0

− ∂gτ
∂τ
|τn , ψ(·, τn)

〉∣∣∣∣ > ε(3.4)

for every n. But ψ(·, τn) → ψ(·, τ0) in K1, so, from [4, p. 31], {ψ(·, τn)} ⊂ K1 is a
bounded set. Hence, from [4, p. 56], the left side of (3.4) must converge to 0. This
yields a contradiction, so we have convergence in (3.3). Thus

d

dτ
〈gτ , ψ(·, τ)〉 |τ0 = lim

τ→τ0
〈gτ , ψ(·, τ)〉 − 〈gτ0 , ψ(·, τ0)〉

τ − τ0

= lim
τ→τ0

〈
gτ − gτ0
τ − τ0

, ψ(·, τ)
〉
+ lim
τ→τ0

〈
gτ0 ,

ψ(·, τ)− ψ(·, τ0)

τ − τ0

〉

=

〈
∂gτ
∂τ
|τ0 , ψ(·, τ0)

〉
+

〈
gτ0 ,

∂ψ

∂τ
|τ0
〉
,
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and, for every ψ ∈ K2,〈
∂g

∂τ
, ψ

〉
= −

〈
g,
∂ψ

∂τ

〉

= −
∫ ∞

−∞

〈
gτ ,

∂ψ

∂τ

〉
dτ

= −
∫ ∞

−∞

(
d

dτ
〈gτ , ψ(·, τ)〉 −

〈
∂gτ
∂τ

, ψ(·, τ)
〉)

dτ

= − lim
τ→∞ 〈gτ , ψ(·, τ)〉+ lim

τ→−∞ 〈gτ , ψ(·, τ)〉+
∫ ∞

−∞

〈
∂gτ
∂τ

, ψ(·, τ)
〉
dτ

=

∫ ∞

−∞

〈
∂gτ
∂τ

, ψ(·, τ)
〉
dτ.

Hence ∂g∂τ = {∂gτ∂τ }.
Note that 〈

∂θτ
∂τ

, φ

〉
=

∂

∂τ

∫ ∞

τ

φ(η)dη = −φ(τ) = 〈−δτ , φ〉

for every φ ∈ K1, where θτ is a translation of the unit step as in (2.1). In view

of Theorem 3.3, ∂
∂τ {θτ} = {∂θτ∂τ } = −{δτ}. By a similar calculation, ∂

∂τ {δ(n−1)
τ } =

−{δ(n)τ }.
Any C∞ family {hτ} belonging to K ′

2+ determines a linear operator on K ′
1+ in

the following way. For each φ ∈ K1, let ξ(τ) = 〈hτ , φ〉. Then ξ(τ) is C∞ with ξ(τ) = 0
for large τ . Suppose u ∈ K ′

1+ with suppu ⊂ [a,∞], and let ξ̄ ∈ K1 with ξ̄(τ) = ξ(τ)
for τ ≥ a. It is easy to show that y(φ) = 〈u, ξ̄〉 is independent of the choice of ξ̄.
Indeed, let ξ̄1 and ξ̄2 be two such functions. Then supp(ξ̄1 − ξ̄2) ⊂ (−∞, a], and
〈u, ξ̄1〉 − 〈u, ξ̄2〉 = 〈u, ξ̄1 − ξ̄2〉 = 0.

Theorem 3.4. The map u �−→ y defines a linear operator T : K ′
1+ → K ′

1+,
where T (δt0) = ht0 for every t0.

Proof. Linearity is obvious. Since {hτ} ∈ K ′
2+, there exists b ∈ R such that

suppφ ⊂ (−∞, b] implies supp ξ ⊂ (−∞, a). For any such φ, y(φ) = 0, so supp y ⊂
[b,∞). We must show that y ∈ K ′

1.
The topological space K ′

1 is not first-countable, so we must consider nets {φλ}
in K1. Suppose φλ → 0. Then there exists b < ∞ such that suppφλ ⊂ [−b, b] for
every λ. Let ξλ(τ) = 〈hτ , φλ〉. Since {hτ} ∈ K ′

1+, there exists c < ∞ such that
supp ξλ(τ) ⊂ (−∞, c] for every λ. Arguing as in the proof of Theorem 3.2, there exist
Mn, pn <∞ such that ∣∣∣ξ(n)(τ)∣∣∣ ≤Mn ‖φ‖Cpn

for every τ ∈ [a, c] and φ ∈ K1 with suppφ ∈ [−b, b]. Hence, ξ
(n)
λ → 0 uniformly on

[a, c] for every n. ξ̄λ ∈ K1 can be chosen so that ξ̄λ(τ) = ξλ(τ) on [a,∞) and each

ξ̄
(n)
λ → 0 uniformly on [a, c]. Thus ξ̄λ → 0 strongly in K1, and y(φλ) = 〈u, ξ̄λ〉 → 0.
Finally, for u = δt0 and any φ ∈ K1, 〈T (δt0), φ〉 = ξ̄(t0) = ξ(t0) = 〈ht0 , φ〉.

Suppose hτ = h(·, τ). Then, under mild assumptions,

〈T (u), φ〉 =
∫ ∞

−∞

(∫ ∞

−∞
h(t, τ)φ(t)dt

)
u(τ)dτ =

∫ ∞

−∞

(∫ ∞

−∞
h(t, τ)u(τ)dτ

)
φ(t)dt,
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so the operator determined by Theorem 3.4 is “classical.” For this reason, we call
every operator of the type described by Theorem 3.4 a generalized integral operator.
Suppose hτ is the τ -translation of a fixed h ∈ K ′

1+. Then {hτ} is a C∞ family
and {hτ} ∈ K ′

2+, so {hτ} determines a generalized integral operator according to
〈T (u), φ〉 = 〈u, ξ〉, where ξ(τ) = 〈hτ , φ〉 = 〈h, φ−τ 〉. From [3, p. 103], constructing
T (u) in this way yields the convolution operator u → h ∗ u. This sets up the time-
invariant analysis we carried out in [1].

We next address the issue of continuity of generalized integral operators.
Theorem 3.5. Let T : K ′

1+ → K ′
1+ be any continuous linear operator, and

suppose {T (δτ )} ∈ K ′
2+ is a C∞ family. Then T is a generalized integral operator.

Proof . Let φ ∈ K1, u ∈ K ′
1+, suppu ⊂ [a,∞), ξ(τ) = 〈T (δτ ), φ〉, and ξ̄ ∈ K1

with ξ̄(τ) = ξ(τ) for τ ≥ a. We must show that 〈T (u), φ〉 = 〈u, ξ̄〉. First, set u = δt0 .
Then

〈T (δt0), φ〉 = ξ(t0) = ξ̄(t0) =
〈
δt0 , ξ̄

〉
.

For arbitrary u ∈ K ′
1+, [1, Lemma 2.2] shows that there exist tik ≥ a, βik ∈ R, and

integers nk > 0 such that

uk =

nk∑
i=1

βikδtik → u,

where the limit is weak∗. For every k,

〈T (uk), φ〉 =
nk∑
i=1

βik 〈T (δtik), φ〉 =
nk∑
i=1

βik
〈
δtik , ξ̄

〉
=
〈
uk, ξ̄

〉
.

Taking the limit yields

〈T (u), φ〉 = 〈u, ξ̄〉 .
The next result establishes conditions under which generalized integral operators

are continuous. In particular, it shows that the converse to Theorem 3.5 is false.
Theorem 3.6. Let T : K ′

1+ → K ′
1+ be a generalized integral operator.

(1) T is continuous if and only if there exists a function b : R → R such that
b(τ)→∞ as τ → −∞ and supp{T (δτ )} ⊂ {|t| ≥ b(τ)}.

(2) T is continuous on {u ∈ K ′
1+ | suppu ⊂ [a,∞)} for every a > −∞.

Proof. (1) (Sufficient) Consider any basic neighborhood Y = {y ∈ K ′
1+ | |〈y, φi〉|<

ε; i = 1, . . . , n} of 0 in K ′
1+, and let ξi(τ) = 〈T (δτ ), φi〉. Since T is a generalized inte-

gral operator, each ξi is C
∞. {hτ} ∈ K ′

1+ guarantees that supp ξi is right-bounded.
The condition supp{T (δτ )} ⊂ {|t| ≥ b(τ)} guarantees that supp ξi is left-bounded.
Hence, ξi ∈ K1, and 〈T (u), φi〉 = 〈u, ξi〉. It follows that the inverse image

T−1(Y ) = {u ∈ K ′
1+ | |〈T (u), φi〉| < ε; i = 1, . . . , n}

= {u ∈ K ′
1+ | |〈u, ξi〉| < ε; i = 1, . . . , n}

is open. Since ε, φ1, . . . , φn are arbitrary, T is continuous.
(Necessary) Suppose no such function b exists. Then there exists a sequence

τk → −∞ and c <∞ such that suppT (δτk)∩ [−c, c] is nonempty for every k. Hence,
there exist φk ∈ K1 such that suppφk ⊂ [−c, c] and βk = 〈T (δτk), φk〉 �= 0 for each k.
Let

ξk =
1

k ‖φk‖Ck
φk.
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Then, for any integers p ≥ 0 and k ≥ p,

‖ξk‖Cp =
1

k ‖φk‖Ck
‖φk‖Cp ≤

1

k
,

so ξk → 0. From [4, p. 31], {ξk} is a bounded set. Let

uk =
k ‖φk‖Ck

βk
δτk .

Then uk → 0. On the other hand,

sup
m
〈T (uk), ξm〉 ≥ 〈T (uk), ξk〉

=

〈
k ‖φk‖Ck

βk
T (δτk), ξk

〉

=
1

βk
〈T (δτk), k ‖φk‖Ck ξk〉

=
1

βk
〈T (δτk), φk〉 = 1.

From [4, p. 56], T (uk) �→ 0, which is a contradiction.
(2) Let uλ → 0 be a net with suppuλ ⊂ [a,∞), φ ∈ K1, and ξ(τ) = 〈T (δτ ), φ〉.

Select ξ̄ ∈ K1 with ξ̄(τ) = ξ(τ) for τ ≥ a. This gives 〈T (uλ), φ〉 = 〈uλ, ξ̄〉 → 0, so
T (uλ)→ 0.

In view of Theorem 3.6, restricting attention to continuous linear operators on
K ′

1+ would be inadequate for developing a sufficiently comprehensive theory of stable
linear systems. For example, even the “integrator system” T (δτ ) = θτ is discon-
tinuous. On the other hand, the class of all generalized integral operators on K ′

1+

contains the full range of operators normally considered in linear system theory, so
we will adopt these as our space of systems.

We end this section with a result relating impulse response and step response.
Theorem 3.7. Let T : K ′

1+ → K ′
1+ be a generalized integral operator. Then

{T (θτ )} is a C∞ family and T (δτ ) = −∂T (θτ )
∂τ .

Proof . From Theorem 3.6(2), T is continuous on {u ∈ K ′
1+ | suppu ⊂ [τ0−1,∞)}

for any τ0. Hence, for any φ ∈ K1,

〈T (θτ ), φ〉 − 〈T (θτ0), φ〉
τ − τ0

=

〈
T

(
θτ − θτ0
τ − τ0

)
, φ

〉
→ 〈−T (δτ0), φ〉 ,〈

T (δ(n)τ ), φ
〉
−
〈
T (δ(n)τ0 ), φ

〉
τ − τ0

=

〈
T

(
δ(n)τ − δ(n)τ0
τ − τ0

)
, φ

〉
→
〈
−T (δ(n+1)

τ0 ), φ
〉

as τ → τ0 for any n, so {T (θτ )} is C∞. The first derivative is given by〈
∂T (θτ )

∂τ
, φ

〉
=

∂

∂τ
〈T (θτ ), φ〉 = 〈−T (δτ ), φ〉 .

4. Extension of normed linear spaces. In [1] we considered the problem of
imbedding a normed linear space Y into a Hausdorff topological vector space X and
extending the norm to a maximal linear subspace of X. For example, we showed that
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L1 can be imbedded in K ′
1 and ‖ · ‖1 can be extended to all of DBV . In particular,

the extended L1 norm applied to the unit impulse evaluates to ‖δ‖e1 = 1. We will
again need these results to construct our time-varying theory.

Let T be the topology on X, ‖ · ‖ the norm on Y ⊂ X, and B(y, r) ⊂ Y the closed
norm-ball about y ∈ Y with radius r. We make the following assumptions on the
4-tuple (X,T, Y, ‖ · ‖):

T1. For every nonempty U ∈ T, U ∩ Y is nonempty.
T2. For every U ∈ T and every y ∈ U∩Y, there exists r > 0 such that B(y, r) ⊂ U .
T3. There exists U ∈ T such that U ∩ Y = Y −B(0, 1).

Condition T1 says that Y is dense in X. T2 requires that the norm topology on Y
is at least as strong as the topology induced on Y by X. T3 says that B(0, 1) in Y
is closed relative to X. Thus T2 and T3 give bounds on the topology induced on Y
by X. Under assumptions T1–T3, there exists a natural extension ‖ · ‖e of ‖ · ‖ to a
subspace Ye ⊃ Y of X. In particular, for any y ∈ Ye, ‖y‖e is equal to the minimum
value of lim ‖yλ‖ over all T-approximating nets yλ → y, yλ ∈ Y . (See [1, section 3]
for details.)

As mentioned in section 1, h ∈ UL1 is the classical condition for BIBO stability.
Therefore it makes sense to examine the extension UL1

e of ‖ · ‖∞1 in K ′
2 and check

whether UL1
e actually characterizes BIBO stability for generalized integral operators.

First we must establish whether K ′
2 and UL1 satisfy T1–T3.

Lemma 4.1. (1) If Y1 is dense in Y relative to ‖·‖, then the 4-tuple (X,T, Y1, ‖·‖)
satisfies T1–T3 and Y1e = Ye.

(2) Let Y ⊂ X1 ⊂ X and T1 be the relative topology on X1 induced by T. Then
the 4-tuple (X1,T1, Y, ‖ · ‖) satisfies T1–T3 and the corresponding extension of Y is
Ye ∩X1.

Proof. (1) From T1 and T2, Y1 is dense in X relative to T, so T1 holds for Y1. If
U ∈ T and y ∈ U ∩ Y1, then y ∈ U ∩ Y , so there exists r > 0 such that B(y, r) ⊂ U,
where B(y, r) is a norm-ball in Y . The corresponding ball in Y1 is B(y, r) ∩ Y1 ⊂ U,
so T2 holds. Finally, if U satisfies T3 relative to Y, then U also satisfies T3 relative
to Y1, since

U ∩ Y1 = (U ∩ Y ) ∩ Y1 = (Y −B(0, 1)) ∩ Y1 = Y1 − (B(0, 1) ∩ Y1).

Finally, we must show that ‖ · ‖e satisfies [1, Proposition 3.1(1)–(3)] using Y1 in place
of Y . To prove (1), note that, since ‖ · ‖ and ‖ · ‖e coincide on Y, they must coincide
on Y1. Condition (2) holds, since it does not involve Y . To prove (3), let x ∈ X
with ‖x‖e < ∞, ε > 0, and let U be a T-neighborhood of x. Then (3) applied to Y
guarantees that there exists y ∈ U ∩ Y such that

‖y‖ < ‖x‖e + ε

2
.

Density of Y1 in Y relative to ‖ · ‖ and T2 imply that there exists y1 ∈ U ∩ Y1 such
that ‖y1 − y‖ < ε

2 . Then

‖y1‖ < ‖y‖+ ε

2
< ‖x‖e + ε.

(2) Restricting T to X1, T1–T3 are obvious. Suppose Ye is the extension of Y
using X, and ‖ · ‖e is the corresponding norm. Let ‖ · ‖f be the restriction of ‖x‖e
to X1. We must show that ‖ · ‖f satisfies [1, Proposition 3.1(1)–(3)], using X1. To
prove (1) and (2), note that ‖x‖e and ‖x‖f coincide on X1; hence, ‖y‖f = ‖y‖ for
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y ∈ Y and ‖ · ‖f is lower semicontinuous. To establish (3), let U ∈ T x ∈ U ∩X1 with
‖x‖f <∞, and ε > 0. Then ‖x‖e <∞ and there exists y ∈ U ∩ Y such that

‖y‖ < ‖x‖e + ε = ‖x‖f + ε.

But Y ⊂ X1, so y ∈ (U ∩X1) ∩ Y .
Theorem 4.2. Let X = K ′

2 and Y = UL1. Then T1–T3 are satisfied.
Proof. First we note that K2 ⊂ UL1. From [4, p. 118], K2 is dense in K ′

2, and
T1 follows. If T2 holds for y = 0, then it holds for all y, since B(0, r) ⊂ U implies
B(y, r) ⊂ y+U . Thus it suffices to prove that, for every n, ε > 0, and ψ1, . . . , ψn ∈ K2,
there exists r > 0 such that B(0, r) ⊂ U, where

U = {f ∈ K ′
2 | |〈f, ψi〉| < ε; i = 1, . . . , n}.

Let

r < εmin

{
1

‖ψi‖1∞

}

and f ∈ B(0, r). From Theorem 2.2,

|〈f, ψi〉| ≤ ‖f‖DUBV ‖ψi‖1∞ = ‖f‖∞1 ‖ψi‖1∞ ≤ rmax{∥∥ψj∥∥1∞} < ε

for every i, so f ∈ U .
To prove T3, let y ∈ UL1 with ‖y‖∞1 > 1, and choose ε < 1

2 (‖y‖∞1 − 1). From
Theorem 2.2, we may select ψ ∈ K2 with ‖ψ‖1∞ = 1 such that |〈y, ψ〉| > ‖y‖∞1 − ε.
Let

U = {x ∈ K ′
2 | |〈x− y, ψ〉| < ε}.

Then y ∈ U ∈ T, and f ∈ U ∩ Y implies

‖f‖∞1 ≥ |〈f, ψ〉| ≥ |〈y, ψ〉| − |〈f − y, ψ〉| > ‖y‖∞1 − 2ε > 1,

so U ∩ Y ⊂ Y −B(0, 1).
We are now in a position to characterize the extension of UL1 into K ′

2.
Theorem 4.3. UL1

e = DUBV .
Proof . Let

‖f‖e =
{ ‖f‖DUBV , f ∈ DUBV,
∞, f ∈ K ′

2 −DUBV.

We must verify that ‖ · ‖e satisfies [1, Lemma 3.1(1)–(3)] relative to ‖ · ‖∞1. Condi-
tion (1) says that ‖ · ‖∞1 and ‖ · ‖DUBV coincide on UL1. This was established in
Theorem 2.2.

Condition (2) requires that ‖ · ‖e be lower semicontinuous on K ′
2. Equivalently,

we must show that the set ΣM = {f ∈ K ′
2 | ‖f‖e > M} is open for each M . Suppose

‖f‖e > M . From Theorem 2.2(3), there exists ψ ∈ K2 such that ‖ψ‖1∞ = 1 and
|〈f, ψ〉| > M . Let U = {g ∈ K ′

2 | |〈g, ψ〉| < |〈f, ψ〉| −M}. f + U is open in K ′
2, and

‖f + g‖e ≥ |〈f + g, ψ〉| ≥ |〈f, ψ〉| − |〈g, ψ〉| > M

for every g ∈ U . Hence, ΣM is open.
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Finally, condition (3) says that, for any f ∈ DUBV, ε > 0, and neighborhood U
of f, there exists y ∈ U ∩ UL1 such that ‖y‖∞1 < ‖f‖e + ε. We accomplish this by
constructing a sequence fn → f with fn ∈ UL1 and ‖fn‖∞1 ≤ ‖f‖DUBV . Then, for
large n, fn ∈ U , and y = fn satisfies the conditions.

Our construction of fn proceeds as follows. Let φ1, φ2 ∈ K1 with φ1(t) ≥ 0 for
all t,

∫∞
−∞ φ1(t)dt = 1, φ2(0) = 1, and ‖φ2‖∞ = 1. Set ψn(t, τ) = nφ1(n(t− τ))φ2(

τ
n ).

Then ψn ∈ C∞. Suppose suppφ1, suppφ2 ⊂ [−a, a]. If |τ | ≥ na, then | τn | ≥ a, so
φ2(

τ
n ) = 0 and ψ(t, τ) = 0. If |τ | < na and |t| ≥ (n+ 1

n )a, then

n |t− τ | ≥ n (|t| − |τ |) > n

(
n+

1

n

)
a− n2a = a,

so φ1(n(t− τ)) = 0 and ψn(t, τ) = 0. Hence, ψn ∈ K2.
Let

fn(t, τ) =

∫ ∞

−∞
ψn(τ , η)dgt(η)

and f = ∂g
∂τ . Then∫ ∞

−∞
|fn(t, τ)| dτ ≤

∫ ∞

−∞

∫ ∞

−∞
|ψn(τ , η)| |dgt(η)| dτ

=

∫ ∞

−∞

∫ ∞

−∞
|ψn(τ , η)| dτ |dgt(η)|

= n

∫ ∞

−∞

∣∣∣φ2

( η
n

)∣∣∣ (∫ ∞

−∞
φ1(n(τ − η))dτ

)
|dgt(η)|

=

∫ ∞

−∞

∣∣∣φ2

( η
n

)∣∣∣ (∫ ∞

−∞
φ1(x)dx

)
|dgt(η)|

≤ var
η
g(t, η),

‖fn‖∞1 ≤ ess sup
t

var
τ
g(t, τ) = ‖f‖DUBV .

To show 〈fn, ψ〉 → 〈f, ψ〉, note that, for every t, η, x ∈ R, ψ(t, xn + η) → ψ(t, η)
and ∫ ∞

−∞

∣∣∣φ1(x)ψ
(
t,
x

n
+ η
)∣∣∣ dx ≤ ‖ψ‖∞ .

By the dominated convergence theorem,∫ ∞

−∞
ψn(τ , η)ψ(t, τ)dτ = nφ2

( η
n

)∫ ∞

−∞
φ1(n(τ − η))ψ(t, τ)dτ

= φ2

( η
n

)∫ ∞

−∞
φ1(x)ψ

(
t,
x

n
+ η
)
dx

→ φ2(0)

∫ ∞

−∞
φ1(x)ψ(t, η)dx

= ψ(t, η)
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for every t, η. Furthermore,∣∣∣∣
∫ ∞

−∞
ψn(τ , η)ψ(t, τ)dτ

∣∣∣∣ ≤ n
∣∣∣φ2

( η
n

)∣∣∣ ∫ ∞

−∞
φ1(n(τ − η)) |ψ(t, τ)| dτ

=
∣∣∣φ2

( η
n

)∣∣∣ ∫ ∞

−∞
φ1(x)

∣∣∣ψ (t, x
n
+ η
)∣∣∣ dx

≤ ‖ψ(t, ·)‖∞ ,

so, if suppψ ⊂ [−a, a]2,∫ ∞

−∞

∫ ∞

−∞
‖ψ(t, ·)‖∞ |dgt(η)| dt ≤

∫ a
−a
‖ψ(t, ·)‖∞ var

η
g(t, η)dt ≤ 2a ‖ψ‖∞ ‖g‖UBV .

Again, by the dominated convergence theorem,

〈fn, ψ〉 =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
ψn(τ , η)ψ(t, τ)dτdgt(η)dt

→
∫ ∞

−∞

∫ ∞

−∞
ψ(τ , η)dgt(η)dt = 〈f, ψ〉 .

Corollary 4.4. Let X = K ′
2+ and Y = UL1

+. Then X and Y satisfy T1–T3
and Ye = DUBV+.

Proof. We have K2 ⊂ UL1
+ ⊂ UL1 ⊂ K ′

2 with K2 dense in K ′
2 (see [4, p. 118]).

Hence, UL1
+ is dense in UL1. From Lemma 4.1(1) and Theorems 4.2 and 4.3,

(K ′
2,T, UL

1
+, ‖ · ‖∞1) satisfies T1–T3 and UL1

+e = UL1
e = DUBV . Furthermore,

UL1
+ ⊂ K ′

2+ ⊂ K ′
2, so Lemma 4.1(2) implies that (K ′

2+,T1, UL
1
+, ‖ · ‖∞1) satisfies

T1–T3 and UL1
+e = DUBV ∩K ′

2+ = DUBV+.

5. BIBO stability. In this section, we consider stability of linear operators
T : K ′

1+ → K ′
1+. (We must restrict our attention to K ′

1+ in order to have a consistent
definition of generalized integral operators.) As in [2, p. 109], we define a BIBO stable
linear operator T to be one such that

(S1) T (L∞
+ ) = L∞

+ ,
(S2) T is continuous on L∞

+ relative to ‖ · ‖∞.
We have shown in [1] that, for time-invariant (i.e., convolution) operators, (S2)

follows automatically from (S1). Unfortunately, this result does not extend to the
time-varying setting. For example, let hτ = e−τδτ . For any u ∈ L∞

+ , φ ∈ K1,

ξ(τ) = 〈hτ , φ〉 = e−τ 〈δτ , φ〉 = e−τφ(τ),

〈y, φ〉 = 〈u, ξ〉 =
∫ ∞

−∞
u(τ)e−τφ(τ)dτ.

Thus y(t) = e−tu(t) and y ∈ L∞
+ . However, the map u �→ y is not continuous on L∞

+ .
Indeed, let uk(t) =

1
kθ(t + k); then ‖uk‖∞ = 1

k → 0. But yk(t) =
1
ke

−tθ(t + k) and

‖yk‖∞ = ek

k →∞. Thus, as in [2], we adopt (S2) as an independent assumption.
Since classical integral operators satisfying T (δτ ) ∈ UL1 are known to be BIBO

stable, a natural conjecture is that a generalized integral operator is BIBO stable if
and only if {T (δτ )} ∈ UL1

e+ (= DUBV+ by Corollary 4.4). The following example

lends support to this idea. Let T (δτ ) = δ(n)τ . Then 〈T (u), φ〉 = 〈u, ξ〉, where ξ(τ) =
〈δ(n)τ , φ〉 = (−1)nφ(n)(τ). Hence 〈T (u), φ〉 = 〈u, (−1)nφ(n)〉 = 〈u(n), φ〉, and T (u) =
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u(n). In view of (S1), the n-times differentiator is BIBO stable if and only if n = 0,

since T (θ) = δ(n−1) /∈ L∞ for n > 0. On the other hand, {δτ} = − ∂
∂τ {θτ}, and

{θτ} ∈ UBV+, so {δτ} ∈ UL1
e+ = DUBV+. But {δ(n)τ } = − ∂

∂τ {δ(n−1)
τ } for n > 0,

and δ(n−1)
τ /∈ UBV, so {δ(n)τ } /∈ UL1

e+.
Corresponding to each generalized integral operator T we may associate an oper-

ator T̃ : K1 → C∞ defined by

T̃ (φ)(τ) = 〈T (δτ ), φ〉 .
Let φ ∈ K1, u ∈ L∞

+ , ξ = T̃ (φ). Then

〈T (u), φ〉 = 〈u, ξ̄〉 = ∫ ∞

−∞
u(τ)T̃ (φ)(τ)dτ.

This suggests an adjoint relationship between T and T̃ , which we will explore fur-
ther in Theorem 5.4. First we need a result which shows that stability of T can be
characterized in terms of T̃ .

Lemma 5.1. T is BIBO stable if and only if

sup
φ∈K1

‖φ‖1=1

∫ ∞

−∞

∣∣∣T̃ (φ)(τ)∣∣∣ dτ <∞.
Proof. The proof is identical to the proof of [1, Lemma 4.1(2)], replacing the

phrase “convolution operator” by “generalized integral operator.”
If T is BIBO stable, Lemma 5.1 indicates that T̃ is a continuous linear operator

from (K1, ‖ · ‖1) into (L1, ‖ · ‖1). Since (K1, ‖ · ‖1) is dense in L1, T̃ extends uniquely
to a continuous linear operator T̃e : L

1 → L1.
Lemma 5.2. Let T : K ′

1+ → K ′
1+ be a BIBO stable generalized integral operator,

s(·, τ) = T (θτ ), sτ (t) = ŝt(τ) = s(t, τ), φ ∈ L1, and u ∈ L∞. Then
(1) τ → ∫∞

−∞ s(t, τ)φ(t)dt is absolutely continuous,

(2) T̃e(φ)(τ) = − d
dτ

∫∞
−∞ s(t, τ)φ(t)dt for every τ ∈ R,

(3)
∫∞
−∞ u(τ)d

∫∞
−∞ s(t, τ)φ(t)dt =

∫∞
−∞

∫∞
−∞ φ(t)u(τ)dŝt(τ)dt.

Proof. From [7, Theorem 2.3.9], there exists g : R
2 → R such that g(·, ·)− g(·,∞)

∈ UBV, the map τ → ∫∞
−∞ g(t, τ)φ(t)dt is absolutely continuous, and

T̃e(φ)(t) =
d

dτ

∫ ∞

−∞
g(t, τ)φ(t)dt

for each φ ∈ L1. Let c =
∫∞
−∞ g(t,∞)φ(t)dt. Then∫ ∞

−∞
s (t, t0)φ (t) dt =

∫ ∞

−∞
θt0 (τ) T̃ (φ) (τ) dτ

=

∫ ∞

t0

T̃ (φ) (τ) dτ

=

∫ ∞

t0

d

dτ

(∫ ∞

−∞
g(t, τ)φ(t)dt

)
dτ

=

∫ ∞

−∞
(g (t,∞)− g (t, t0))φ (t) dt

= c−
∫ ∞

−∞
g(t, t0)φ(t)dt,
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from which (1) and (2) follow.
To prove (3), note that, for any φ ∈ L1, |φ(t)| <∞ a.e. and

µt(−∞, τ ] = φ(t)s(t, τ)

determines a finite signed Borel measure on R for a.e. t as does

µ(−∞, τ ] = g (τ) =

∫ ∞

−∞
µt(−∞, τ ]dt.(5.1)

Consider the family L of sets A ⊂ R such that the map t→ µt(A) is Borel measurable
for a.e. t. Since

µt(R) = var
τ
s(t, τ),

R ∈ L. If A,B ∈ L with A ⊂ B, then

µt(B −A) = µt(B)− µt(A),
so B −A ∈ L. If An ∈ L with An ↑ A, then

µt(A) = µt(A1) +
∑
n

µt(An+1 −An),

so A ∈ L. From the π−λ theorem (see [8, Theorem 4.2]), every Borel set in R belongs
to L. Hence, t→ µt(A) is Borel measurable for any Borel set A and∫ ∞

−∞
|µt(A)| dt =

∫ ∞

−∞

∣∣∣∣
∫
A

φ(t)dŝt(τ)

∣∣∣∣ dt ≤
∫ ∞

−∞

∫
A

|φ(t)| |dŝt(τ)| dt ≤ ‖s‖UBV ‖φ‖1 .

Also, if the An are pairwise disjoint,∫ ∞

−∞
µt

(
∪
n
An

)
dt =

∫ ∞

−∞

∑
n

µt(An)dt =
∑
n

∫ ∞

−∞
µt(An)dt,

so the map

A→
∫ ∞

−∞
µt(A)dt(5.2)

is a finite signed Borel measure. Since µ and (5.2) have the same distribution func-
tion (5.1),

µ(A) =

∫ ∞

−∞
µt(A)dt

for each A.
Let IA be the indicator function on A. Then∫ ∞

−∞
IA(τ)dµ =

∫ ∞

−∞

∫ ∞

−∞
IA(τ)dµtdt,∫ ∞

−∞
IA(τ)d

∫ ∞

−∞
s(t, τ)φ(t)dt =

∫ ∞

−∞

∫ ∞

−∞
φ(t)IA(τ)dŝt(τ)dt.(5.3)
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Both sides of (3) are bounded by ‖u‖∞‖s‖UBV ‖φ‖1, so, as functions of u, they both
represent continuous linear functionals on L∞. Since the span of the indicators IA is
dense in L∞, 5.3 implies (3).

We are now in a position to prove our main result.
Theorem 5.3. Let T : K ′

1+ → K ′
1+ be a generalized integral operator. The

following statements are equivalent:
(1) T is BIBO stable.
(2) {T (δτ )} ∈ UL1

+e.
(3) {T (θτ )} ∈ UBV+.
Proof . From Theorem 3.7, {T (θτ )} ∈ UBV+ if and only if {T (δτ )} ∈ DUBV+.

From Corollary 4.4, DUBV+ = UL1
+e. Thus (2) and (3) are equivalent.

To prove that (3) implies (1), let u ∈ L∞
+ , φ ∈ K1, sτ = T (θτ ), s(t, τ) = sτ (t),

and note that

var
τ
〈sτ , φ〉 = var

τ

∫ ∞

−∞
s(t, τ)φ(t)dt ≤

∫ ∞

−∞

(
var
τ
s(t, τ)

)
|φ(t)| dt ≤ ‖s‖UBV ‖φ‖1 .

From Theorem 3.7 and Lemma 5.2,

〈T (u), φ〉 =
∫ ∞

−∞
u(τ) 〈T (δτ ), φ〉 dτ

= −
∫ ∞

−∞
u(τ)

〈
∂sτ
∂τ

, φ

〉
dτ

= −
∫ ∞

−∞
u(τ)

∂

∂τ
〈sτ , φ〉 dτ

= −
∫ ∞

−∞
u(τ)d 〈sτ , φ〉 ,

|〈T (u), φ〉| ≤ ‖u‖∞ var
τ
〈st, φ〉 ≤ ‖u‖∞ ‖s‖UBV ‖φ‖1 .

Therefore,

‖T (u)‖∞ = sup
φ∈K1

‖φ‖1=1

|〈T (u), φ〉| ≤ ‖u‖∞ ‖s‖UBV .

Finally, we prove that (1) implies (2). Let φ1, φ2 ∈ K1, and let ψ ∈ K2 be given by
ψ(t, τ) = φ1(t)φ2(τ). From Lemma 5.2,

〈{T (δτ )} , ψ〉 =
∫ ∞

−∞
〈T (δτ ), φ1〉φ2(τ)dτ(5.4)

=

∫ ∞

−∞
T̃ (φ1)(τ)φ2(τ)dτ

= −
∫ ∞

−∞

(
d

dτ

∫ ∞

−∞
s(t, τ)φ1(t)dt

)
φ2(τ)dτ

= −
∫ ∞

−∞
φ2(τ)d

(∫ ∞

−∞
s(t, τ)φ1(t)dt

)

= −
∫ ∞

−∞
φ1(t)

(∫ ∞

−∞
φ2(τ)dst(τ)

)
dt

= −
∫ ∞

−∞

∫ ∞

−∞
ψ(t, τ)dst(τ)dt.
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From linearity and continuity of the functionals in (5.4) and from [6, p. 65], (5.4)
holds for any ψ ∈ K2. Thus Theorem 2.2(1) implies

{T (δτ )} = − ∂s
∂τ
∈ DUBV.

We now examine a certain extension of the operator T and its relation to T̃e.
Consider the closure L∞

0 of L∞
+ ⊂ L∞. It is easy to show that L∞

0 is a closed proper
subspace of L∞ and

L∞
0 =

{
f ∈ L∞ | ess sup

t∈(−∞,−n]
|f(t)| → 0 as n→∞

}
.

If T is stable, T extends uniquely to a continuous linear operator T0 : L∞
0 → L∞

0 .
This extension can be taken further.

Theorem 5.4. Suppose T : K ′
1+ → K ′

1+ is a BIBO stable generalized integral
operator, s(·, τ) = T (θτ ), and ŝt(τ) = s(t, τ). Let Te : L

∞ → L∞ be the continuous
linear operator defined by

Te(u)(t) = −
∫ ∞

−∞
u(τ)dŝt(τ).

Then

(1) Te(u) = T0(u) for all u ∈ L∞
0 ,

(2) Te is the adjoint of T̃e.

Proof . (1) Let u ∈ L∞
+ , φ ∈ K1. From Lemma 5.2,

〈T (u), φ〉 =
∫ ∞

−∞
u(τ)T̃ (φ)(τ)dτ

=

∫ ∞

−∞
u(τ) 〈T (δτ ), φ〉 dτ

= −
∫ ∞

−∞
u(τ)

〈
∂sτ
∂τ

, φ

〉
dτ

= −
∫ ∞

−∞
u(τ)

∂

∂τ
〈sτ,φ〉 dτ

= −
∫ ∞

−∞
u(τ)d 〈sτ , φ〉

= −
∫ ∞

−∞

∫ ∞

−∞
u(τ)φ(t)dŝt(τ)dt.

Since φ is arbitrary,

T (u)(t) = −
∫ ∞

−∞
u(τ)dŝt(τ)

a.e. Since L∞
+ is dense in L∞

0 , the result follows.
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(2) Let φ ∈ L1 and u ∈ L∞. From Lemma 5.2,

〈Te(u), φ〉 =
∫ ∞

−∞
Te(u)(t)φ(t)dt

= −
∫ ∞

−∞

∫ ∞

−∞
u(τ)φ(t)dŝt(τ)dt

= −
∫ ∞

−∞
u(τ)d

∫ ∞

−∞
s(t, τ)φ(t)dt

= −
∫ ∞

−∞
u(τ)

(
d

dτ

∫ ∞

−∞
s(t, τ)φ(t)dt

)
dτ

=

∫ ∞

−∞
u(τ)T̃e(φ)(τ)dτ

=
〈
u, T̃e(φ)

〉
.

To conclude, we give several equivalent expressions for the “gain” of a BIBO
stable linear operator.

Theorem 5.5. For any BIBO stable generalized integral operator T : K ′
1+ →

K ′
1+,

sup
u∈L∞

+

‖u‖∞=1

‖T (u)‖∞ = sup
u∈L∞

‖u‖∞=1

‖Te(u)‖∞

= sup
φ∈L1

‖φ‖1=1

∥∥∥T̃e(φ)∥∥∥
1
= ‖{T (θτ )}‖UBV = ‖{T (δτ )}‖eUL1 .

(5.5)

Proof. Let v ∈ L∞, ‖v‖∞ = 1, vn(τ) = v(τ)θ(τ + n), and ε > 0. From Theorem
5.4, for a.e. t there exists N <∞ such that n > N implies

|Te(v)(t)| − |T (vn)(t)| ≤ |Te(v)(t)− T (vn)(t)|

=

∣∣∣∣
∫ −n

−∞
v(τ)dŝt(τ)

∣∣∣∣ ≤
∫ −n

−∞
|v(τ)| |dŝt(τ)| ≤ var

τ≤−n
s(t, τ) < ε.

Hence,

sup
u∈L∞

+

‖u‖∞=1

‖T (u)‖∞ ≥ ‖T (vn)‖∞ ≥ |T (vn)(t)| > |Te(v)(t)| − ε.

Since v, t, ε are arbitrary,

sup
u∈L∞

+

‖u‖∞=1

‖T (u)‖∞ ≥ sup
ε>0
u∈L∞

‖u‖∞=1

ess sup
t

(|Te(u)(t)| − ε) = sup
u∈L∞

‖u‖∞=1

‖Te(u)‖∞ .

The second equality in (5.5) follows from Theorem 5.4(2). For the third equal-
ity, set

s(t, τ) = T (θτ )(t).
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From Lemma 5.2,

T̃e(φ)(τ) = − d

dτ

∫ ∞

−∞
s(t, τ)φ(t)dt

for every τ , and

∥∥∥T̃e(φ)∥∥∥
1
=

∫ ∞

−∞

∣∣∣∣ ddτ
∫ ∞

−∞
s(t, τ)φ(t)dt

∣∣∣∣ dτ = var
τ

∫ ∞

−∞
s(t, τ)φ(t)dt.

From [7, Theorem 2.3.9],

sup
φ∈L1

‖φ‖1=1

∥∥∥T̃e(φ)∥∥∥
1
= ‖s‖UBV .

The last equality in (5.5) follows from Theorems 3.7 and 4.3.
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Abstract. Continuity of the input/output map for boundary control systems is shown through
the system transfer function. Our approach transforms the question of continuity of the input/output
map of a boundary control system to uniform boundedness of the solution to a related elliptic
problem. This is shown for a class of boundary control systems with Dirichlet, Neumann, or Robin
boundary control.
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1. Introduction. Boundary control systems are an important class of infinite-
dimensional control systems. Some important applications are control of annealing
processes, control of structural vibrations, and active noise control.

Key questions are whether the mappings from input to state, input to output,
initial state to input, and initial state to final state are well defined and bounded.
When all four mappings are well defined and bounded, the system is said to be well-
posed [19]. Salamon [20] showed that boundedness of the input/output map implies
well-posedness of the control system with respect to some state space. (An alternative
proof in [14] uses frequency domain analysis.) Since boundedness is equivalent to
continuity for linear systems, ill-posedness of the input/output map indicates that the
measured outputs are not continuously dependent on the inputs. This would lead to
difficulties in the practical implementation of any such control system. Often, however,
ill-posedness of the control system indicates modelling errors. An example illustrating
this point is given in this paper. Thus, showing boundedness of the input/output map
of a boundary control system is important. This problem is the focus of this paper.

Boundedness of the initial to final state map is equivalent to showing existence of
a semigroup and is fairly well understood. A number of authors have obtained results
on boundedness of the state/output map and input/state map. For more details see,
e.g., [3, 8, 9, 10, 11, 12, 15, 16]

The literature on showing boundedness of the input/output map is less exten-
sive. One technique for determining well-posedness is to use spectral expansion of
the underlying semigroup. This technique is applicable to showing boundedness of
the input/state and state/output maps as well as the input/output map. For exam-
ple, in [7] it was shown that several examples of boundary control systems with one
space dimension were well-posed. In [6], it was shown that the one-dimensional heat
equation with Dirichlet boundary control and point observation is well-posed under
a suitable choice of state space. In [18], well-posedness of an accelerometer control
system was shown. The spectral expansion method requires the availability of the
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eigenvalues and eigenvectors of the system (or at least estimates). Also, the eigen-
vectors must form a Riesz basis. For many multidimensional problems it is difficult
to calculate the eigenfunctions and eigenvalues of the underlying semigroup. Hence
there are difficulties in extending this method to more general problems.

Well-posedness of a structural acoustic control system has been considered in
[1, 2]. The authors use a state-space formulation of the control system. Partial
differential equation results lead to estimates of the regularity of the resolvant and
hence of the transfer function in state-space form.

Another method to determine boundedness of the input/output map uses the
system transfer function. The concept of the transfer function for finite-dimensional
systems extends to general well-posed systems. This is discussed in detail in the next
section. Curtain and Weiss [6] showed that the input/output map is bounded if and
only if the transfer function is uniformly bounded in a right half-plane. In several
papers [6, 18, e.g.] well-posedness is established by showing that the system transfer
function is bounded in some right-half-plane. The difficulty with this approach is that
the transfer function has been rigorously obtained for only a few systems.

In [3], boundedness of the input/output map was shown for a class of structural
control systems with point measurement of acceleration by showing that the system
transfer function is proper. However, unlike the examples given above, justification for
the transfer function was not computed directly. Instead, it was shown that the fact
that the infinitesimal generator generates an analytic semigroup implies properness
of the system transfer function.

In the next section systems theory for boundary control systems is discussed.
The nature of the input/output map and the transfer function for these systems is
explained. We give a representation for the system transfer function purely in terms
of the boundary control formulation.

In section 3 we present our approach. The question of boundedness of the in-
put/output map of a boundary control system is transformed to uniform boundedness
(in a sense defined later) of solutions to a related elliptic boundary value problem. We
use this approach to obtain well-posedness of several large classes of boundary control
systems. Section 4 contains some background on elliptic boundary value problems.
In sections 5 and 6 we show boundedness of the input/output map for a several large
classes of problems with Dirichlet, Neumann, or Robin boundary control.

Our approach has several advantages. It is not necessary to compute a state-
space realization. Also, the analysis of an elliptic problem is simpler than that of the
original problem, and the extensive literature available on boundary value problems
may be used. Our method is particularly useful for multidimensional systems with
variable coefficients where the state-space realization is tedious to obtain and the
system transfer function is even more difficult to obtain from the realization.

2. Transfer functions for boundary control systems. We will use the fol-
lowing formal definition of a boundary control system:

d
dtz(t) = Lz, z(0) = z0,
Γz(t) = u(t),
y(t) = Kz(t).


(2.1)

The operators L ∈ L(Z,H), Γ ∈ L(Z,U), and K ∈ L(Z,Y). The spaces (Z, ‖ ·
‖Z), (H, ‖ · ‖H), (U , ‖ · ‖U ), (Y, ‖ · ‖Y) are all Hilbert spaces, and Z is a dense sub-
space of H with continuous, injective embedding ιZ . The triple (L,Γ,K) refers to a
boundary control system with output operator K. We shall often refer to a boundary
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control system by the double (L,Γ). (The operator K is in this case understood to
be the identity operator.) We will assume throughout this paper that a boundary
control system (2.1) satisfies the following assumptions:
(A1) The operator Γ is onto, ker Γ is dense in H, and there exists µ ∈ R such that

ker(µI − L) ∩ kerΓ = 0 and µI − L is onto H.
(A2) For any z0 ∈ Z with Γz0 = 0, u(·) = 0, there exists a unique solution of (Γ, L)

in C1[0, T ;H] ∩ C[0, T ;Z] depending continuously on z0.
In this paper, we are solely interested in the boundedness of the input/output map
from u ∈ L2(0, T ;U) to y ∈ L2(0, T ;Y).

Definition 2.1. The input/output map is bounded if for all times T > 0 and
u ∈ H2(0, T ;U), z(0) = 0, the output y is well defined and there is a constant cT such
that ‖y‖L2(0,T ;Y) ≤ cT ‖u‖L2(0,T ;U).

This implies that the input/output map u → y can be extended to a bounded
map on all of L2(0, T ;U). Alternatively, one can describe the relationship between
the inputs and the outputs using the Laplace transform.

Definition 2.2. Let ŷ(s) indicate the Laplace transform of the output of a system
and indicate similarly the transform of the input by û(s). The system transfer function
is the operator G(s) such that

ŷ(s) = G(s)û(s)

for all s, Re s > σ for some real σ.
Implicit in this definition is that the input/output map is well defined and that

the output is Laplace transformable. Boundedness of the input/output map can be
determined using the system transfer function.

Theorem 2.3 (see [6]). Let (L,Γ,K) define a boundary control system. The
input/output map of the system is bounded if and only if there exists a real number σ
such that the transfer function G(s) associated with (L,Γ,K) satisfies

sup
Re s>σ

‖ G(s) ‖L(U,Y) <∞.

The function G(s) is said to be proper if the above inequality holds.
We now consider the definition of a transfer function for a boundary control

system in detail. First, consider a control system in state-space form:

ż(t) = Az(t) +Bu(t), z(0) = z0,(2.2)

y(t) = Cz(t),(2.3)

where A is an infinitesimal generator of a C0-semigroup T (t) on state space H. Also,
B and C are bounded operators: B ∈ L(U ,H), C ∈ L(H,Y). The input/output map
is

y(t) = C

∫ t

0

T (t− σ)Bu(σ) dσ.(2.4)

Defining g(t) = CT (t)B, the output is simply the convolution of g(t) and u(t). Taking
the Laplace transform on both sides of (2.4) gives

ŷ(s) = G(s)û(s).(2.5)

Here G(s) = C(sI−A)−1B is the system transfer function. Note that it is the Laplace
transform of the function g(t) that defines the input/output map. This is a direct
generalization of the theory for finite-dimensional systems.
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Any boundary control system can be written in state-space form (A,B,C) [19].
The operator A that generates the semigroup T (t) in the state-space formulation is
defined from the boundary control system as follows. Define

W = { z ∈ Z | Γz = 0 },(2.6)

and let ι denote the canonical injection fromW to Z. Then A = Lι andW = [D(A)],
the completion of D(A) in the graph norm of A. Assumptions (A1) and (A2) imply
that A generates a C0-semigroup on H. Techniques to define B and C also exist [19],
but the input and output operators are generally unbounded on the state space. The
linear operator C ∈ L(W,Y) is defined by C = Kι and C ∈ L(W,Y). The definition
of B is more complicated and not needed here, but B ∈ L(U ,V) where V = [D(A∗]′,
the dual space of [D(A∗)]. The operator A extends to an operator that generates a
C0-semigroup on V with domain H. However, (2.3) is no longer well defined since
z(t) may not be in the domain of C.

In the following theorem we show that the output of a boundary control system
is well defined, and that this output can be defined via the convolution of a Laplace-
transformable distribution with the input. The following results will be required.

Lemma 2.4 (see [19, Cor. 2.9]). Let (A1) and (A2) be satisfied. Then for
every zo ∈ Z and every u ∈ H2(0, T ;U), with Γzo = u(0), there is a unique solution
z(·) ∈ C(0, T ;Z)⋂C1(0, T ;H) of (2.1).

Theorem 2.5 (see [23, Theorem 6.5-1]). Necessary and sufficient conditions for
a function G(s) ∈ L(U ,Y) to be the Laplace transform of a distribution whose support
is bounded on the left at t = 0 are that (1) there exists some half-plane Re s > σ on
which G(s) is analytic and (2) that there is a polynomial P such that for Re s > σ

‖G(s)‖L(U,Y) ≤ P (|s|).

Theorem 2.6. The input/output map of any boundary control system (2.1) is
well defined for all inputs u ∈ H2(0, T ;U), u(0) = 0. This output can be written as

y(t) = g(t) ∗ u(t),

where g(t) is a distribution with Laplace transform G(s). Let A = Lι with domain
as in (2.6). The operator G(s) ∈ L(U ,Y) for each s ∈ ρ(A) and G(s) is the system
transfer function.

Proof. First, as mentioned above, construct the state-space realization (A,B,C)
using the procedure in [19]. Equation (2.2) is valid if we consider it as a differential
equation on V = [D(A∗)]′. Rewriting, we obtain, for any µ ∈ ρ(A),

z(t) = (µI −A)−1(µI −A)z(t)
= (µI −A)−1(µz(t)− ż(t)) + (µI −A)−1Bu(t).(2.7)

For all initial conditions z(0) = 0 and smooth controls u ∈ H2(0, T ;U) with u(0) = 0,
the first term in (2.7) is in W ⊂ Z for each time t (Lemma 2.4). Regarding A as a
generator on V with domain H, we obtain that (µI−A)−1B ∈ L(U ,H). Furthermore,
for any µ ∈ ρ(A), Range(µI −A)−1B ⊂ Z and so (µI −A)−1B ∈ L(U ,Z) [19, Prop.
2.8]. Thus we may apply the operator K to the solution z(t) to obtain the output
y(t):

y(t) = K(µI −A)−1(µz(t)− ż(t)) +K(µI −A)−1Bu(t).(2.8)
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Since W ⊂ Z, K(µI − A)−1 ∈ L(H,Y) and K(µI − A)−1B ∈ L(U ,Y). Since both u
and z are Laplace transformable, we now take the Laplace transform of both sides of
(2.8) to obtain

ŷ(s) = K(µI −A)−1(µ− s)(sI −A)−1Bû(s) +K(µI −A)−1Bû(s).

The system transfer function is thus

G(s) = K(µI −A)−1(µ− s)(sI −A)−1B +K(µI −A)−1B.

Setting µ = s, we obtain that

G(s) = K(sI −A)−1B(2.9)

for any s ∈ ρ(A). (This is formula (2.18) for the generalized transfer function in [19].)
For s ∈ ρ(A), G(s) is analytic and so condition (1) in Theorem 2.5 is satisfied.

Since the norm on H is equivalent to the graph norm of A (as a generator on V)
on V, ‖(s − A)−1B‖L(U,H) ≤ M for some constant M and all Re s > σ for some σ.
Thus, there is a polynomial P (s) such that G satisfies condition (2) in Theorem 2.5.
It follows from Theorem 2.5 that G(s) is the Laplace transform of a distribution g(t);
hence the output y(t) is the convolution of this distribution and the input.

This representation of the input/output map is valid for any boundary control
system and for u ∈ H2(0, T ;U) with u(0) = 0. In order to extend the input/output
map to all u ∈ L2(0, T ;U) we need to show that the map is bounded or, equivalently,
that the transfer function is proper.

We now obtain a representation of the transfer function of a boundary control
system. This representation is based entirely on the boundary control description (2.1)
and does not require construction of a state-space realization. The transfer function is
defined in terms of an elliptic problem associated with the boundary control system.

Definition 2.7. The abstract elliptic problem (L,Γ)e corresponding to the
boundary control system (L,Γ), as defined in (2.1), is

Lz = sz, s ∈ C,
Γz = u.

}
(2.10)

We denote the solution z ∈ Z by z(s).
Definition 2.8. Let T (t) be a C0-semigroup on H. The constant α defined by

α = inf
t>0

1

t
log ‖T (t)‖

is called the growth bound of the semigroup T (t).
Let α indicate the growth bound of the semigroup associated with (L,Γ). The

elliptic problem (2.13) has a unique solution z(s) for all u and Re s > α. The
system transfer function may be described through the solutions to the abstract elliptic
problem (2.13).

Theorem 2.9. Let (L,Γ,K) define a boundary control system. Define W, A,
and D(A) be as above. Then there exists an α ∈ � such that the transfer function,
G(s), of the boundary control system (L,Γ,K) is given by

G(s)u = Kz(s) for all s ∈ C, with Re s > α,(2.11)

where z(s) is the solution to the abstract elliptic problem (2.10) with input u.
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Proof. Let α denote the growth bound of the C0-semigroup generated by A. Then
for all s ∈ C with Re s > α, s ∈ ρ(A).

The transfer function G(s) is given by (2.9). However, (sI−A)−1B is the solution
operator of abstract elliptic problem (2.10) with input u [19, Prop. 2.8, eqn. 2.20].

Alternatively, for any given u ∈ U , choose z ∈ Z so that Γz = u. Then G ∈
L(U ,Y) is defined by [19, Rem. 2.7]

G(s)Γz = Kz − C(sI −A)−1(sz − Lz).(2.12)

For any u ∈ U and any s ∈ C, with Re s > α, let z solve the associated elliptic
problem. From (2.12) we have

G(s)u = Kz(s).

This is precisely (2.11).
Thus, the solution to (2.11) gives a representation of the transfer function of

a boundary control system. The representation of G(s) obtained above is not as
surprising as the abstract elliptic problem (2.10) is the formal Laplace transform
(with respect to t) of the boundary control system. Theorem 2.9 is a justification
of such a process. Thus the abstract elliptic problem (L,Γ)e corresponding to the
boundary control system (L,Γ) can be written as

Lẑ = sẑ, s ∈ C,
Γẑ = û.

}
(2.13)

As a simple example, we compute the transfer function for a heat transfer problem
on a unit interval using (2.11).

Example 2.10 (one-dimensional heat equation with Neumann boundary control).
One of the simplest examples of a well-posed boundary control system is the problem
of temperature control in a one-dimensional rod of length 1 with a controlled heat
flow at one end. The output is the temperature measured at x1, 0 ≤ x1 ≤ 1. The
system equations are

∂z
∂t = ∂2z

∂x2 , x ∈ [0, 1],
z(x, 0) = 0, x ∈ [0, 1],
∂z
∂x (0, t) = 0, t > 0,
∂z
∂x (1, t) = u(t), t > 0,
y(t) = z(x1, t).




(2.14)

In this example,

Z = {z ∈ H2(0, 1); z′(0) = 0},
with the norm inherited from H2(0, 1), U = Y = �, and H = L2(0, 1). It is easy to
verify that (A1) and (A2) are satisfied. The elliptic problem corresponding to (2.14)
is

d2ẑ
dx2 = sẑ,
ẑ′(0) = 0,
ẑ′(1) = û,


(2.15)

with output equation

ŷ = ẑ(x1).
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The solution to the abstract elliptic problem is

ẑ(x, s) =
û cosh(

√
s x)√

s sinh
√
s
.

For this problem, the growth bound α = 0. By Theorem 2.9 we have for all s ∈ C

with Re s > 0 that the transfer function of the system is given by

G(s)û = K

(
û cosh(

√
s x)√

s sinh
√
s

)

=
û cosh(

√
s x1)√

s sinh
√
s
.

This is exactly the transfer function one would obtain by formally taking the Laplace
transform of (2.14). Moreover, the transfer function is proper; hence the input/output
map is bounded.

The following example shows that if the boundary condition is not chosen cor-
rectly, it leads to an improper system transfer function. Hence examining the nature
of the input/output map is useful in determining whether the mathematical model
of the system is sensible. Some choices of sensing or control operations also lead to
improper transfer functions.

Example 2.11 (Euler–Bernoulli beam with Kelvin–Voigt damping). Consider the
Euler–Bernoulli beam with Kelvin–Voigt damping. The beam is assumed to be fixed
at x = 0 and free at x = 1. Then the equation governing the motion of the transverse
displacement is

∂2w
∂t2 + ∂2

∂x2

[
EI ∂

2w
∂x2 + cdI

∂3w
∂x2t

]
= 0, x ∈ (0, 1),

w(0, t) = 0, t ≥ 0,
∂w
∂x (0, t) = 0, t ≥ 0,
∂2w
∂x2 (1, t) = 0, t ≥ 0,
∂3w
∂x3 (1, t) = u(t), t ≥ 0,

y(t) = ∂w
∂t (1, t),




(2.16)

where E, I, and cd are positive constants. We shall compute the system transfer
function via Theorem 2.9. First, we will rewrite the problem in the standard form
(2.1). Define

z(x, t) =

[
z1(x, t)
z2(x, t)

]
=

[
w(x, t)
dw(x,t)
dt

]
,

d

dt

[
z1
z2

]
=

[
0 I

−EI d4

dx4 −cdI d4

dx4

] [
z1
z2

]
,

z′′′1 (1, t) = u(t),

y(t) = z2(1, t).

For this problem,

Z = {(z1, z2) ∈ H4(0, 1)×H4(0, 1); z1(0) = z′1(0) = z′′1 (1) = 0}.
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The space H = H̄2(0, 1)× L2(0, 1), where

H̄2(0, 1) = {H2(0, 1); z(0) = z′1(0) = 0}

and U = Y = R. It can be verified that assumptions (A1) and (A2) are satisfied. The
elliptic problem associated with (2.16) is, writing w = z1 and noting that ẑ2 = sẑ1,

(EI + scdI)
∂4ŵ
∂x4 = −s2ŵ,

ŵ′′′(1) = û.

}
(2.17)

This is to be solved for (ŵ, sŵ) ∈ Z. The output equation ŷ = sŵ(1, s). The solution
to the abstract elliptic problem is

ŵ(s, x) = A(s) cosh(m(s)x) +B(s) sinh(m(s)x)−A(s) cos(m(s)x)−B(s) sin(m(s)x),

where, letting i =
√−1,

m(s) =
√
i

(
s2

EI + scdI

) 1
4

,

A(s) =
−û(sinh(m(s)) + sin(m(s)))

2m3(s)(1 + cosh(m(s)) cos(m(s)))
,

B(s) =
−A(s)(cosh(m(s)) + cos(m(s)))

sinh(m(s)) + sin(m(s))
.

Thus the system transfer function is

G(s) =
s(sinh(m(s)) cos(m(s))− cosh(m(s)) sin(m(s)))

m3(s)(1 + cosh(m(s)) cos(m(s)))
.

One can show that for Re s > 0,

lim
|s|→∞

4 exp

(√
2

i
m(s)

)
(sinh(m(s)) cos(m(s))− cosh(m(s)) sin(m(s))) = 1− i,

lim
|s|→∞

4 exp

(√
2

i
m(s)

)
(1 + cosh(m(s)) cos(m(s))) = 1.

Thus, for Re s > 0,

lim
|s|→∞

(sinh(m(s)) cos(m(s))− cosh(m(s)) sin(m(s)))

(1 + cosh(m(s)) cos(m(s)))
= 1− i.

Thus G(s) is improper since | s
m3(s) | is unbounded as |s| → ∞.

The appropriate boundary conditions should be on the bending moments and
shear forces in the beam:

EI
∂2w

∂x2
+ cdI

∂3w

∂x2t
(1, t) = 0, t ≥ 0,

EI
∂3w

∂x3
+ cdI

∂4w

∂x3t
(1, t) = u(t), t ≥ 0.
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The original set of boundary conditions is incorrect since the moment M is equal to
∂w2

∂x2 only when there is no damping in the system. With these boundary conditions,
the resulting transfer function is

G(s) =
s
(
sinh(m(s)) cos(m(s))− cosh(m(s)) sin(m(s))

)
m3(s)

(
EI + scdI

)(
1 + cosh(m(s)) cos(m(s))

) .
Now G(s) is proper since

lim
|s|→∞

s

m3(s)(EI + scdI)
= 0.

3. Boundedness of the input/output map. Theorem 2.3 implies that the
boundedness of the input/output map of a boundary control system can be determined
from the properness of the system transfer function. For a given observation operator
K, the properness of the transfer function depends entirely on the behavior of the
solution to (L,Γ)e as the parameter s varies.

Since we will henceforth be working entirely with the Laplace transform, we shall
drop the “ ˆ ”notation in the interest of clarity. The following theorem provides a
sufficient condition for the properness of the transfer function of a boundary control
system.

Definition 3.1. Let (V, ‖ · ‖V) be a normed linear space with V ⊂ H. We say
that the solution, ẑ(s), to the abstract elliptic problem (2.13) is uniformly bounded
with respect to the V norm if there exist constants µ1 ∈ � and M ∈ �+ such that

‖z(s)‖V ≤M‖u‖U(3.1)

for all u ∈ U and for all s ∈ C with Re s > µ1.
The following sufficient condition for properness of the system transfer function

is now immediate.
Theorem 3.2. Let (L,Γ,K) define a boundary control system. Let V be a normed

linear space satisfying Z ⊂ V ⊂ H. If the solution to (L,Γ)e is uniformly bounded with
respect to the V norm, then for all observation operators K ∈ L(V,Y), the transfer
function associated with the boundary control system (L,Γ,K) is proper.

Proof. By assumption there exist constants µ1 and M such that inequality (3.1)
holds. Let A be as defined in Theorem 2.9 with growth bound ω0. Choose µ =
max{µ1, ω0} and the result follows.

Thus, continuity of the input/output map of a boundary control system can be
established by determining uniform boundedness of the solution z(s) to a family of
elliptic problems. Continuity of the input/output map can be established without
an explicit representation of the transfer function. Also, Theorem 3.2 states that
uniform boundedness of the solution to the elliptic problem (L,Γ)e in the V norm im-
plies boundedness of the input/output map for the class of boundary control systems
{(L,Γ,K) | K ∈ L(V,Y)} . This is advantageous since there exist a large literature of
results on solutions to elliptic partial differential equations, although not on uniform
boundedness of the solution. A major advantage of this approach is that it is not
required to compute the linear operators (A,B,C) of a state-space realization.

Example 3.3 (one-dimensional heat equation with Neumann boundary control
continued). The solution to the corresponding elliptic problem is

z(x, s) =
u cosh(

√
s x)√

s sinh
√
s
.
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Let V = H1(0, 1), U = �, and µ1 = 1. Then for all s ∈ C with Re s > 1 we have

∥∥z∥∥2

L2(0,1)
≤ |u|

2 cosh 2

16 sinh 2
+

|u|2
8 sinh2 2

,∥∥∥∥dzdx
∥∥∥∥

2

L2(0,1)

≤ |u|
2 cosh 2

2 sinh 2
+

|u|2
2 sinh2 2.

Hence
∥∥z∥∥

H1(0,1)
≤
√

2 cosh 2
sinh 2 |u|. Thus by Theorem 3.2, the input/output map is

bounded for all K ∈ L(H1(0, 1),�). In particular, this holds for Kz = z(x1, t).
We now provide some conditions for uniform boundedness of the solution to

(L,Γ)e with respect to V by rewriting (L,Γ)e as two subproblems.
Proposition 3.4. Let (L,Γ) define a boundary control system as in (2.1) and

let V be a normed linear space satisfying Z ⊂ V ⊂ H. Let µ ∈ �+ and µ �∈ σ(L)
(spectrum of L), and define the problems (L,Γ)e1 and (L,Γ)e2 by

(L,Γ)e1 :=

{
Lf = µf,
Γf = u.

(3.2)

(L,Γ)e2 :=

{
Lw = sw + (s− µ)f, s ∈ C,
Γw = 0.

(3.3)

The solution to (L,Γ)e is uniformly bounded with respect to the V norm if the
following two conditions hold:

1. There exists f ∈ Z such that f solves (L,Γ)e1 and

‖f‖V ≤ C1‖u‖U(3.4)

for some positive constant C1.
2. Let f ∈ Z denote the solution to (L,Γ)e1. There exists w ∈ Z such that w
solves (L,Γ)e2 and

‖w‖V ≤ C2‖f‖V(3.5)

for some positive constant C2, independent of s.
Proof. The result is immediate by noting that w + f solves the original elliptic

problem (L,Γ)e.

4. Uniformly elliptic boundary value problems. In the remaining sections,
we shall look at boundedness of solutions to uniformly elliptic boundary value prob-
lems. We concentrate on linear second order differential operators. Unfortunately, the
traditional estimates on solutions to elliptic problems of the form (2.10) are dependent
on the argument s. Our focus lies in obtaining estimates that are independent of s.
We begin with some background theory and then show that under certain standard
assumptions, solutions to uniformly elliptic boundary value problems of order 2 with
either Dirichlet, Neumann, or Robin boundary control are uniformly bounded. The
results generalize to higher order uniformly elliptic operators [5].

Let Ω be an open set in �n. A linear second order differential operator in Ω is
defined by

L(x,D) =
n∑
i=1

n∑
j=1

aij(x)Dij +

n∑
j=1

cj(x)Dj + d(x).(4.1)

We assume that the coefficients are sufficiently smooth and that the operator L is
uniformly elliptic in Ω. More precisely,
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[H1a] (smoothness condition 1) The coefficients aij(x) are bounded and absolutely
continuous in Ω̄, and the remaining coefficients are bounded and measurable
in Ω.

[H1b] (uniform ellipticity) Define the principal part of L by

L0(x,D) =

n∑
i=1

n∑
j=1

aij(x)Dij = D′A(x)D,

where A(x) is an n× n positive definite matrix with components aij(x). We
assume that L is uniformly elliptic in Ω. That is, there exists a positive
constant cL such that for all x ∈ Ω, ξ ∈ �n,

L0(x, ξ) ≥ cL|ξ|2.

Our analysis is based on the boundary control system formulation. We shall no longer
refer to the state-space realization. The boundary operator Γ is defined by

Γ(x,D) = b0(x) +

n∑
i=1

b1i(x)Di = b0(x) +B
′
1(x)D,(4.2)

where B′
1(x) =

(
b11(x), . . . , b1n(x)

)
and D′ = (D1, . . . , Dn). So B

′
1(x) = 0 for Dirich-

let boundary control and b0(x) = 0 for Neumann boundary control. We impose the
following condition on the operator Γ:

[H2] (smoothness condition 2) The coefficients of Γ are real. Also, b0(x) ∈ C2(∂Ω)
and b1i(x) ∈ C1(∂Ω) for i = 1, . . . , n.

Estimates of the solution to a uniformly elliptic boundary value problem depend
on regularity of the region Ω.

Definition 4.1 (see [4]). Let Ω be an open set in �n with boundary ∂Ω. Then
Ω is said to be uniformly regular of class Cm if there exists a family of open sets {Oi}
of �n and of homeomorphisms {Φi} of Oi onto the unit ball {y : ‖y‖ < 1} in �n and
an integer N such that the following conditions are satisfied:
[UR1] For each i,

Φi (Oi ∩ Ω) = {y : ‖y‖ < 1, y1 > 0},
Φi (Oi ∩ ∂Ω) = {y : ‖y‖ < 1, y1 = 0}.

[UR2] Let O′
i = Φ−1

i ({y ∈ �n : ‖y‖ < 1/2}) . Then ⋃∞
i=1O

′
i contains the 1/N neigh-

borhood of ∂Ω.
[UR3] Any (N + 1) distinct sets of {Oi} have an empty intersection.
[UR4] Let Ψi = Φ−1

i . Then Ψi,Φi are mappings of class C
m. Let Φik,Ψik be the

kth components of Φi,Ψi, respectively. Then

|DαΦik(x)| ≤M, |DαΨik(y)| ≤M, |Φi1(x)| ≤Mdist(x, ∂Ω)

for |α| ≤ m, x ∈ Oi, ‖y‖ < 1, k = 1, . . . , n, and i = 1, 2, . . . .
In general, it is nontrivial to show that a region is uniformly regular of class Cm.

For our work, we are concerned only with bounded sets Ω in �n and cylinders of the
form Ω × � in �n+1. It was stated without details in [22, p. 237] that for bounded
sets with sufficiently smooth boundary, there exist mappings {Φi} such that [UR2]
holds. We give a more complete discussion of this point. If Ω is bounded, then there
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is a finite open cover for the boundary. If the boundary is sufficiently smooth, then
it is possible to choose a covering such that [UR1] and [UR2] hold. Conditions [UR3]
and [UR4] then hold trivially since the covering is finite. Thus we have the following
result.

Theorem 4.2. If Ω is bounded with sufficiently smooth boundary, then Ω×� is
also uniformly regular.

In addition to [H1a], [H1b], and [H2], we assume, unless stated otherwise, that
Ω, L, and Γ also satisfy the following:

[H3] Ω is bounded and uniformly regular of class C2.
[H4] (root condition) Let L0(x,D) denote the principal part of L(x,D). For every

pair of linearly independent real vectors ξ and η, the polynomial L0(x, ξ+τη)
in τ has an equal number of roots with positive and negative imaginary parts.

[H5] (complementing condition) Let B0(x,D) denote the principal part of Γ(x,D).
Let x be an arbitrary point on ∂Ω and n be the outward normal unit vector
to ∂Ω at x. For each tangential vector ξ �= 0 to ∂Ω at x, let τ̂ be the root of
the polynomial L0(x, ξ + τn) with positive imaginary part. Then τ̂ is not a
root of B0(x, ξ + τn).

If n ≥ 3, then the root condition is satisfied for all uniformly elliptic operators [21,
p. 130]. If the coefficients of L are real, then the root condition is also satisfied when
n = 2.

5. Uniformly elliptic operators with Dirichlet boundary control. It is
well known that the one-dimensional heat equation on a unit interval with Dirich-
let boundary control and point observations is not well-posed with respect to the
usual choice of state space L2(0, 1) [6]. Thus, showing well-posedness of more general
Dirichlet control problems with state-space methods is hampered by the difficulty of
first obtaining an appropriate state space.

In this section we will show that a class of control problems with Dirichlet bound-
ary control do have a bounded input/output map by showing that the associated
elliptic problem is uniformly bounded and hence the transfer function is proper.

Let Ω ⊂ �n, n = 1, 2, 3, let L be a second order differential operator as defined
in (4.1) with d(x) ≤ 0, and define the boundary operator to be

Γ(x,D) = b0(x), b0(x) �= 0 for all x.

We shall show that if Ω, L,Γ satisfy hypotheses [H1]–[H5] and Ω satisfies an additional
assumption, then the solution to the abstract elliptic problem

Lz = sz in Ω,
Γz = u on ∂Ω

}
(5.1)

is uniformly bounded with respect to the supx∈Ω | · | norm. This will imply bound-
edness of the input/output map for the corresponding boundary control system. The
following definition is due to Browder [4].

Definition 5.1. Let Ω be an open set in �n. If for any a ∈ ∂Ω the part of Ω,
∂Ω in some neighborhood of a is expressed as

xi > ψ(x1, . . . , xi−1, xi+1, . . . , xn), xi = ψ(x1, . . . , xi−1, xi+1, . . . , xn),

respectively, for some i = 1, . . . , n and a C2m function ψ, then Ω is called locally
regular of class C2m.

In addition to uniformly regularity of class C2, we further assume the following:
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[H6] Ω is locally regular of class C4.
We will use Proposition 3.4 to show that the solution to the elliptic Dirichlet problem
is uniformly bounded in the C(Ω)-norm. The following result will be used to show that
the solution to the subproblem (L,Γ)e2 satisfies the second condition in Proposition
3.4.

Theorem 5.2 (see [21, p. 216]). Let F ∈ C(Ω̄) and consider

Lw = sw + F in Ω,
Γw = 0 on ∂Ω.

The solution w exists, and w ∈ C(Ω). Furthermore, we have

sup
x∈Ω
|w(x)| ≤ C

|s| supx∈Ω
|F (x)|.(5.2)

To prove boundedness of the input/output map we also require the maximum
principle and existence of a solution to Lf = 0 with a Dirichlet boundary condition.
This will be used to show that the first condition in Proposition 3.4 holds.

The following theorem is an immediate consequence of Theorems 8.6 and 8.12 in
[13]. (The assumptions imposed on L and Ω in [13] are weaker than [H1]–[H6].)

Theorem 5.3. Let L and Ω satisfy assumptions [H1]–[H6], µ ∈ �+, µ �∈ σ(L) be
fixed, and u ∈ H2(Ω); then there exists a unique f ∈ H2(Ω) that solves

Lf = µf in Ω,
f = u on ∂Ω.

(5.3)

Proof. For u ∈ H1(Ω), Theorem 8.6 in [13] guarantees that (5.3) has a unique
(weak) solution f ∈ H1(Ω). Since [H1]–[H3] hold and u ∈ H2(Ω), by Theorem 8.12
in [13] the solution is in H2(Ω).

The norm [·]q−1/2,∂Ω is defined by

[u]q−1/2,∂Ω = inf{‖z‖Hq(Ω); z ∈ Hq(Ω), z = u on ∂Ω}.(5.4)

The space Hq− 1
2 (∂Ω) is the space of functions defined on ∂Ω such that this norm is

finite. For u ∈ Hq− 1
2 (∂Ω), u may be extended to ũ ∈ Hq(Ω) such that ũ|∂Ω = u and

‖ũ‖Hq(Ω) = [u]q−1/2,∂Ω.
Corollary 5.4. Let L and Ω satisfy assumptions [H1]–[H6]. For any µ ∈ �+,

µ �∈ σ(L), and u ∈ H 3
2 (∂Ω), there exists a unique f ∈ H2(Ω) that solves

Lf = µf in Ω,
b0(x)f = u on ∂Ω.

(5.5)

Proof. Since b0(x) ∈ C2(∂Ω) and b0(x) �= 0 for all x ∈ ∂Ω, we have ũ = u
b̃0
∈

H
3
2 (∂Ω). Thus it can be extended to an element in H2(Ω) which we shall denote by

the same symbol. By Theorem 5.3 there exists a unique f ∈ H2(Ω) that solves

Lf = µf in Ω,
f = ũ on ∂Ω.

The following maximum principle is required. The stated assumptions are stron-
ger than those given in [13].
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Theorem 5.5 (see, e.g., [13, Thm. 8.1]). Let f ∈ H2(Ω) satisfy Lf − µf = 0 in
Ω. Then

sup
x∈Ω

f(x) ≤ sup
x∈∂Ω

max{f(x), 0}.

We can now state our main theorem for this section. It implies in particular that
Dirichlet boundary control with point observation is a well-posed control system.

Theorem 5.6. Consider the pair L,Γ with Dirichlet control Γ = b0(x). Assume
that assumptions [H1]–[H6] are satisfied on the region Ω. The operators L,Γ define

a boundary control system with U = H
3
2 (∂Ω), Z = H2(Ω), and H = L2(Ω). The

input/output map of the boundary control system (5.1) is bounded for all observation
operators K ∈ L(C(Ω),Y).

Proof. Let µ ∈ �+ and µ �∈ σ(L), and write (L,Γ) as (L,Γ)e1 and (L,Γ)e2 as in
Proposition 3.4. We will use V = C(Ω). Since Ω ⊂ Rn, n ≤ 3, Sobolev’s imbedding
theorem, e.g., [21, Thm. 3.20], implies that V ⊂ Z. Define C1 = supx∈∂Ω

1
|b0(x)| .

Using Theorem 5.5, we have

sup
x∈Ω
|f(x)| ≤ sup

x∈∂Ω
|f(x)|

≤ C1 sup
x∈∂Ω

|u(x)|
≤ C1‖u‖

H
3
2
.

The latter inequality also follows from Sobolev’s imbedding theorem. Thus, the solu-
tion to the subproblem (L,Γ)e1 satisfies inequality (3.4). Inequality (3.5) then follows
from inequality (5.2). Therefore, by Theorem 3.2 the system transfer function associ-
ated with (L,Γ,K) is proper for all observation operators K ∈ L(C(Ω),Y). That is,
the input/output map of the boundary control system (L,Γ,K) is bounded.

6. Uniformly elliptic operators with Neumann or Robin boundary
control. In this section we will show that a class of control problems with Neumann/
Robin boundary control have a bounded input/output map. In the interests of clar-
ity and brevity we will give only the proofs for second order elliptic operators. The
generalization to higher order operators is straightforward. Details are in [5].

In special cases results have been obtained to these problems by transforming
the boundary control system to state-space form and then using the analyticity of
the underlying semigroup to show well-posedness of the input/output map. The
transformation to state-space form is not necessary. As for Dirichlet problems, well-
posedness for general Neumann problems is shown by direct analysis of the boundary
control formulation.

Let L and Γ be defined as in (4.1) and (4.2). In this section we will assumeB′
1(x) �=

0. Hence Γ represents a Neumann boundary control when b0(x) = 0 and a Robin
boundary control otherwise. We shall show that if Ω, L, and Γ satisfy hypotheses
[H1]–[H5], then the solution to the abstract elliptic problem is uniformly bounded
with respect to the H1(Ω) norm. This implies boundedness of the input/output map
for the corresponding boundary control system.

It is not enough to use regularity of the solution to elliptic problems. We must
show that the solution is uniformly bounded in the parameter s. We first state
two theorems concerning estimates of solutions to elliptic problems. These theorems
are key to showing uniform boundedness of solutions to Neumann/Robin boundary
control problems.
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Theorem 6.1 (see [21, Thm. 4.10]). Let Ω be uniformly regular of class C2 and
L(x,D), B(x,D) be defined as in (4.1) and (4.2). Assume that L(x,D) and Γ(x,D)
satisfy assumptions [H2]–[H5]. Then there exists a positive constant m1 such that for
all z ∈ H2(Ω) the following inequality holds:

‖z‖H2(Ω) ≤ m1

[
‖Lz‖L2(Ω) + [Γz]1/2,∂Ω + ‖z‖L2(Ω)

]
.(6.1)

Theorem 6.2 (see [21, Lem. 5.7]). Let L,Γ and Ω be as defined in (4.1) and
(4.2), and assume that they satisfy assumptions [H1]–[H5]. Let θ ∈ [−π, π) be fixed
but arbitrary and t be a new real variable. Set

Q = Ω×�,
Lθ(x,D) = Lθ(x,Dx, Dt) = L(x,Dx) + exp(iθ)D2

t ,

and define B(x,Dx) to be the extension of Γ(x,Dx) to ∂Q = ∂Ω × �. If Lθ,B, Q
also satisfy [H1]–[H5], then there exists a constant Mθ such that for any z ∈ H2(Ω),
u ∈ H2−mj (Ω)1 satisfying Γz = u on ∂Ω and any s satisfying arg s = θ, |s| > Mθ,
the following inequality holds:

|s|1/2‖z‖H1(Ω) + ‖z‖H2(Ω)≤Mθ

[
‖(L− s)z‖L2(Ω)+ |s|1−mj/2 ‖u‖L2(Ω)+ ‖u‖H2−mj (Ω)

]
.

(6.2)

The outline of the proof is as follows: For any θ ∈ [−π, π), define Q,Lθ, and B by

Q := Ω×�,
Lθ(x,D) = Lθ(x,Dx, Dt) := L(x,Dx) + exp(iθ)D2

t , and
B(x,Dx) := the extension of Γ(x,Dx) to ∂Q = ∂Ω×�.


(6.3)

From Theorem 6.2 we know that if {L,Γ,Ω} and {Lθ,B, Q} both satisfy [H1]–[H5],
then there exists a constant Mθ such that the following a priori estimate holds for
any z ∈ H2(Ω), u ∈ H1(Ω) satisfying Γz = u on ∂Ω and any s satisfying arg s = θ,
|s| > Mθ, θ ∈ [−π, π):

|s|1/2 ‖z‖H1(Ω) + ‖z‖H2(Ω) ≤Mθ

[
‖(L− s)z‖L2(Ω) + |s|1/2 ‖u‖L2(Ω) + ‖u‖H1(Ω)

]
.

If z solves Lz = sz, then

‖z‖H1(Ω) ≤Mθ

(
‖u‖L2(Ω) +

1

|s|1/2 ‖u‖H1(Ω)

)
.

If in addition |s| > 1, then

‖z‖H1(Ω) ≤ 2Mθ ‖u‖H1(Ω) .

We will show that for θ ∈ [−π/2, π/2],Mθ can be chosen independently of θ. This will
imply that the solution to the elliptic problem is uniformly bounded with respect to
the H1-norm and thus the input/output map is bounded for any observation operator
K ∈ L(H1(Ω),Y).

1mj=0 if Γ is the Dirichlet boundary condition, and mj = 1 if Γ is a Neumann or Robin boundary
condition.
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First we show that Q is uniformly regular of class C2 and for each θ ∈ [−π/2, π/2],
Lθ,B, Q satisfy assumptions [H1], [H2], [H4], and [H5]. This ensures the existence of
Mθ.

Lemma 6.3. Let L(x,Dx),Γ(x,Dx), and Ω satisfy assumptions [H1]–[H5]. For
any θ ∈ [−π/2, π/2], define Lθ,B, and Q be as in (6.3). Then Q is uniformly regular
of class C2 and {Lθ,B} satisfy assumptions [H1], [H2], [H4], and [H5] in Q.

Proof. Since Ω satisfies [H3], Q is uniformly regular. Next we show that Lθ
is uniformly elliptic. That is, there exists a positive constant c1 such that for all
(ξ, η) ∈ �n ×� and x ∈ Ω the following inequality holds:

|L0
θ(x, ξ, η)| ≥ c1

(|ξ|2 + η2
)
.

By assumption, there exists a positive constant cL such that for all x ∈ Ω, ξ ∈ �n

|L0(x, ξ)| ≥ cL|ξ|2.
Since the matrix A associated with L0 is positive definite, this means L0(x, ξ) ≥ 0 for
all x ∈ Ω and ξ ∈ �n. Let c = min{c2L, 1}. Then for any (x, t) ∈ Ω×�, (ξ, η) ∈ �n×�,
and θ ∈ [−π/2, π/2], we have∣∣L0

θ

(
(x, t), (ξ, η)

)∣∣2 = |L0(x, ξ) + exp(iθ)η2|2
= |L0(x, ξ)|2 + 2 cos(θ)L0(x, ξ)η2 + η4

≥ c2L|ξ|4 + η4

≥ c (|ξ|4 + η4
)

≥ c

2

(|ξ|4 + 2|ξ|2η2 + η4
)

=
c

2

(|ξ|2 + η2
)2
.

This implies the inequality

|L0
θ(x, ξ, η)| ≥

√
c

2

(|ξ|2 + η2
)
,

which proves that L is uniformly elliptic in Q. Clearly [H2] holds. Also since n ≥ 2,
n + 1 ≥ 3, the root condition holds. It remains to show that [H5] is satisfied. Let
(x, t) be an arbitrary point on ∂Q, n1 be the unit outward normal vector to ∂Ω at x,
and ξ1 be any nonzero tangential vector to ∂Ω at x. The outward normal unit vector
to ∂Q at (x, t) is then n = (n′1, 0) and any nonzero tangential vector has the form
ξ = (ξ′1, 0). Let τ̂ be a root of B̄0(x, ξ + τn). Then τ̂ is a root of B0(x, ξ1 + τn1),
which by assumption is not a root of L0(x, ξ1 + τn1). This implies that

L(x, ξ + τ̂n) = L(x, ξ1 + τ̂n1) + exp(iθ)(ξ2 + τ̂n2)
2 = L(x, ξ1 + τ̂n1) �= 0.

Hence τ̂ is not a root of L(x, ξ + τ̂n). So {L,B} satisfies [H5].
For each θ ∈ [−π/2, π/2], L,B, Q satisfy [H1], [H2], [H4], and [H5]; thus the

hypotheses of Theorem 6.2 have been justified. It remains to show that Mθ may be
chosen independent of θ in this range. The following lemma is needed to prove this
claim.

Lemma 6.4. Let Lθ(x,D) be defined as in (4.1). Then Lθ is continuous in
θ. That is, for any ε > 0, there exists δ > 0 such that whenever |θ1 − θ2| < δ,
θ1, θ2 ∈ [−π/2, π/2] we have

‖Lθ1v − Lθ2v‖L2(Q) < ε‖v‖H2(Q) for all v ∈ H2(Q).
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Proof. For any 0 < ε <
√
2, choose δ = arccos(1− ε2

2 ), where arccos denotes the
principal branch; then if |θ1 − θ2| < δ and θ1, θ2 ∈ [−π/2, π/2]), we have

‖Lθ1v − Lθ2v‖L2(Q) ≤ | exp(iθ1)− exp(iθ2)|‖v‖H2(Q)

=
√
(2− 2 cos(θ1 − θ2))‖v‖H2(Q)

=
√
(2− 2 cos(|θ1 − θ2|))‖v‖H2(Q).

Since ε <
√
2, δ < π/2; hence the function f(x) = 2 − 2 cos(x) is nonnegative and

monotone increasing on the interval [0, δ]. Thus

‖Lθ1v − Lθ2v‖L2(Q) <
√
(2− 2 cos(δ))‖v‖H2(Q)

= ε‖v‖H2(Q).

For any ε ≥ √2, choose δ = π/2; then if |θ1 − θ2| < π/2 and θ1, θ2 ∈ [−π/2, π/2]) we
have

‖Lθ1v − Lθ2v‖L2(Q) ≤
√
(2− 2 cos(|θ1 − θ2|))‖v‖H2(Q)

<
√
2‖v‖H2(Q)

< ε‖v‖H2(Q).

Due to Theorem 6.1, for each θ ∈ [−π/2, π/2], there exists a constant mθ such
that for any v ∈ H2(Q),

‖v‖H2(Q) ≤ mθ

(‖Lθv‖L2(Q) + [Bv]0,∂Q + ‖v‖L2(Q)

)
.(6.4)

For each θ, define m(θ) = inf{mθ : inequality (6.4) holds}. The infimum exists since
clearly 1 is a lower bound for mθ. The next theorem proves that m(θ) is bounded
above.

Theorem 6.5. Let m(θ) be as defined above. Then {m(θ);−π/2 ≤ θ ≤ π/2}
is bounded above. Hence there exists a positive constant m̄ such that the following
inequality holds for all θ ∈ [−π/2, π/2]:

‖v‖H2(Q) ≤ m̄
(‖Lθv‖L2(Q) + [Bv]1/2,∂Q + ‖v‖L2(Q)

)
.(6.5)

Proof. Suppose not. Then for each n, there exists θn ∈ [−π/2, π/2] such that
m(θn) > n. The sequence {θn} is bounded; thus it contains a convergent subsequence
{θkn} which converges to θ̄ ∈ [−π/2, π/2]. Theorem 6.1 ensures that m(θ̄) is positive
and finite; thus there exists some n such that m(θ̄) < n. Let ε = 1

m(θ̄)
− 1

n > 0. By

Lemma 6.4, there exists N > n such that for all kn > N (kn are the indices of the
convergent subsequence),

‖Lθ̄v − Lθkn v‖L2(Q) < ε‖v‖H2(Q) for all v ∈ H2(Q).

Pick a kn such that m(θkn) − 1 > n. By definition, m(θkn) is the smallest constant
such that for all v ∈ H2(Q), inequality (6.4) holds. Thus there exists some v0 ∈ H2(Q)
such that

‖v0‖H2(Q) > (mθkn
− 1)

(‖Lθkn v0‖L2(Q) + [Bv0]1/2,∂Q + ‖v0‖L2(Q)

)
.
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But then

ε‖v0‖H2(Q) =

(
1

m(θ̄)
− 1

n

)
‖v0‖H2(Q)

<

(
1

m(θ̄)
− 1

m(θkn)− 1

)
‖v0‖H2(Q)

<
(‖Lθ̄v0‖L2(Q) + [Bv0]1/2,∂Q + ‖v0‖L2(Q)

)
− (‖Lθkn v0‖L2(Q) + [Bv0]1/2,∂Q + ‖v0‖L2(Q)

)
≤ ‖Lθ̄v0 − Lθkn v0‖L2(Q)

< ε‖v0‖H2(Q),

a contradiction. Thus m(θ) is bounded above. Let m̄ = sup{m(θ),−π/2 ≤ θ ≤ π/2}.
Then for any θ ∈ [−π/2, π/2] and v ∈ H2(Q), inequality (6.5) holds.

We now state a modification of Theorem 6.2.
Theorem 6.6. Let Ω, L,Γ, (4.1), (4.2) define a boundary control system with

H = L2(Ω) and U = H
1
2 (∂Ω). Assume that [H1]–[H5] are satisfied. Then there exists

a positive constant R such that for any z ∈ H2(Ω), u ∈ U satisfying Γz = u on ∂Ω
and any complex number s on the open right half-plane CR2 := {s : Re s > R2}, the
following inequality holds:

|s|1/2 ‖z‖H1(Ω)+‖z‖H2(Ω) ≤ m
[
‖(L− s)z‖L2(Ω) + |s|1/2 ‖u‖L2(Ω) + ‖u‖H1(Ω)

]
,(6.6)

where m is a positive constant dependent only on L and Ω.
Proof. The proof is along the lines given in [21] except that we show that the

constant is independent of θ. Let ζ be a function in C∞(−∞,∞) such that ζ(t) = 0 for
|t| > 1, ζ(t) = 1 for |t| < 1/2. Let m1 be a constant chosen such that ‖ζ‖H2(�) ≤ m1.

Let m̄ = max{m(θ),−π/2 ≤ θ ≤ π/2} and m2 = max{m̄,m1}. Define

R := largest root of the quadratic r2 − 6m2
2r − 6m2

2.

We note that R is necessarily positive and real. In fact R =
6m2

2+m2

√
36m2

2+24

2 . More-
over, since m(θ) is bounded below by 1, m̄ and hence m2 is always greater than 1.
Thus R > 6. For any z ∈ H2(Ω) and any s ∈ CR2 , set θ = arg s, r = |s|1/2, and
v(x, t) = ζ(t) exp(irt)z(x). Clearly v ∈ H2(Q); hence (6.5) implies

‖v‖H2(Q) ≤ m̄
(‖Lθv‖L2(Q) + [Bv]1/2,∂Q + ‖v‖L2(Q)

)
≤ m2

(‖Lθv‖L2(Q) + [Bv]1/2,∂Q + ‖v‖L2(Q)

)
.(6.7)

Now a lower bound for ‖v‖H2(Q), an upper bound for [Bv]1/2,∂Q, and an upper bound

for ‖Lθv‖L2(Q) need to be computed. The final inequality is then obtained via simple
algebra. First we compute a lower bound for ‖v‖H2(Q). By definition of ‖·‖H2(Q) we
have

‖v‖2H2(Q) =
∑

|α|+k≤2

∫ ∞

−∞

∫
Ω

∣∣Dα
xD

k
t v(x, t)

∣∣2 dxdt
≥

∑
|α|+k≤2

∫ 1
2

− 1
2

∫
Ω

∣∣Dα
xD

k
t exp(irt)z(x)

∣∣2 dxdt
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=

2∑
k=0

(r)2k
∑

|α|+k≤2

∫
Ω

∣∣Dα
x z(x)

∣∣2 dx
=

2∑
k=0

(r)2k ‖z‖2H2−k(Ω)

≥ (r)2k ‖z‖2H2−k(Ω)

for any k = 0, 1, 2. Hence

‖v‖H2(Q) ≥ (r)k ‖z‖H2−k(Ω)

for any k = 0, 1, 2. Thus

3 ‖v‖H2(Q) ≥
2∑
k=0

(r)k ‖z‖H2−k(Ω) .(6.8)

Next we compute an upper bound for [Bv]1/2,∂Q. By definition of [·]1/2,∂Ω we have

for Γz ∈ H2(Ω) such that z = u on ∂Ω, and

[Bv]21/2,∂Q = [ζ(t) exp(irt)Bz(x)]
2
1/2,∂Q

= [ζ(t) exp(irt)u]
2
1/2,∂Q

≤ ‖ζ(t) exp(irt)u‖2H1(Q)

=
∑

|α|+k≤1

∫ ∞

−∞

∫
Ω

∣∣Dα
xD

k
t ζ(t) exp(irt)u

∣∣2 dxdt
=

∫ ∞

−∞

∫
Ω

|ζ(t) exp(irt)u|2 dxdt+
∫ ∞

−∞

∫
Ω

|ζ(t) exp(irt)Du|2 dxdt

+

∫ ∞

−∞

∫
Ω

|ζ ′(t) exp(irt)u+ irζ(t) exp(irt)u|2 dxdt

≤ m2
1 ‖u‖2L2(Ω) +m

2
1 ‖Du‖2L2(Ω) +m

2
1 ‖u‖2L2(Ω) + 2rm2

1 ‖u‖2L2(Ω)

+ r2m2
1 ‖u‖2L2(Ω)

= 2m2
1 ‖u‖2L2(Ω) +m

2
1 ‖Du‖2L2(Ω) + (2r + r2)m2

1 ‖u‖2L2(Ω) .

Since r = |s|1/2 > R > 6, 2r < r2. Hence

[Bv]21/2,∂Q ≤ 2m2
1

(
‖u‖2H1(Ω) + r

2 ‖u‖2L2(Ω)

)
≤ 2m2

1

(
r ‖u‖L2(Ω) + ‖u‖H1(Ω)

)2

≤ 2m2
2

(
r ‖u‖L2(Ω) + ‖u‖H1(Ω)

)2

.

Thus

[Bv]1/2,∂Q ≤
√
2m2

(
r ‖u‖L2(Ω) + ‖u‖H1(Ω)

)
.(6.9)

This is the upper bound on [Bv]1/2,∂Q. Now we calculate an upper bound on Lθv.
Substituting the expression for v(x, t) into Lθv, we find

Lθv=ζ(t) exp(irt)(L−r2 exp(iθ))z+2ir exp(iθ)ζ ′(t) exp(irt)z+exp(iθ)ζ ′′(t) exp(irt)z.
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Therefore

‖Lθv‖L2(Q) ≤
∥∥ζ(t) exp(irt)(L−r2 exp(iθ))z∥∥

L2(Q)
+ 2 ‖r exp(iθ)ζ ′(t) exp(irt)z‖L2(Q)

+ ‖exp(iθ)ζ ′′(t) exp(irt)z‖L2(Q)

≤ m1

(∥∥(L− r2 exp(iθ))z∥∥
L2(Ω)

+ 2r ‖z‖L2(Ω) + ‖z‖L2(Ω)

)
≤ m2

(∥∥(L− r2 exp(iθ))z∥∥
L2(Ω)

+ 2r ‖z‖L2(Ω) + ‖z‖L2(Ω)

)
.(6.10)

Also,

‖v‖L2(Q) ≤ m2 ‖z‖L2(Ω) .(6.11)

Substituting inequality (6.8) into (6.7), we obtain

r2 ‖z‖L2(Ω)+r ‖z‖H1(Ω)+‖z‖H2(Ω) ≤ 3m2

(‖Lθv‖L2(Q) + [Bv]1/2,∂Q + ‖v‖L2(Q)

)
.

(6.12)
Next, substitute inequalities (6.9), (6.10), and (6.11) into inequality (6.12) to obtain

r2 ‖z‖L2(Ω) + r ‖z‖H1(Ω) + ‖z‖H2(Ω)

≤ 3m2
2

(∥∥(L− r2 exp(iθ))z∥∥
L2(Ω)

+ 2r ‖z‖L2(Ω) + ‖z‖L2(Ω)

+
√
2r ‖u‖L2(Ω) +

√
2 ‖u‖H1(Ω) + ‖z‖L2(Ω)

)
.(6.13)

After rearrangement we obtain

(r2 − 6m2
2r − 6m2

2) ‖z‖L2(Ω) + r ‖z‖H1(Ω) + ‖z‖H2(Ω)

≤ 3
√
2m2

2

(∥∥(L− r2 exp(iθ))z∥∥
L2(Ω)

+ r ‖u‖L2(Ω) + ‖u‖H1(Ω)

)
.(6.14)

By definition of R we have r2 − 6m2
2r − 6m2

2 ≥ 0. Hence (6.14) implies

r ‖z‖H1(Ω)+‖z‖H2(Ω) ≤ 3
√
2m2

2

(∥∥(L− r2 exp(iθ))z∥∥
L2(Ω)

+ r ‖u‖L2(Ω) + ‖u‖H1(Ω)

)
.

(6.15)
Substituting back s = r2 exp(iθ) above and defining m = 3

√
2m2

2, we have the desired
result.

The boundedness of the input/output map for Neumann boundary control with
observation now follows.

Corollary 6.7. The input/output map of the boundary control system is
bounded for all observation operators K ∈ L(H1(Ω),Y).

Proof. By Theorem 6.6, the solution to the abstract elliptic problem (L,Γ) is
uniformly bounded with respect to the H1(Ω) norm. Hence by Theorem 3.2, the sys-
tem transfer function associated with (L,Γ,K) is proper for all observation operators
K ∈ L(H1(Ω),Y). Thus by Theorem 2.3 the input/output map is bounded to the
boundary control system (L,Γ,K).

Remark 6.8. The main result above is stated for a control space U = H
1
2 (∂Ω).

This space can be regarded as the traces of functions in H1(Ω) (5.4). Consider the
following characterization of these functions.

Theorem 6.9 (see, e.g., [17, sect. 1.1.3]). If a function u defined on Ω is
absolutely continuous on almost all straight lines that are parallel to coordinate axes
and the first classical derivatives of u belong to L2(Ω), then u ∈ H1(Ω).
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Thus, H
1
2 (Ω) includes piecewise continuous functions, provided that Ω is such

that we can extend u into the interior so that it satisfies the above theorem. The
singularities on the boundary of Ω remain.

Remark 6.10. If Γ is Dirichlet boundary control, then mj = 0 in Theorem 6.2.
Using the same technique as Theorem 6.6 we can show that there exists a positive
constant R such that for any z ∈ H2(Ω), u ∈ H2(Ω) satisfying Γz = u on ∂Ω, and any
complex number s on the open right half-plane CR2 := {s : Re s > R2}, the following
inequality holds:

|s|1/2 ‖z‖H1(Ω) + ‖z‖H2(Ω) ≤ m
[
‖(L− s)z‖L2(Ω) + |s| ‖u‖L2(Ω) + ‖u‖H2(Ω)

]
,

wherem is a positive constant dependent only on L and Ω. Unfortunately this implies
the solution to Lz = sz in Ω and Γz = u on ∂Ω satisfies only

‖z‖H1(Ω) ≤ m|s|1/2 ‖u‖H2(Ω) .

So we cannot conclude that the solution is uniformly bounded in the H1-norm. In the
case of Dirichlet boundary control on a one-dimensional rod, it can easily be shown
that the solution to the elliptic problem is not uniformly bounded in the H1-norm.

7. Conclusions. The input/output map and the transfer function are well de-
fined for abstract boundary control systems. We showed that the question of conti-
nuity of the input/output map can be transformed to boundedness of solutions to a
related elliptic problem. It is not necessary to construct a state-space realization.

This approach enabled us to show boundedness of the input/output map for
general classes of boundary control systems involving uniformly elliptic operators
with Dirichlet, Neumann, or Robin boundary control.

We are currently working on extending our approach to problems that are second
order in time.
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Abstract. We study some continuous dynamical systems associated with constrained optimiza-
tion problems. For that purpose, we introduce the concept of elliptic barrier operators and develop
a unified framework to derive and analyze the associated class of gradient-like dynamical systems,
called A-driven descent method (A-DM). Prominent methods belonging to this class include sev-
eral continuous descent methods studied earlier in the literature such as steepest descent method,
continuous gradient projection methods and Newton-type methods as well as continuous interior de-
scent methods such as Lotka–Volterra-type differential equations and Riemannian gradient methods.
Related discrete iterative methods such as proximal interior point algorithms based on Bregman
functions and second order homogeneous kernels can also be recovered within our framework and
allow for deriving some new and interesting dynamics. We prove global existence and strong via-
bility results of the corresponding trajectories of (A-DM) for a smooth objective function. When
the objective function is convex, we analyze the asymptotic behavior at infinity of the trajectory
produced by the proposed class of dynamical systems (A-DM). In particular, we derive a general
criterion ensuring the global convergence of the trajectory of (A-DM) to a minimizer of a convex
function over a closed convex set. This result is then applied to several dynamics built upon specific
elliptic barrier operators. Throughout the paper, our results are illustrated with many examples.
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1. Introduction. This paper proposes to study some continuous dynamical sys-
tems in relation with the constrained optimization problem

(P) inf{f(x) : x ∈ C},

where C is a nonempty open convex subset of R
n, n ≥ 1, f : R

n �→ R is a convex
function, and C denotes the closure of C.

Our first aim is to give a unified framework to smooth continuous interior de-
scent methods studied earlier in the literature: the steepest descent method, Lotka–
Volterra-type equations, the continuous Newton method, and the continuous gradient
projection method. Another goal of this study is to enlighten the local geometric
aspects of some discrete implicit dynamics related to (P) (particularly proximal-type
algorithms) by associating them to some adequate vector fields. More precisely, we
will also show that one of our continuous models can be cast as a specific Riemannian
gradient method.
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This has led us to introduce the class of gradient-like dynamical systems

(A-DM)

{
ẋ(t) +Ax(t)∇f(x(t)) = 0 ∀t ≥ 0,
x(0) ∈ C,

with

A :

{
C × R

n �→ R
n,

(x, v) �→ Axv.
(1.1)

The notation (A-DM) stands for A-driven descent method. To make (A-DM) an inte-
rior descent method, we introduce a class of mappings of the type (1.1) called elliptic
barrier operators. This is an alternative approach to the classical barrier methods
(see, for instance, Auslender, Cominetti, and Haddou [9]), since the penalization does
not act on the objective function f but on its gradient. Roughly speaking, this implies
two major requirements on the map A:

• the mapping x ∈ C → Ax∇f(x) must preserve the local optimality information
given by ∇f(·), and

• the operator A has to vanish on {(x,−ν) , x ∈ C, ν ∈ NC(x)}, where NC̄(x) is

the normal cone to C at x ∈ C.
In the next section, a formal definition and the basic properties of elliptic barrier

operators are given. The relevance of this notion is first illustrated by the general
properties of (A-DM) systems. We prove existence and viability results. If ∇f is
locally Lipschitz continuous, then the trajectories of (A-DM) are defined for all t ≥ 0
and remain in C. Let us emphasize the fact that, unlike in Nagumo-type theorems
used in viability theory (Aubin and Cellina [7]), the trajectories never encounter the
boundary of C and thus make (A-DM) an interior method.

In section 3, we propose a general and unifying framework to generate in a sys-
tematic way elliptic barrier operators. This is achieved by developing an abstract
setting with the help of proximal-like maps involving appropriately defined distance-
like functions. Given a convenient distance-like function d : R

n × C �→ R ∪ {+∞},
closed, proper, and convex with respect of its first variable, we introduce the class of
mappings

Ad
xv = x− argmin {〈u, v〉+ d(u, x) | u ∈ R

n} , (x, v) ∈ C × R
n,(1.2)

where 〈·, ·〉 stands for the Euclidean inner product of R
n. Aside from the fact that

slight assumptions on d allow us to make Ad an elliptic barrier operator, the associated
Ad-driven descent method (A-DM) can be seen as another step toward a unified
approach to both continuous and discrete gradient-like dynamics. Indeed, one of the
main facts underlying the introduction of the d operator is that (Ad-DM) systems can
be reformulated as the differential inclusion

∂1d(ẋ(t) + x(t), x(t)) +∇f(x(t)) � 0, t ≥ 0,(1.3)

where, for each t ≥ 0, ∂1d(·, x(t)) denotes the subdifferential of d(·, x(t)).
This structure is at the heart of the so-called proximal-like methods (see the

examples below)

∂1d(x
k+1, xk) +∇f(xk+1) � 0, x0 ∈ C, k ≥ 0.(1.4)

For instance, with d(u, x) = 2−1|u− x|2, where | · | denotes the Euclidean norm, the
inclusion (1.4) reduces to the proximal minimization algorithm; see, e.g., Martinet
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[33], Lemaire [30], and references therein. Then, according to the classical idea that
consists in interpreting an iterative scheme as some discretization of a continuous
dynamical system, the differential inclusion (1.3), i.e., Ad-DM, can be proposed as
a continuous model for the proximal method (1.4). This opens new perspectives on
crossed investigations, and from that viewpoint it is important to realize that the
interplay between discrete and continuous dynamical systems goes far beyond the
fruitful finite-time approximation aspects. For instance, in Alvarez and Attouch [2]
and Antipin [4] crucial features of the asymptotic analysis appear also as closely
related matters.

To give the reader a concrete idea on the type of operators A that will emerge in
this study, we outline below some specific models.

(a) The gradient projection operator. The first natural example is given by

AP :

{
C × R

n �→ R
n,

(x, v) �→ x− PC(x− v),
(1.5)

where PC is the orthogonal projection on C. AP -DM is the continuous gradient
projection method as introduced in [4],

ẋ(t) + x(t)− PC [x(t)−∇f(x(t))] = 0, x(0) ∈ C ∀t ≥ 0.(1.6)

The operator AP ruling (1.6) can be recovered thanks to (1.2) with a distance-like
function of the type d : R

n×C � (u, x) �→ 1
2 |u−x|2+δC(u), where δC is the indicator

function of C. Let us emphasize the fact that the trajectory of the continuous system
(1.6) is interior, which is not the case for the well-known explicit discretization

xk+1 = PC [x
k − µk∇f(xk)], x0 ∈ C, µk > 0;

see, e.g., [31], [19].
(b) The Bregman operators. The Bregman proximal method (BPM) is ob-

tained by replacing the quadratic kernel in the proximal minimization algorithm by
a distance-like function based on a Bregman function h : C → R. Defining

∀(x, y) ∈ C × C, Dh(x, y) = h(x)− h(y)− 〈∇h(y), x− y〉(1.7)

leads to the scheme

(BPM) xk+1 ∈ argmin
{
f(x) + ckDh(x, xk)|x ∈ C

}
, ck > 0, x0 ∈ C.

(BPM) has been studied and generalized from many viewpoints; see, for in-
stance, Censor and Zenios [17], Chen and Teboulle [18], Eckstein [20], Kiwiel [27],
and Teboulle [37]. One of the corresponding continuous models that is proposed here
is given by barrier operators Aqh of the type

Aqh :

{
C × R

n �→ R
n,

(x, v) �→ ∇2h(x)−1v,

where ∇2h(x) is the Hessian of some convenient Bregman function with zone C and
with qh(u, x) = 〈∇2h(x)(u − x), u − x〉, (u, x) ∈ R

n × C. The Aqh-driven descent
method (Aqh-DM), actually a Riemannian gradient method, is then given by

(Aqh-DM) ẋ(t) +∇2h(x(t))−1∇f(x(t)) = 0, x(0) ∈ C.
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Besides its links with (BPM) developed in section 4, the latter system allows us
to recover several dynamics. With h1(x) =

α
2 |x|2 + β

∑
i=1...N xi log xi, α, β > 0 on

C = R
n
++ := {x ∈ R

n, xi > 0}, we obtain the regularized Lotka–Volterra equation
recently proposed, from a completely different viewpoint, in Attouch and Teboulle [6],

(1.8)

(Aqh1 -DM) ẋi(t) +
xi(t)

β + αxi(t)

∂f

∂xi
(x(t)) = 0 ∀i = 1, . . . , n, x(0) ∈ R

n
++,

where f is to be optimized on R
n
+.

If h(x) = α
2 |x|2 and C = R

n, (Aqh-DM) is the classical continuous steepest
descent method ẋ(t) +∇f(x(t)) = 0, t ≥ 0; see Brézis [14].

For h(x) = f(x) and C = R
n, we obtain the continuous Newton descent method

studied in Alvarez and Pérez [3] (see also [7])

(Aqf -DM) ẋ(t) +∇2f(x(t))−1∇f(x(t)) = 0.(1.9)

Another surprising fact of this dynamics is to be physically meaningful in infinite-
dimensional spaces. Naturally those problems are out of the scope of the present
paper, but the reader interested by thermodynamical evolution equations of the form
Aqh-DM is referred to Kenmochi and Pawlow [26] and references therein.

(c) Barrier operators based on interior methods for the positive orthant. Another
line of research pursued by Auslender, Teboulle, and Ben-Tiba [8] concerning proximal
interior methods is based on the distance-like function

∀(x, y) ∈ (Rn
++)

2 dϕ(x, y) =

n∑
i=1

y2
i ϕ

(
xi

yi

)
,(1.10)

where ϕ : R++ → R is some relevant convex function.
The associated iterative proximal interior method is given by

(RIPM) xk+1 ∈ argmin
{
f(x) + ckdϕ(x, xk)|x ∈ R

n
+

}
, ck > 0, x0 ∈ R

n
++,

where (RIPM) stands for regularized interior proximal method. Like (BPM) this
algorithm can be applied to a minimize a general closed convex function. However, it
enjoys stronger convergence properties, particularly when applied to a dual problem
of a convex program; see [8] for further details and results.

Our continuous approach to (RIPM) is obtained by considering barrier operators
of the form

Adϕ :

{
R

n
++ × R

n �→ R
n,

(x, v) �→ (
xi − xi(ϕ

∗)′(x−1
i vi)

)
i=1,...,n

,

where ϕ∗ is the Legendre–Fenchel conjuguate of the function ϕ used in (RIPM).
All these continuous models are derived and analyzed in section 4. Section 5

is devoted to the asymptotic analysis of (A-DM) in the convex case. We derive a
general criterion ensuring the global convergence of the trajectories of (A-DM) to
a minimizer of f over C. We then apply this general result to the dynamics built
upon AP , Aqh , and Adϕ . The proof relies on the existence of Lyapunov functionals
measuring a sort of distance between the state variable and the set of equilibria. This
approach is inspired at the same time by Opial’s lemma [35] and the techniques used in
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monotone optimization algorithms. We also prove a general localization result for the
limit point of the trajectories produced by (A-DM), which extends results of the same
type obtained recently in [6] and in [30] for the classical continuous gradient descent
scheme. Throughout this paper we give many examples exhibiting some explicit and
new systems of the type (A-DM). For instance, with C = R

n
++, one obtains the

systems

(Aqh −DM) ẋi(t) +
2xi(t)

3/2

xi(t)3/2 + 1

∂f

∂xi
(x(t)) = 0, xi(0) > 0 ∀i ∈ {1, . . . , n}

or

(Adϕ −DM) ẋi(t) + xi(t) +
1

2

∂f

∂xi
(x(t))−

√
1

4

∂f

∂xi
(x(t))2 + xi(t)2 = 0,

with i ∈ {1, . . . , n}, t ≥ 0, and x(0) ∈ R
n
++. The first equation is given by the

Bregman function h(s) = s2/4 − 2
√
s, s ≥ 0, while the second one corresponds to a

continuous model of the logarithmic-quadratic method [8] obtained with the choice
ϕ(s) = 1/2(s− 1)2 − log s+ s− 1, s > 0.

Notation. Our notation is fairly standard. The Euclidean space R
n is equipped

with the scalar product 〈·, ·〉; the related norm is denoted | · |. The boundary of C is
denoted bdC. NC(x) and TC(x) denote, respectively, the normal cone and the tangent

cone of C at x ∈ C. We recall that NC(x) = {v ∈ R
n 〈v, z − x〉 ≤ 0 for all z ∈ C} ={

v ∈ R
n| for all u ∈ TC(x), 〈v, u〉 ≤ 0

}
. If φ : R

p → R ∪ {+∞}, p ≥ 1, is a closed
proper convex function, its domain is defined by dom φ = {x ∈ R

p|φ(x) < +∞}, and
its Legendre–Fenchel conjuguate, y ∈ R

p → sup {〈y, x〉 − φ(x)|x ∈ R
p}, is denoted

φ∗. If S is a closed convex subset of R
n, the set of minimizers of φ on S is denoted

argmin S φ. The indicator function of C is denoted by δC . Other notation and
definitions not explicitly stated here can be found in the classical book of Rockafellar
[36].

2. Elliptic barrier operators and viability results. In this section, the def-
inition and the first properties of elliptic barrier operators are introduced. Then,
in view of constrained minimization, we study the corresponding A-driven descent
methods, proving in particular that the obtained trajectories {x(t)} are interior and
defined for any t ∈ [0,+∞).

2.1. Elliptic barrier operators: Definition and properties.
Definition 2.1. A : C × R

n → R
n is an elliptic barrier operator on C if it

satisfies the following:
(r1) A is Lipschitz continuous on every compact subset of C × R

n.
(r2) There exists α > 0, such that for every (x, v) ∈ C×R

n, 〈Axv, v〉 ≥ α|Axv|2.
(r3) For all x ∈ C, Axv = 0 implies v = 0.
(v) For all b ∈ bd C, for all ν ∈ NC(b), for all M > 0, ∃ε,K > 0 such that

|x− b| < ε, x ∈ C, |v| ≤ M implies

〈−Axv, ν〉 ≤ K〈b− x, ν〉.(2.1)

This definition is motivated by the study of (A-DM) systems. The regularity
assumption (r1) naturally meets the conditions of the Cauchy–Lipschitz theorem.
The ellipticity condition (r2) and the nondegeneracy assumption (r3) allow us to
obtain a proper descent method. An important consequence of (r2) is that the term
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1/α can be seen as an upper bound for the gradient stepsize in (A-DM). Indeed,
it follows readily from (r2) that |Axv| ≤ α−1|v|, and therefore a trajectory x(·) of
(A-DM) satisfies

|ẋ(t)| ≤ α−1|∇f(x(t))|
whenever x(t) is defined and belongs to C.

The normal boundary property (v) is required to control the outward normal
impulses near the boundary of C, making the trajectories of (A-DM) strongly viable;
i.e., x(t) ∈ C, t ≥ 0. The choice of the term 〈b− x, ν〉 in (2.1) also has a regularizing
effect. Indeed, as it will be proved in Theorem 2.4 (see also Remark 2.1 (b)), it
contributes to the fact that the trajectories of (A-DM) are defined on [0,+∞).

Remark 2.1. (a) A natural extension of Definition 2.1 can be obtained by replac-
ing assumptions (r2) and (r3), respectively, by

(r2)′ For every (x, v) ∈ C × R
n, v �= 0 〈Axv, v〉 > 0.

(r3)′ For all x ∈ C, v = 0 implies Axv = 0.
Observing that (r2)′ and (r3)′ imply (r3), it follows that an elliptic barrier operator
satisfies this new definition. This widened concept opens new perspectives but also
raises some difficulties in the study of (A-DM): finite-time solutions, loss of regularity
(see Theorem 2.4 in the elliptic case), no upper bound for the gradient step-sizes, etc.
The study of such a class of mappings will not be carried out in the present paper
but appears as an interesting matter for future research.

(b) If the left term in (2.1) is replaced, for instance, by 〈b−x, ν〉1−θ, θ ∈ (0, 1), the
well-posedness of (A-DM) may fail: take, for instance, A : (x, v) ∈ R+ ×R → x1−θ.v,
θ ∈ (0, 1), f(x) = x + 1, and observe that the maximal solutions of (A-DM) are not
defined on [0,+∞).

In what follows, it is of interest to strengthen (r1) by assuming the additional
hypothesis

(r4) A is continuous on C × R
n.

The following result shows that an elliptic barrier operator on C can be continu-
ously extended to

C × R
n ∪ {(x, v)|x ∈ bd C, v ∈ −NC(x)

}
by setting Axv = 0, if x ∈ bd C, v ∈ −NC(x).

Proposition 2.2. Let A : C ×R
n → R

n be an elliptic barrier operator. Assume
that (xk, vk), k ∈ N , is a sequence in C × R

n such that xk → x ∈ C and vk → v ∈
−NC(x) as k → +∞. Then

(i) Axkv
k → 0 as k → +∞.

(ii) In addition, if A satisfies (r4), then for all x ∈ C one has

A−1
x ({0}) ⊃ −NC(x).(2.2)

Proof. If x ∈ C, the conclusion follows from (r1) and (r3). Else x ∈ bd C. (r2)
and the Cauchy–Schwarz inequality yield |Axkv

k|.|vk| ≥ α|Axkv
k|2 for all k ∈ N and

some α > 0. Since the sequence vk, k ∈ N , is bounded, so is Axkv
k, k ∈ N . From (v)

it follows that for k large enough 〈−Axkv
k,−v〉 ≤ K〈x− xk,−v〉, and therefore

lim sup
k→+∞

〈Axkv
k, v〉 ≤ 0.(2.3)

On the other hand, we have

〈Axkv
k, v〉 = 〈Axkv

k, v − vk〉+ 〈Axkv
k, vk〉 ∀k ∈ N,
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and since Axkv
k, k ∈ N , is bounded, we obtain

lim inf
k→+∞

〈Axkv
k, v〉 = lim inf

k→+∞
〈Axkv

k, vk〉 ≥ 0.(2.4)

From (2.3) and (2.4), we deduce that limk→+∞〈Axkv
k, v〉 = lim infk→+∞〈Axkv

k, vk〉 =
0, and thus by (r2), limk→+∞ |Axkv

k|2 = 0.
Remark 2.2. For simplicity, assume that f is convex, with argmin C f �= ∅, and

that A satisfies (r4). Subdifferential calculus (see, e.g., [36]) allows us to associate to
(P) the following variational characterization:

x∗ solves (P) iff ∇f(x∗) +NC(x
∗) = 0.

Using (2.2), we know that the solutions of (P) are contained in the set of zeros of
the gradient-like map x ∈ C → Ax∇f(x). This is only a necessary condition for
optimality, and it can be written as

if x∗ solves (P), then Ax∗ ∇f(x∗) = 0.(2.5)

The important point here is to realize that our approach to optimization is given
throughout (A-DM) dynamics, and thus x∗ is obtained as a limit point of some descent
method. Indeed, as we shall see, most of the systems and examples of section 4 satisfy
(2.2) with a strict inclusion, yet their orbits converge to a minimizer of f on C; see
section 5.

We conclude these introductory notions by stating a useful criterion implying
assumption (v) of Definition 2.1.

Lemma 2.3. Let A : C × R
n → R

n, m > 0, and k : C × R
n → [m,+∞) be such

that

x− k(x, v)Axv ∈ C ∀(x, v) ∈ C × R
n.

Then A satisfies (v).
Proof. The proof relies on the fact that x − k(x, v)Axv − b ∈ TC(b) for every

(x, v) in C × R
n and for every b ∈ C. By definition we have, for all ν ∈ NC(b),〈x− k(x, v)Axv − b, ν〉 ≤ 0, and therefore

〈−Axv, ν〉 ≤ 1

k(x, v)
〈b− x, ν〉 ≤ 1

m
〈b− x, ν〉.

2.2. Global existence and viability results. From now on, the function f :
R

n → R is C1 and satisfies
(H1) ∇f is Lipschitz continuous on bounded sets;
(H2) inf C f > −∞.
Observe that for the moment the function f is not supposed to be convex.
Theorem 2.4. Let A be an elliptic barrier operator. Then, the following hold:
(i) The system (A-DM) admits a unique C1 solution x defined on [0,+∞).
Moreover,
(ii) for all t ≥ 0, x(t) ∈ C.
(iii) The function t ∈ [0,+∞) → f(x(t)) is nonincreasing and has a limit as

t → +∞.
(iv) ẋ ∈ L2(0,+∞;Rn).
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(v) If A satisfies (r4) and x(·) is bounded, then ẋ(t) → 0 as t → 0, and all limit
points x∗ of x(·) satisfy the weak optimality condition

Ax∗∇f(x∗) = 0.

Proof. Fix T > 0 and consider the assertion E(T ): “There exists a solution of
(A-DM) defined on [0, T ], and such that x(t) ∈ C for all t ∈ [0, T ].”

Set Tmax := sup{T |E(T ) is satisfied}. From (r1), (H1), and the fact that x(0) ∈
C, it follows by Cauchy–Lipschitz theorem that Tmax > 0 and that the solution of
(A-DM) defined on [0, Tmax) is unique.

Let us derive some a priori estimates. Let T ∈ (0, Tmax); by the (A-DM) system
we have for all t ∈ [0, T ]

〈ẋ(t),∇f(x(t))〉+ 〈Ax(t)∇f(x(t)),∇f(x(t)) 〉 = 0,

and thus by (r2) and (A-DM) again,

d

dt
f(x(t)) + α|ẋ(t)|2 ≤ 0.(2.6)

Integrating over some interval (0, t) with t ≤ T gives

f(x(t))− f(x(0)) + α

∫ t

0

|ẋ|2 ≤ 0.(2.7)

Note that if Tmax = +∞, (iii) and (iv) follow from (2.6), (2.7), and (H2). Let us
argue by contradiction and assume that Tmax < +∞.

Using the Cauchy–Schwarz inequality and the fact that ẋ ∈ L2(0, Tmax;R
n), we

obtain that x is a Cauchy net at Tmax. Therefore, x can be continuously extended by
an application still denoted by x. Set x(Tmax) := b ∈ C.

By definition of Tmax, b necessarily belongs to bdC. The function t ∈ [0, Tmax]→
∇f(x(t)) is bounded by a positive constant M . Owing to the continuity of x and (v),
there exist t0 ∈ (0, Tmax), ε > 0, K > 0, and ν ∈ NC(b), ν �= 0, such that for all
t ∈ (t0, Tmax)

〈−Ax(t)∇f(x(t)), ν〉 ≤ K〈b− x(t), ν〉.(2.8)

Let us project (A-DM) on Rν := {τν |τ ∈ R, 0 �= ν ∈ NC(b)}; this gives for all
t ∈ (t0, Tmax)

d

dt
〈x(t),−ν〉+ 〈Ax(t)∇f(x(t)),−ν〉 = 0,

and using (2.8) we obtain

d

dt
〈b− x(t), ν〉+K〈b− x(t), ν〉 ≥ 0.

Multiplying the above inequality by expKt and integrating over (t0, Tmax), it follows
that

〈b− x(Tmax), ν〉 ≥ exp[−K(Tmax − t0)]〈b− x(t0), ν〉.
Observe that by definition, b = x(Tmax); hence to draw a contradiction from the
latter we just have to prove that the second term of the inequality is positive. Indeed,
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x(t0) ∈ C, which is open convex, and 0 �= ν ∈ NC(b); thus there exists η > 0 such that
x(t0)+ην ∈ C, and a fortiori x(t0)+ην−b ∈ TC(b). This implies 〈x(t0)+ην−b, ν〉 ≤ 0
or, equivalently, 〈b− x(t0), ν〉 ≥ η|ν|2 > 0, and (i) is proved.

Let us prove the last statement (v). From the boundedness property of x, along
with (r4) and (H1), it follows that ẋ is bounded, and therefore x is a Lipschitz
continuous map. The properties (r4), (H1) imply that t ≥ 0 → Ax(t)∇f(x(t)) is
uniformly continuous, and therefore so is ẋ(·). Combining this fact with (iv), it
follows by a classical argument that ẋ(t)→ 0 as t → +∞. Using (r4), it follows that
a cluster point x∗ of x satisfies Ax∗∇f(x∗) = 0.

3. A general abstract framework for dynamical systems with elliptic
barrier operators. In this section, we propose with the help of proximal maps a
systematic and unifying way to generate elliptic barrier operators. We start with
an informal motivation. Given a convenient distance-like function d : R

n × C �→
R ∪ {+∞}, the idea is to realize the descent direction −Ax∇f(x), x ∈ C, as a vector
based on x and pointing on some proximal point ud(x,∇f(x)).

Indeed, assume that d is convex with respect to its first variable, and for x ∈ C
define formally

ud(x,∇f(x)) ∈ argmin {〈u,∇f(x)〉+ d(u, x)|u ∈ R
n}.(3.1)

In this definition, the objective function has been replaced by its first order approxi-
mation at the point x, the constraints are supposed to be naturally taken into account
by d(·, ·), and the descent direction obtained is −Ad

x∇f(x) := ud(x,∇f(x))− x. It is
of interest to note that this approach is akin to the following well-known fixed point
reformulation of the optimization problem (P):

x∗ solves (P) iff x∗ ∈ argmin {〈u,∇f(x∗)〉 | u ∈ C}(3.2)

whenever f is convex. From that viewpoint, the formal definition (3.1) may appear
as a proximal regularization of some possibly ill-posed problem. On the other hand,
the corresponding Ad-DM can be written as a fixed-point-like dynamics

ẋ(t) + x(t) = ud[x(t),∇f(x(t))], x(0) ∈ C ∀t ≥ 0.(3.3)

The solution of (3.3) is then expected to asymptotically provide a solution of x∗ =
ud(x∗,∇f(x∗)), and when it makes sense, this last problem corresponds to another
formulation of (3.2).

As a first example, consider d(u, x) = 1/2|u− x|2 + δC(u), (u, x) ∈ R
n × C. The

definition of ud writes

∇f(x) + ud(x,∇f(x))− x+NC [u
d(x,∇f(x))] � 0,

which in turn is equivalent to

ud(x,∇f(x)) ∈ (I +NC)
−1(x−∇f(x)).

Recalling that (I +NC)
−1 = PC , the proximal point is thus given by ud(x,∇f(x)) =

PC(x−∇f(x)). This gives rise to the descent direction −Ad
x∇f(x) = PC(x−∇f(x))−

x, and the projected gradient dynamics (1.6) is recovered. As mentioned in the
above discussion, note that the reformulation of (3.2) throughout d(·, ·), that is, x∗ =
ud(x∗,∇f(x∗)), leads to the fixed point problem x∗ = PC(x

∗ −∇f(x∗)).
Let us now develop an abstract setting that shall be illustrated in the next section

with various useful kernels d(·, ·).
Let d0 : R

n × C �→ R+ ∪ {+∞} be such that the following hold:
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(P1) d0 is C1 on C × C.
(P2) ∇1d0(u, u) = 0 for all u ∈ C.
(P3) For every x ∈ C, the mapping u ∈ R

n �→ d0(u, x) is a closed convex function.
In (P1), ∇1d0(·, u) is the gradient of d(·, u), (more generally its subdifferential is

denoted by ∂1d0(·, u)). Note that, since C is nonempty, (P1) ensures that u ∈ R
n �→

d0(u, x) is also proper.
Denote by D the set of mappings d : R

n × C �→ R+ ∪ {+∞} that can be written

d(u, x) =
α

2
|u− x|2 + d0(u, x),(3.4)

with α > 0 and with d0 satisfying (P1), (P2), and (P3).
Definition 3.1. Let d be in D. For all (x, v) ∈ C × R

n, set

ud(x, v) ∈ argmin {〈u, v〉+ d(u, x)|u ∈ R
n},(3.5)

and define Ad by

Ad
xv = x− ud(x, v).(3.6)

The following proposition justifies the second part (3.6) of this definition (ud could
be multivalued) and describes some of the properties of the operator Ad.

Proposition 3.2. Let d ∈ D.
(i) For each x ∈ C, the map v ∈ R

n �→ ud(x, v) is a single valued α−1–Lipschitz
continuous map.

(ii) Ad satisfies (r2) and (r3), and for each x ∈ C, v ∈ R
n �→ Ad

xv is Lipschitz
continuous.

(iii) Moreover, if d satisfies the property

(p) ∀x ∈ C, dom d(· , x) ⊂ C,

then Ad satisfies (v) of Definition 2.1.
Proof. Let (x, v) ∈ C × R

n. From (P3) and the fact that α > 0, it follows that
u ∈ R

n �→ 〈u, v〉+ d(u, x) is strongly convex and has a nonempty bounded lower level
set. This implies that ud(x, v) exists and is unique. Using (P1) and (P3) allows us
to write the optimality condition in (3.5) as

v + ∂1d(·, x)(ud(x, v)) � 0,

and therefore by uniqueness of ud(x, v) (recalling (cf. [36]) that for any closed proper
convex function F , one has (∂F )−1 = ∂F ∗), it follows that

ud(x, v) = ∂1d
∗(·, x)(−v).(3.7)

Denoting by I the identity map of R
n, we observe using the definition of d ∈ D that

∂1d
∗(·, x) can also be written

(αI + ∂1d0(·, x)− αx)−1

or, equivalently, as the composition

(I + α−1∂1d0(· , x)− x)−1 ◦ α−1I.
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By (P3), the operator α−1∂1d0(· , x)− x is maximal monotone, and therefore by [14,
Proposition 2.2], (I + 1

α∂1d0(· , x) − x)−1 is a contraction defined on R
n. Recalling

that ud(x, v) = (I + α−1∂1d0(· , x)− x)−1 ◦ α−1I and Ad
xv = x− ud(x, v), the above

arguments prove (i) and the second part of statement (ii).
Assume that d complies with the property (p). By the definition of ud, this implies

that ud(x, v) = x − Ad
xv ∈ C, and therefore (iii) is a consequence of Lemma 2.3. It

remains to prove the first two assertions of (ii). Let us prove that Ad satisfies (r3).
Let (x, v) ∈ C ×R

n be such that Axv = 0. Then by (3.7), x = ∂1d
∗(· , x)(−v), which

implies that ∂1d(x, x) = ∇1d(x, x) = −v. Therefore, by (P2) one has v = 0. Now to
prove that (r2) is also satisfied, we use the following lemma.

Lemma 3.3 (Baillon–Haddad [10]). Let H, 〈 , 〉 be a Hilbert space whose norm is
denoted | . |, φ : H �→ R a C1 convex function, and L > 0. The following statements
are equivalent:

(i) For all (x, y) ∈ H2, |∇φ(x)−∇φ(y)| ≤ L|x− y|.
(ii) For all (x, y) ∈ H2, 〈∇φ(x)−∇φ(y), x− y〉 ≥ 1

L |∇φ(x)−∇φ(y)|2.
In view of (3.7) and (i), this result can be applied to φ := d∗(· , x). Hence, for x

fixed in C and for all (v1, v2) ∈ R
n × R

n, it gives

〈∂1d
∗(· , x)(v1)− ∂1d

∗(· , x)(v2), v1 − v2〉 ≥ α|∂1d
∗(· , x)(v1)− ∂1d

∗(· , x)(v2)|2.

Now, letting v1 = 0 and v2 = −v in the latter yields

〈x− ud(x, v), v〉 ≥ α|x− ud(x, v)|2,

which, according to (3.6), is exactly (r2).

4. Elliptic barrier operators and continuous models for proximal al-
gorithms: Examples and properties. In this section, we show that for various
minimization algorithms one can derive an elliptic barrier operator and construct the
associated (A-DM)-dynamical system. It is worth mentioning that many of the ex-
amples to follow will generate convergent trajectories to the minimizer of a convex
function f over the closed convex set C. From now on α will always denote the
positive parameter involved in the definition of the class D; cf. (3.4).

4.1. Projection-like methods. Let h0 : R
n �→ R be a C1 convex function

whose gradient is Lipschitz continuous on bounded sets, and set

D̃h :

{
R

n × C → R+ ∪ {+∞},
(u, x) �→ Dh(u, x) + δC(u),

with h(u) = α
2 |u|2 + h0(u), u ∈ R

n, and where Dh is given by (cf. (1.7))

∀(x, y) ∈ R
n × C, Dh(x, y) = h(x)− h(y)− 〈∇h(y), x− y〉.(4.1)

Proposition 4.1. Let D̃h be as defined above. Then AD̃h is an elliptic barrier
operator that satisfies (r4). Moreover, we have for all (x, v) ∈ C × R

n

AD̃h
x v = x− (∇h+NC)

−1(∇h(x)− v).(4.2)

Proof. An easy computation gives D̃h(u, x) = α
2 |u − x|2 + Dh0

(u, x) + δC(u).
Letting d0(u, x) = Dh0(u, x) + δC(u), we obtain that d0 satisfies (P1) and (P3). For
(u, x) ∈ C × C, we have ∇1d0(u, x) = ∇h0(u) −∇h0(x), and as a consequence (P2)



BARRIER OPERATORS AND GRADIENT-LIKE DYNAMICS 1277

is satisfied as well. Therefore D̃h is in D and clearly verifies (p). Now applying

Proposition 3.2, it follows that AD̃h satisfies (r2), (r3), and (v). The explicit formula

of AD̃h follows from (3.7). To obtain (r1) and (r4), we just have to observe that
(∇h+NC)

−1 and ∇h0 are locally Lipschitz continuous on R
n.

The terminology of projection relies on the fact that (4.2) can be seen as some
twisted projection in the Bregman sense. Indeed, defining the projection of z ∈ R

n

on C by

Ph
C
(z) := argmin {Dh(u, z) | u ∈ C},

we obtain that Ph
C
(z) = (∇h+NC)

−1(∇h(z)) (recall that α > 0), and therefore since

∇h∗ = (∇h)−1, one can write

AD̃h
x v = x− Ph

C
(∇h∗(∇h(x)− v)) ∀(x, v) ∈ C × R

n.

It is worth noting that in the framework of convex minimization, the gradient-like

map x �→ AD̃h
x ∇f(x) enjoys remarkable properties. As a matter of fact, assume that

the objective function f is convex, and observe that the following characterization
holds:

x∗ solves (P) iff AD̃h
x∗ ∇f(x∗) = 0.

The associated AD̃h-driven descent method (AD̃h-DM) leads to the following differ-
ential equation:

ẋ(t) + x(t)− Ph
C
(∇h∗[∇h(x(t))−∇f(x(t))]) = 0, x(0) ∈ C, ∀t ≥ 0.(4.3)

Note that with h0 = 0 and α = 1, the corresponding dynamical system (AD̃h-
DM) (with corresponding operator AP ) is nothing else but the continuous gradient
projection method (1.6), that is,

ẋ(t) + x(t)− PC [x(t)−∇f(x(t))] = 0, x(0) ∈ C, ∀t ≥ 0.

We remark that if x(0) /∈ C, we still obtain convergent trajectories (with f convex)
(see [4] or Bolte [13]) but the dynamical system is neither a descent nor an interior
method.

4.2. Continuous models for Bregman proximal minimization algorithms.
In this section, we give two quite different continuous models associated with proximal
methods based on Bregman distances.

Continuous model I: A Riemannian gradient method. Our model appears
as a particular case of Riemannian gradient methods on the smooth manifold C. Let
us specify the setting. Denote by S++

n (R) the cone of real definite positive symmetric
matrices and let TxC be the tangent space to C at x ∈ C. In what follows, we make
the usual identification TxC � R

n for all x ∈ C. If g is some differentiable metric on
C, there exists a unique differentiable application λ : C → S++

n (R) such that, for all
(x, u, v) ∈ C × R

n × R
n,

gx(u, v) = 〈λ(x)u, v〉.
The gradient of a smooth function φ with respect to the metric g is then given by
the formula ∇gφ(x) = λ(x)−1∇φ(x) for all x ∈ C, and the corresponding gradient
method is {

ẋ(t) +∇gφ(x(t)) = 0,
x(0) ∈ C.

(4.4)
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For C = R
n, φ real analytic, and g differentiable, a deep result of Lojasiewicz [32]

allows us to prove that all bounded trajectories are converging to a critical point of
φ.

Readers interested in the use of geometric tools in optimization are referred to
Bayer and Lagarias [11], [12] in the context of linear programming and for more
general results to the recent monograph of Helmke and Moore [22] and references
therein.

Remark 4.1. Although our primary concerns in this paper are far removed from
the complexity analysis of optimization algorithms, let us mention that there exists
an intimate relation between Riemannian geometry and the complexity analysis of
interior point optimization methods (see, e.g., the work of Karmarkar [25] in the con-
text of linear programming). More generally, in the context of convex programming,
Nesterov and Nemirovskii [34] introduced the fundamental concept of self-concordant
barrier functions for a constraint set C, which plays a central role in the design and
analysis of interior methods with polynomial complexity. Thus an interesting topic
which is left for future research would be to study a Riemannian metric defined on
C, based, for example, on the Hessian of a self-concordant barrier, and which could
lead to further insights on the performance or complexity of barrier methods.

We focus here on the special choice of the application λ : C → S++
n (R) defined by

λ = ∇2h, where h is some C3 Bregman function with zone C; see Definition 4.2. The
idea is to penalize the Euclidean scalar product, rather than the objective function,
and to study the corresponding Riemannian gradient method

ẋ(t) +∇2h(x(t))−1∇f(x(t)) = 0(4.5)

or, equivalently,

d

dt
∇h(x(t)) +∇f(x(t)) = 0.(4.6)

When the objective function is linear, this differential equation has been considered in
Iusem, Svaiter, and Da Cruz [24]; however, their approach to the asymptotic behavior
strongly relies on the linear properties of f ; see Remark 5.3 (b) for an insight. Observe
that this dynamics has, in its first form (4.5), the structure of (A-DMs). We shall
see actually that most of classical Bregman functions can generate a barrier operator.
Moreover, as shown below, the general framework developed in section 3 allows us to
recover those methods by considering families of quadratic forms.

For the moment, let us compare (4.6) with (BPM) as given in the introduction.
By an Euler implicit discretization we formally obtain

1

∆tk
[∇h(xk+1)−∇h(xk)] +∇f(xk+1) = 0, ∆tk > 0.(4.7)

Now observe that (BPM) has exactly the form of (4.7), provided that the iterates
remain in C [17, 18, 20].

Before going further, we need to recall some of the basic facts concerning Bregman
functions. Their definition relies mainly on their D function, as specified in (1.7).

Definition 4.2. A function h : C → R is called a Bregman function with zone
C if it satisfies the following:

(i) h is C1 on C.
(ii) h is continuous and strictly convex on C.
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(iii) For every r ∈ R, the partial level subset Lh(x0, r) = {y ∈ C|Dh(x0, y) ≤ r}
is bounded for every x0 ∈ C.

(iv) Let (yk, k ∈ N) be a sequence in C and x ∈ C. If yk → x as k → +∞, then
Dh(x, y

k)→ 0 as k → +∞.

This definition weakens the usual definition of the Bregman function proposed
by Censor and Lent in [16] and is actually inspired by the more general notion of
the B-functions introduced by Kiwiel in [28]. Because of (iv) and the smoothness
property of h, we have kept the terminology of the Bregman function.

For the asymptotic analysis of (4.6) which will be developed in section 5, we
record here the following useful lemma due to Kiwiel [28, Lemma 2.16].

Lemma 4.3. Let h be a Bregman function with zone C and x ∈ C. If yk,
k ∈ N , is a bounded sequence in C such that Dh(x, y

k) → 0 as k → +∞, then
yk → x as k → +∞.

In relation to the barrier operators to follow, let us now define a subclass of
Bregman functions with zone C.

For h : C → R, we consider the following assumptions:

(rh) There exist α > 0 and a C3 Bregman function with zone C denoted by h0

such that for all x ∈ C,

h(x) =
α

2
|x|2 + h0(x).

(vh) For every b ∈ bd C and every ν ∈ NC(b), there exists K, ε > 0 such that for
every x ∈ C, |x− b| < ε,

|∇2h(x)−1ν| ≤ K〈b− x, ν〉.

The set of such functions is denoted by BC , and for each h ∈ BC we define a family
of quadratic forms by

qh :

{
R

n × C → R
n,

(u, x) �→ 〈∇2h(x)(u− x), u− x〉.

Proposition 4.4. For every h ∈ BC , Aqh is an elliptic barrier operator on C.
Moreover, for all (x, v) ∈ C × R

n, the following formula holds:

Aqh
x v = ∇2h(x)−1v.(4.8)

Proof. To prove that qh ∈ D, it suffices to note that by (rh),

qh(u, x) = α/2|u− x|2 + 〈∇2h0(x)(u− x), u− x〉,

where 〈∇2h0(x)(u − x), u − x〉 satisfies (P1), (P2), (P3). This implies by Proposi-
tion 3.2 that the operator Aqh satisfies (r2), (r3). Note that qh never satisfies the
property (p), which precludes the use of Proposition 3.2 (iii).

Applying Definition 3.1, formula (4.8) can be derived easily from

∇2h(x)[uqh(x, v)− x] + v = 0 ∀(x, v) ∈ C × R
n.

Since the mapping M ∈ S++
n (R)→ M−1 is C∞, we obtain by (rh) that Aqh satisfies

(r1).
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Let us prove that Aqh complies with (v) of Definition 2.1. Take b ∈ bdC and ν in
NC(b), and let us apply (vh). There exist K, ε > 0 such that for every v ∈ R

n, x ∈ C,
|x− b| < ε,

〈−Ah
xv, ν〉 = −〈∇2h(x)−1v, ν〉 = −〈v,∇2h(x)−1ν〉 ≤ K|v|〈b− x, ν〉.

Therefore, if v is bounded, the latter amounts exactly to (v).
The next lemma gives a practical means to prove that a Bregman function is in

the class BC .
For a < b in R, ϕ : (a, b)→ R, a C2 Bregman function with zone (a, b), consider

the following assumptions.
(vl) If a is finite, there exist a neighborhood U of a in R and a positive constant

Kl such that

∀u ∈ U ∩ (a, b) ϕ′′(u) ≥ Kl/(u− a).

(vr) If b is finite, there exist a neighborhood V of b in R and a positive constant
Kr such that

∀u ∈ V ∩ (a, b) ϕ′′(u) ≥ Kr/(b− u).

Lemma 4.5. Let ϕ1, . . . , ϕn be some C3 Bregman functions on R with zones
(a1, c1), . . . , (an, cn), ai < ci, ai, ci ∈ R, for all i ∈ {1, . . . , n}. Assume that ϕ1,. . . ,
ϕn satisfy (vl), (vr) on their respective zones, and for α > 0 set

h(x) =
α

2
|x|2 +

n∑
i=1

ϕi(xi).

Then h belongs to BK , where K =
∏n

i=1(ai,ci), and Aqh is an elliptic barrier operator
that satisfies (r4).

Proof. The fact that h is a C3 Bregman function with zone K follows from [28,
Lemma 2.8(d)], and therefore (rh) is satisfied.

To simplify the notation, let us assume that for all i ∈ {1, . . . , n}, ai = 0 and
ci = +∞ (which implies K = R

n
+). For b = (b1, . . . , bn) ∈ bd R

n
+, set I(b) = {i ∈

{1, . . . , n}|bi = 0} �= ∅ and J(b) = {i ∈ {1, . . . , n}|bi �= 0}. For each i ∈ I(b), (vl)
yields the existence of a neighborhood Ui of 0 in R and Ki > 0 such that

∀u ∈ Ui ∩ (0,+∞) ϕ′′(u) ≥ Ki/u.(4.9)

Set Ui = R
n for each i ∈ J(b), and U = R

n
++ ∩∏i=1...n Ui. Let ν ∈ NK(b), and

observe that νi = 0 for all i ∈ J(b) and that νi < 0 for all i ∈ I(b). Therefore, for
x ∈ R

n, an easy computation gives

|∇2h(x)−1ν| ≤
∑

i∈I(b)

−vi
|α+ ϕ,,

i (xi)| .

Now if x ∈ U , (4.9) implies that

|∇2h(x)−1ν| ≤
∑

i∈I(b)

− 1

Ki
νi.xi

≤ sup
i∈I(b)

1

Ki
〈b− x, ν〉.
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A direct computation gives for all x ∈ K, i, j ∈ {1, . . . , n},
(∇2h(x)−1

)
i,j

=
δij

α+ ϕ,,
i (xi)

,

where δij = 1 if i = j and δij = 0 otherwise. Applying again (vl), we see that Aqh

can be continuously extended on K. Hence Aqh satisfies (r4).
Example 4.1 (Bregman-based Barrier operators and their dynamics). The list of

examples below shows thanks to Lemma 4.5 that many classical Bregman functions
can be used to provide an elliptic barrier operator. In what follows, α is the positive
regularizing term as defined in (vh), and β is a positive parameter. For a Bregman
function h with zone I ⊂ R, set hn(x) =

∑n
i=1 h(xi) for all x ∈ In.

(a) For θ ∈ (0, 1), consider h(s) = α
2 s

2−β sθ

θ , s ∈ R+. Then h ∈ BR++
, hn ∈ BR

n
++

,

and the corresponding (Aqhn -DM) system is

ẋi(t) +
xi(t)

2−θ

αxi(t)2−θ + β(1− θ)

∂f

∂xi
(x(t)) = 0, xi(0) > 0, ∀i ∈ {1, . . . , n}.(4.10)

(b) h(s) = α
2 s

2+βs log s on R+ is in BR++ , hn ∈ BR
n
++

, and the associated system
is

ẋi(t) +
xi(t)

αxi(t) + β

∂f

∂xi
(x(t)) = 0, xi(0) > 0, ∀i ∈ {1, . . . , n}.

This system is exactly the regularized Lotka–Volterra equation (1.8) recently proposed
in [6]. However, it is worth noting that (1.8) was introduced there as a continuous
model based not on (BPM) but on the proximal-like method

xk+1 ∈ argmin
{
f(x) + ckdϕ(x, x

k)|x ∈ R
n
+

}
, ck > 0,

where ϕ(s) = s − log s − 1 and dϕ(x, y) =
α
2 |x − y|2 + β

∑n
i=1 yiϕ(y

−1
i xi) for all x, y

in R
n
++. For more results and applications on classical Lotka–Volterra systems, see,

e.g., Hofbauer and Sigmund [23].
(c) h(s) = α

2 s
2 − β

√
1− s2 on [−1, 1] is in B(−1,1), hn ∈ B(−1,1)n , and the corre-

sponding system is

ẋi(t) +

(
1− xi(t)

2
)3/2

α (1− xi(t)2)
3/2

+ β

∂f

∂xi
(x(t)) = 0, xi(0) ∈ (−1, 1), ∀i ∈ {1, . . . , n}.

(d) h(s) = α
2 s

2 − β
√

s(1− s) on [0, 1] is in B(0,1), hn ∈ B(0,1)n , and the corre-
sponding system is

ẋi(t) +
4xi(t)

3/2(1− xi(t))
3/2

4αxi(t)3/2(1− xi(t))3/2 + β

∂f

∂xi
(x(t)) = 0, xi(0) ∈ (0, 1), ∀i ∈ {1, . . . , n}.

Remark 4.2. For ε, γ ≥ 0, and f ∈ C3(Rn,R), set hε,γ(x) =
ε
2 |x|2 + γf(x) for all

x ∈ R
n. Then we have hε,γ ∈ B Rn , under one of the following assumptions:

(=) f is strongly convex, i.e., ∇2f − λI is positive semidefinite, with λ > 0.
(=) f is convex and ε > 0.
(=) γ = 0, ε > 0.
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Letting ε = 0, γ = 1 in the first case yields the continuous Newton descent method
(1.9). The second version can be seen, for ε small, as a regularized Newton method

(Aqhε,γ −DM) ẋ(t) + [εId+ γ∇2f(x(t))]−1∇f(x(t)) = 0.

The last point with γ = 0, ε > 0 gives rise to the classical steepest descent method.
In the examples just described, the Aqhε,γ are elliptic barrier operators on R

n so
that the feasible set C is the whole space R

n, and (v)h holds vacuously. It actually
raises another interesting aspect of barrier operators: they can also be used as a
geometrical means to improve convergence rate as well as well-posedness properties.
This suggests, for instance, to go further in the study of the Newton–Barrier methods

ẋ(t) + [λ∇2h(x(t)) + µ∇2f(x(t))]−1∇f(x(t)) = 0, t ≥ 0,

with λ, µ > 0 and where h is a C3 Bregman function.
Continuous model II. The Bregman distances appearing in the definition of

projection methods (section 4.1) can be used in a quite different way in order to pro-
vide some other continuous model of (BPM). Indeed, replacing the kernel h0 defined
on the whole space R

n by some essentially smooth convex function (see definition
below) allows us to get rid of the normal cone and to reformulate (4.3) as

∇h(x(t) + ẋ(t))−∇h(x(t)) +∇f(x(t)) = 0 ∀t ≥ 0.

This can be discretized as

∇h(xk+1)−∇h(xk) +∇f(xk+1) = 0 ∀k ∈ N,

and (BPM) is recovered with a sequence of step-sizes satisfying ck = 1 for all k ∈ N .
This model will be derived from our general framework developed in section 3.

First, we recall the definition of essentially smooth convex functions; see [36].
Definition 4.6. A proper convex function φ : R

n �→ R ∪ {+∞} is essentially
smooth if it satisfies the following:

(i) The interior of dom φ is nonempty; i.e., int dom φ �= ∅.
(ii) φ is differentiable on int dom φ.
(iii) For all b in the boundary of intdomφ and all sequence xk, k ∈ N , in intdomφ

such that xk → b as k → +∞, we have |∇φ(xk)| → +∞ as k → +∞.
As in subsection 4.1, we now study operators of the form ADh (cf. (4.1)) for some

relevant kernels h. Let h0 : R
n �→ R∪ {+∞} be a closed proper convex function such

that
(i)h0 h0 is essentially smooth with in addition int dom h0 = C, and
(ii)h0 ∇h0 is Lipschitz continuous on compact subsets of C.

For such a function h0, we set h(u) = α/2|u|2 + h0(u) for all u ∈ R
n. In the following

proposition, it is important to recall that Dh is an extended real function defined on
the whole of R

n × C.
Proposition 4.7. Let h be as above. Then ADh is an elliptic barrier operator

on C, and for all (x, v) ∈ C × R
n we have

ADh
x v = x−∇h∗(∇h(x)− v).(4.11)

Proof. From (i)h0 it follows that Dh ∈ D. Using the fact that h is essentially
smooth with int dom h = C, we deduce that (p) is satisfied. By Proposition 3.2, we
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see that ADh verifies (r2), (r3), and (v). The formula (4.11) follows from (3.6), and
(r1) follows from (ii)h0 .

The associated ADh-DM is thus given by

ẋ(t) + x(t)−∇h∗[∇h(x(t))−∇f(x(t))] = 0, x(0) ∈ C, ∀t ≥ 0,(4.12)

or using ∇h∗ = (∇h)−1 equivalently as

∇h(x(t) + ẋ(t))−∇h(x(t)) +∇f(x(t)) = 0, x(0) ∈ C, ∀t ≥ 0.

Example 4.2. Consider the regularized Burg’s entropy obtained with g(s) =
(α/2)s2 − β log s, s > 0, where β is a positive parameter. For x ∈ R

n
++ set h(x) =∑n

i=1 g(xi). The function h satisfies the requirements of Proposition 4.7. A direct
computation shows that

(g∗)′(u) =
u+

√
u2 + 4αβ

2α
∀u ∈ R.

Substituting in (4.12), the following descent method is derived: For all i = 1, . . . , n,

ẋi(t) + xi(t)/2 + (2α)−1

(
β/xi(t) +

∂f

∂xi
(x(t))

−
√
[αxi(t)− β/xi(t)− ∂f

∂xi
(x(t))]2 + 4αβ

)
= 0

for all t ≥ 0 and with xi(0) > 0 for all i ∈ {1, . . . , n}.
It is interesting to note that as α → 0 we do not recover here the Lotka–Volterra

system; compare this with the system given in Example 4.1 (b).

4.3. A continuous model for proximal algorithms with second order
kernels. The class of operators Adϕ defined in this section are built upon the kernels
ϕ which are used to realize the (RIPM) method introduced in [8], and which we now
recall. Let ϕ : R → R ∪ {+∞} be a closed proper function whose domain dom ϕ is a
subset of [0,+∞). Consider the following assumptions on ϕ:

(i)ϕ ϕ is finite and C2 on (0,+∞).
(ii)ϕ ϕ is strictly convex on (0,+∞).
(iii)ϕ lims>0, s→0 ϕ

′(s) = −∞.
(iv)ϕ ϕ(1) = ϕ′(1) = 0 and ϕ′′(1) > 0.
(v)ϕ For all s > 0, ϕ′′(1)(1− 1

s ) ≤ ϕ′(s) ≤ ϕ′′(1)(s− 1).
Now for α, β > 0, set

ϕ(s) =
α

2
(s− 1)2 + βϕ0(s),(4.13)

where ϕ0 satisfies (i)ϕ− (v)ϕ, and denote by Φ the class of such functions. For ϕ ∈ Φ,
set

∀(u, x) ∈ R
n × R

n
++ dϕ(u, x) =

n∑
i=1

x2
iϕ(x

−1
i ui).(4.14)

It is proved in [8] that the associated proximal method,

(RIPM) xk+1 ∈ argmin
{
f(x) + ckdϕ(x, xk)|x ∈ R

n
+

}
, ck > 0,
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generates a positive sequence {xk} provided that x0 ∈ R
n
++. As a consequence, an

equivalent formulation of (RIPM) is

ck∂1dϕ(x
k+1, xk) +∇f(xk+1) = 0 ∀k ≥ 1.(4.15)

Under the additional assumptions that argmin R
n
+
f �= ∅, ∑+∞

k=1 ck =∞, and

α ≥ βϕ′′
0(1),(4.16)

it is proved in [8] that the sequence xk, k ∈ N , converges to a minimizer of f .
Following the general framework developed in section 3, we generate the elliptic

barrier operator and dynamical system associated with (RIPM).
Proposition 4.8. Let ϕ ∈ Φ. Then Adϕ is an elliptic barrier operator, and one

has for all (x, v) ∈ R
n
++ × R

n

(
Adϕ

x v
)
i
= xi − xi(ϕ

∗)′(−x−1
i vi) ∀i = 1, . . . , n.(4.17)

Proof. For all (u, x) ∈ R
n
+ × R

n
++ we have dϕ(u, x) = α/2|u − x|2 + βdϕ0(u, x),

and therefore to prove that dϕ ∈ D, we need to show that βdϕ0
satisfies (P1), (P2),

and (P3). (P1) follows from (i)ϕ, while (P3) is a consequence of the definition of
ϕ0. Using (iv)ϕ, we see by a direct computation that (P2) is satisfied and thus that
dϕ ∈ D.

Using Definition 3.1 with d := dϕ ∈ D, the optimality conditions for (3.5) yield

vi + xiϕ
′(uix

−1
i ) = 0 ∀i = 1, . . . , n,

from which formula (4.17) follows easily using (ϕ∗)′ = (ϕ′)−1. Since dom ϕ ⊂ R+,
we have for all x ∈ R

n
++, dom dϕ(., x) ⊂ R

n
+, and therefore by Proposition 3.2 Adϕ

satisfies (r2), (r3), and (v).
It remains to prove that (r1) holds. Using formula (4.17), and since x ∈ R

n
++, it

thus suffices to show that (ϕ∗)′ is Lipschitz continuous. However, since here ϕ is a
smooth α-strongly convex function, one has

(t− s)(ϕ′(t)− ϕ′(s)) ≥ α(t− s)2 ∀t, s > 0,

and thus recalling that (ϕ∗)′ = (ϕ′)−1, one easily deduces the required Lipschitz
property for (ϕ∗)′ and (r1) follows.

Remark 4.3. (a) Requirement (v)ϕ allows acute controls on dϕ in the asymptotic
analysis of (RIPM) and (Adϕ -DM) (see section 5, Theorem 5.4) and is actually
not needed for the above result. Technically those controls are the reason why our
operator is based on ϕ and not on ϕ∗.

(b) The assumption (iii)ϕ reduces the computation of (ϕ∗)′ to the inversion of
ϕ′
|(0,+∞).

(c) Note also that Adϕ does not satisfy (r4) in general, but as we shall see in the
next section it has no consequence on the asymptotic study of (Adϕ-DM) when f is
convex.

(d) One could also develop a similar construction with “regularized ϕ-divergence”
distance-like functions, that is,

d(u, x) =
α

2
|u− x|2 +

n∑
i=1

xiϕ(uix
−1
i ), u, x ∈ R

n
+,
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where ϕ : R �→ R ∪ {+∞} is an essentially smooth convex function such that
(0,+∞) ⊂ domϕ ⊂ [0,+∞). Unfortunately the parameter α forbids the computation
of the Legendre conjugates of ∂d(·, x), x ∈ C := R

n
+, and leads to purely theoretical

conclusions. This gives new motivation to study barrier operators for which α = 0
(see Remark 2.1 (a)).

The (Adϕ -DM) system is given by

ẋi(t) + xi(t)− xi(t)(ϕ
∗)′
(
−xi(t)

−1 ∂f

∂xi
(x(t))

)
= 0 ∀t ≥ 0,

or, equivalently, as

xi(t)ϕ
′
(
ẋi(t) + xi(t)

xi(t)

)
+

∂f

∂xi
(x(t)) = 0, t ≥ 0.

To recover (RIPM) by some discretization of (Adϕ -DM), the latter can be reformu-
lated in the following way:

∂1dϕ (x(t) + ẋ(t), x(t)) +∇f(x(t)) = 0, x(0) ∈ R
n
++, ∀t ≥ 0.(4.18)

Now, if we perform an implicit discretization of (4.18), it yields

∂1dϕ
(
xk+1, xk

)
+∇f(xk+1) = 0, x0 = x(0), k ∈ N.

which is exactly (4.15), with ck = 1.
Example 4.3. It is a delicate matter to build a function in Φ whose Fenchel

conjuguate is easily computable. As in [8] we focus on the important special choice
given by a logarithmic-quadratic kernel,

ϕ(s) =
α

2
(s− 1)2 + β(− log s+ s− 1), s > 0,

which admits (see [8, p. 665]) an explicit conjugate ϕ∗ ∈ C∞(R), and with

(ϕ∗)′(s) =
1

2α
[α− β + s+

√
(α− β + s)2 + 4αβ] ∀s ∈ R.

The corresponding (Aϕ-DM) system is then given by

ẋi(t) +
α+ β

2α
xi(t) +

1

2α

∂f(x(t))

∂xi
(4.19)

−
√

1

4α2

[
(α− β)xi(t) +

∂f(x(t))

∂xi

]2
+ 4αβxi(t)2 = 0,

with i ∈ {1, . . . , n}, t ≥ 0, and x(0) ∈ R
n
++. An interesting fact to note is that (4.19)

has a sense for any x(0) ∈ R
n; this suggests like in [13] a study of its properties for

nonfeasible initial data.

5. Asymptotic analysis for a convex objective function. In what follows,
f satisfies the additional assumptions

(H′) :
{

f is convex,
argmin C f �= ∅.
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This section proposes a criterion concerning elliptic barrier operators to obtain
the convergence of the trajectories of (A-DM). It is based on Lyapunov functionals
and to their (theoretical) decreasing rate. This natural approach is inspired by the
classical result of Bruck [15] on the generalized steepest descent method, and by
the notions of Fejer or quasi-Fejer sequences which go back to the work of Ermoliev
[21] and arise in monotone and generalized gradient optimization algorithms. Such
techniques have also been applied successfully to second order in time systems by
Alvarez [1] and Alvarez and Attouch [2]. Before stating the main result of this section,
let us describe the typical properties of those Lyapunov functionals, sometimes called
relative entropy, when working on systems in the nonnegative orthant; see, e.g., [23].
In what follows, S should be understood as the set of equilibria of some convex
function.

We suggest the following general definition for viable Lyapunov functionals.
Definition 5.1. Let S ⊂ C be a nonempty set. A family of functions {ea, a ∈ S}

is Lyapunov viable if it satisfies
(i)e For all a ∈ S, ea : C → R is C1.
(ii)e The functions ea are nonnegative for all a ∈ S.
(iii)e For all a ∈ S, ea is inf bounded. That is, for every r ∈ R, the set {y ∈

C|ea(y) ≤ r} is bounded.
(iv)e Let xk, k ∈ N be a sequence in C. Then for all a ∈ S,

ea(x
k)→ 0 as k → +∞ ⇐⇒ xk → a as k → +∞.

The next result is a key lemma that can be used to establish convergence of
trajectories of (A-DM). First, we recall the following classical result (see, e.g., [1,
Lemma 2.2]) which will be useful to us.

Lemma 5.2. Let h : R → R
+ be a C1 function. If (h′)+ := max(0, h′) is in

L1(0,+∞;R), then limt→+∞ h(t) exists.
Let us set S := argmin C f .
Lemma 5.3. Let A be an elliptic barrier operator on C and f a function satisfying

(H1), (H2), (H′). Assume that there exist λ > 0, µ ∈ R, and a family of functions
{ea, a ∈ S} that is Lyapunov viable (i.e., satisfying (i)e−(iv)e). Suppose, in addition,
that for all x ∈ C,

〈−Ax∇f(x),∇ea(x)〉+ λ〈∇f(x), x− a〉 ≤ µ|Ax∇f(x)|2.(5.1)

If x(t) is the solution of (A-DM), then the following hold:
(i) f(x(t))→ inf C f as t → +∞, with the estimation

f(x(t))− inf
C

f ≤ Mt−1 for some M > 0.

(ii) ẋ(t)→ 0 as t → +∞.
(iii) There exists x∗ ∈ S such that x(t)→ x∗ as t → +∞.
Proof. Let a ∈ S; by (5.1) and (A-DM) we obtain

d

dt
ea(x(t)) + λ〈∇f(x(t)), x(t)− a〉 ≤ µ|ẋ(t)|2, t ≥ 0.(5.2)

From the convex inequality it follows that for all y ∈ C,

0 ≥ f(a)− f(y) ≥ 〈∇f(y), a− y〉.(5.3)



BARRIER OPERATORS AND GRADIENT-LIKE DYNAMICS 1287

Combining (ii) of Theorem 2.4, (5.3), and (5.2) yields [ ddtea(x(t))]
+ ≤ µ|ẋ(t)|2, t ≥ 0.

From (ii)e and Lemma 5.2, we deduce that ea(x(t)) converges as t → +∞. Hence, by
(iii)e, x(·) is bounded.

Coming back to (5.2), we obtain for all T ≥ 0

λ

∫ T

0

〈∇f(x(t)), x(t)− a〉dt ≤
∫ T

0

|ẋ(t)|2dt+ ea(x(0))− ea(x(T )),

and since λ > 0,

〈∇f(x(·)), x(·)− a〉 ∈ L1(0,∞;R).(5.4)

From (5.4), (H1), and the boundedness property of x, we obtain that there exist
x∗ ∈ C and a nondecreasing sequence tk, k ∈ N such that 〈∇f(x(tk)), x(tk)− a〉 → 0
and x(tk) → x∗ as k → +∞. Using (5.3), it follows that f(x∗) ≤ f(a) and thus
x∗ ∈ S.

By Theorem 2.4 (iii) and the continuity of f , we see that the latter argument
implies f(x(t))→ inf C f as t → +∞ and that all limit points of x are in S.

To prove the second part of (i), we first deduce from (5.2) and (5.3) that

d

dt
ea(x(t)) + λ(f(x(t))− f(a)) ≤ µ|ẋ(t)|2, t ≥ 0.

By integration it follows from Theorem 2.4 (iii) that for t ≥ 0, tλ[f(x(t))− infC f ] ≤
ea(x(0))− ea(x(t)) + µ

∫ t

0
|ẋ|2. Using (iii)e, we obtain for all t > 0

λ

[
f(x(t))− inf

C
f

]
≤ 1

t

[
ea(x(0)) + µ

∫ t

0

|ẋ|2
]
.(5.5)

The estimate announced in (i) is then a consequence of Theorem 2.4 (iv).
Let x∗

1 and x∗
2 be two cluster points of x(·) and tk, τk, k ∈ N , increasing sequences

in R
+, such that x(tk) → x∗

1, x(τk) → x∗
2 as k → +∞. From (iv)e, we deduce that

ex∗
1
(x(tk)) → 0 as k → +∞. However, since the function ex∗

1
(x(·)) has a limit as

t → +∞, we also have ex∗
1
(x(τk)) → 0 as k → +∞, and by applying (iv)e again, we

obtain x∗
1 = x∗

2.
Let x∗ be the limit point of x(·), it verifies the classical relation ∇f(x∗) ∈

−NC(x
∗), and therefore (H1) implies that (x(t),∇f(x(t))) has its limit point

in {x∗} × −NC(x
∗). Applying Proposition 2.2, it follows that ẋ(t) → 0 as t →

+∞.
Remark 5.1. (a) If µ ≤ 0, we have by (5.5)

f(x(t))− inf
C

f ≤ 1

λt
ea(x(0)) ∀t > 0.

(b) Note that Lemma 5.3 allows us to handle the case µ > 0 in (5.1), which
corresponds to quasi-Fejer convergence.

(c) The property (r3) has not been used, but it is implicitly contained in (5.1).
(d) Note also that the above result holds for an elliptic barrier operator which is

possibly undefined on bd C × R
n.

Let us apply this result to some of the operators defined in section 4. In what
follows, it is implicitly assumed that C = R

n
++ when dealing with operators of the type

Adϕ , ϕ ∈ Φ, while AP is the gradient projection operator (cf. subsection 4.1).
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Theorem 5.4. Let ϕ ∈ Φ such that α ≥ βϕ′′
0(1), h ∈ BC , and assume that f

satisfies (H1), (H2), (H′). Then the trajectories of (AP -DM), (Aqh-DM), and (Adϕ-
DM) converge to some minimizer of f on C. Moreover, for all trajectories x, the
following properties hold:

(i) f(x(t))→ inf C f as t → +∞, with the estimation

f(x(t))− inf
C

f ≤ Mt−1, where M > 0.

(ii) ẋ(t)→ 0 as t → +∞.
Proof. By Propositions 4.1, 4.4, and 4.8, we know that AP , Aqh , and Adϕ are

elliptic barrier operators. For every a ∈ S and for all x ∈ C, set

ePa (x) = f(x)− f(a) + 1
2 |x− a|2,

eha(x) = Dh(a, x) =
α
2 |x− a|2 +Dh1

(a, x),
eϕa (x) = f(x)− f(a) + θ|x− a|2,

where θ = (α+ ϕ′′
0(1))/2. Naturally the idea is to apply Lemma 5.3 to the operators

AP , Aqh , and Adϕ . Let a ∈ S. The functions eϕa , e
h
a , and ePa clearly satisfy (i)e, (ii)e.

To obtain (iii)e, just notice that in the three cases, the structure of the functions has
the form

ξa(x) = k|x− a|2 + ρa(x) ∀x ∈ C,

with ρa ≥ 0, k > 0. By definition of a Bregman function and by Lemma 4.3, eha
verifies (iv)e . To prove that e

P
a and eϕa satisfy (iv)e, we just have to combine (H) and

the fact that a is a minimizer of f on C. Let us prove that the property (5.1) holds
for the couples (ePa , AP ), (eha , A

qh), and (ePa , Adϕ).
• The continuous gradient projection method has already been studied from dif-

ferent viewpoints in [13], but for the sake of completeness we recall the argument.
Let x ∈ C and a ∈ S. The optimality property of the orthogonal projection operator
gives, for all ξ ∈ C, 〈x−∇f(x)−PC(x−∇f(x)), ξ−PC(x−∇f(x))〉 ≤ 0. Therefore,
if ξ = a, we obtain

〈−∇f(x) +AP
x∇f(x), a− x+AP

x∇f(x)〉 ≤ 0

or, equivalently, 〈−AP
x∇f(x), x − a + ∇f(x)〉 + |AP

x∇f(x)|2 + 〈∇f(x), x − a〉 ≤ 0,
which is (5.1) with µ = −1.

• Now, let us consider Aqh , where h is Bregman function that belongs to BC . Let
us compute the gradient of eha for all a ∈ S. For all x ∈ C, we have

∇eha(x) = ∇[h(a)− h(·)− 〈∇h(·), a− ·〉](x)
= ∇2h(x)(x− a).

And therefore, 〈−Aqh
x ∇f(x),∇eha(x)〉 = −〈∇2h(x)−1∇f(x),∇2h(x)(x−a)〉 = −〈∇f(x), x−

a〉, which verifies (5.1) with µ = 0 and λ = 1.
• Finally, let us deal with ePa , Adϕ . Our approach relies on the following key

lemma proven in [8, Lemma 3.4].
Lemma 5.5. For every y1 ∈ R

n
+ and for every (y1, y2) ∈ R

n
++ × R

n
++, we have

〈y1 − y2, ∂1dϕ(y2, y3)〉 ≤ θ
(|y1 − y3|2 − |y1 − y2|2

)
.

Note that it is here that the property (v)ϕ is needed. Indeed, the proof of this
lemma is based on that assumption, together with the condition α ≥ βϕ′′

0(1).
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For all i ∈ {1 . . . , n} and all x ∈ R
n
++, set (vx)i = −(Adϕ

x ∇f(x))i. The Adϕ -DM
can be rewritten as

∂1dϕ (x(t) + vx, x) +∇f(x) = 0 ∀x ∈ R
n
++.(5.6)

Observe that x ∈ R
n
++ implies x + vx ∈ R

n
++. Now for a ∈ argmin R

n
+
f and for all

x ∈ R
n
++, let us multiply (5.6) by a− x− vx; this gives

〈a− (vx + x), ∂1dϕ(x+ vx, x) 〉+ 〈∇f(x), a− x− vx〉 = 0,

and therefore by Lemma 5.5

θ
(|a− x|2 − |a− x− vx|2

)
+ 〈∇f(x), a− x− vx〉 ≥ 0.

After direct algebra, this reduces to

〈vx, 2θ(x− a) +∇f(x)〉+ 〈∇f(x), x− a〉+ |vx|2 ≤ 0 ∀x ∈ R
n
++.

Recalling that vx = −A
dϕ
x ∇f(x), we easily see that (5.1) is satisfied.

Remark 5.2. The convergence of the orbits generated by the other operators
proposed in section 4 remains an open question.

Localization of the limit point. Let A be an elliptic barrier operator, and
let ea be a family of viable Lyapunov functionals satisfying (5.1) with µ ≤ 0. We
assume, moreover, that for all a in S ⊂ C, there exist a nonnegative convex function
ρa : C �→ R and k > 0 such that

ea(x) = k|x− a|2 + ρa(x) ∀x ∈ C.(5.7)

As in Lemaire [29], and inspired by the recent non Euclidean extension given in [6],
the limit point of the trajectory produced by (A-DM) can be localized.

Proposition 5.6. Let A be an elliptic barrier operator on C, and let {ea, a ∈ S}
be as defined in (5.7). Then the trajectory of (A-DM), with x(0) ∈ C, converges to a
minimizer x∞ of f on C, with the following estimation:

|x∞ − x(0)|2 ≤ inf

{
4|x(0)− a|2 + 2

k
ρa(x(0)) | a ∈ S

}
.

Proof. The convergence result of the trajectory x(t) to x∞ ∈ S = argminC f is a
direct consequence of Lemma 5.3. To prove the estimation, let us come back to the
inequality (5.2) proven in Lemma 5.3:

d

dt
ea(x(t)) + λ〈∇f(x(t)), x(t)− a〉 ≤ µ|ẋ(t)|2, t ≥ 0.

The convexity property of f and the fact that µ ≤ 0 imply that R+ � t �→ ea(x(t))
is nonincreasing. Therefore, for all a ∈ S, we have ea(x(t)) ≤ ea(x(0)), where t ≥ 0.
Since ρa ≥ 0, by letting t → +∞, (5.7) yields

k|x∞ − a|2 ≤ k|x(0)− a|2 + ρa(x(0)).(5.8)

Now for all a ∈ S, we have

|x∞ − x(0)|2 ≤ [|x∞ − a|+ |a− x(0)|]2
≤ 2|x∞ − a|2 + 2|a− x(0)|2
≤ 4|x(0)− a|2 + 2

kρa(x(0)),
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where the third inequality is a consequence of (5.8). The desired result is then obtained
by taking the infimum over all a ∈ S.

As a consequence, we then have the following corollary.
Corollary 5.7. Under the assumptions of Theorem 5.4, we have

|x∞ − x(0)|2 ≤ 4 inf

{
|x(0)− a|2 + 1

α
Dh1(a, x(0)) | a ∈ S

}

if A = Aqh , h(·) = α/2| · |2 + h1(·).
Defining s : R

n �→ R as s(y) := inf{|y − a|2 | a ∈ S}, we then also have

|x∞ − x(0)|2 ≤ 4

(
s(x(0)) + f(x(0))− inf

C
f

)

if A = AP , and

|x∞ − x(0)|2 ≤ 4s(x(0)) +
2

θ

(
f(x(0))− inf

C
f

)

if A = Adϕ .
Proof. The families {eha , ePa , eϕa , a ∈ S} introduced in the beginning of the proof of

Theorem 5.4 satisfy the assumptions of Proposition 5.6, and thus the claimed results
follow easily.

Remark 5.3. (a) The estimations given in Corollary 5.7 for A = Aqh allow us to
recover the results obtained in [6, 29].

(b) Assume that f is a linear function, that is, f(x) = 〈c, x〉 for all x ∈ R
n, where

c ∈ R
n. Take h as in Theorem 5.4. A straightforward integration of (Aqh-DM) in its

form given in (4.6) yields

∇h(x(t))−∇h(x(0)) + tc = 0 ∀t ≥ 0.(5.9)

As already noted in [24], the trajectory of (Aqh-DM) can be viewed as an optimal
path relatively to the barrier function Dh. Indeed, since for all (y, z) ∈ C × C,
∇1Dh(y, z) = ∇h(y)−∇h(z), (5.9) can be reformulated as

x(t) ∈ argmin

{
〈c, u〉+ 1

t
Dh(u, x(0)) | u ∈ R

n

}
, t > 0.

The convergence techniques developed in [24] but also the viscosity methods studied
in Attouch [5] allow us to fully characterize the limit point as

x∞ ∈ argmin {Dh(a, x(0)) | a ∈ S}.
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cycliquement monotones, Israel J. Math., 26 (1977), pp. 137–150.
[11] D. A. Bayer and J. C. Lagarias, The nonlinear geometry of linear programming. I. Affine

and projective scaling trajectories, Trans. Amer. Math. Soc., 314 (1989), pp. 499–526.
[12] D. A. Bayer and J. C. Lagarias, The nonlinear geometry of linear programming. II. Legendre

transform coordinates and central trajectories, Trans. Amer. Math. Soc., 314 (1989), pp.
527–581.

[13] J. Bolte, Continuous gradient projection method in Hilbert spaces, J. Optim. Theory Appl.,
to appear.
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Abstract. This paper investigates the problems of H∞ model reduction for both continuous
and discrete stochastic systems. In terms of certain linear matrix inequalities (LMIs) and a coupling
nonconvex rank constraint, necessary and sufficient conditions for the existence of solutions to such
problems are obtained. An explicit parametrization of all reduced-order models corresponding to
a feasible solution is also proposed. In particular, when a zeroth-order H∞ approximation is de-
sired, conditions are obtained using LMIs only without any rank constraints, and a parametrization
of all solutions is also presented. Finally, an illustrative example is provided to demonstrate the
effectiveness of the proposed approach.
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1. Introduction. The problem of model reduction has received considerable at-
tention in the past decades due to the fact that mathematical modeling of physical sys-
tems often involves high-order models, and such high-order models will consequently
result in high-order controllers, which may make simulation and physical implemen-
tation difficult. The purpose of model reduction is to obtain a lower-order system
which approximates a high-order system according to some given criterion. Many
results on the model reduction problem have been reported, and various approaches,
such as the aggregation method, balanced truncation approach, optimal Hankel norm
approximation method, to name just a few, have been proposed in the literature; see,
e.g., [2, 8, 19, 21, 24, 25, 26] and the references therein.

Recently, the H∞ model reduction problem has been studied by many researchers
[9, 14, 15, 18, 20]. The essence of this problem is to find a desired lower-order sys-
tem such that the H∞ norm of the difference between the original system and the
desired lower-order one satisfies a prescribed H∞ norm bound constraint. By convert-
ing this problem into a Hankel norm model reduction through an imbedding process,
[18] proposed a characterization of the optimal solutions to the H∞ model reduction
problem. Based on this, a suboptimal computational procedure for the general multi-
variable continuous optimal H∞ model reduction problem was developed in [16]. The
zeroth-order H∞ model reduction problem was investigated in [14], [15], and [17],
respectively, and solutions to this problem were presented. More recently, the H∞
model reduction problem was dealt with in [9, 20], where a linear matrix inequality
(LMI) approach was proposed and necessary and sufficient conditions for the existence
of solutions to both the continuous-time and discrete-time cases were provided. When
time-delay and parameter uncertainty appear in a system model, the H∞ model re-
duction results for continuous systems in [9] were extended in [23]. It is worth noting
that all these results were obtained in the context of deterministic systems.
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On the other hand, stochastic systems have received much attention since stochas-
tic modeling has come to play an important role in many branches of science and engi-
neering. The problem of model reduction for stochastic systems was studied [1, 4, 5].
For example, based on the theory of stochastic realization, an algorithm for obtaining
reduced-order models was proposed in [1], while in [5] a new and direct approach
to stochastic model reduction problem was proposed by establishing an equivalence
between canonical correlation analysis and solutions to algebraic Riccati equations,
which was developed by using the balanced stochastic realization. For stochastic sys-
tems, however, as far as the H∞ model reduction problem is concerned, it seems that
no results on this topic are available in the literature.

In this paper, we deal with the H∞ model reduction problem for stochastic sys-
tems. For a given stochastic system with mean-square stability, the purpose is to find
a lower-order mean-square stable stochastic system such that the norm of the pertur-
bation operator of the error system satisfies a prescribed H∞ bound. To solve this
problem, an algebraic method similar to the deterministic case [9] is adopted. The
main contributions of the paper are as follows: necessary and sufficient conditions
for the solvability of the mentioned problem are obtained for both continuous and
discrete stochastic systems. These conditions are given in terms of certain LMIs and
a coupling nonconvex rank constraint set. It is worth pointing out that although the
solutions are expressed in some nonconvex inequalities, fortunately these can be solved
by either an efficient numerical algorithm based on alternating projections given in
[9, 10, 11, 20] or some other algorithms proposed in [3]. When these conditions are fea-
sible, an explicit parametrization of all reduced-order models is derived. In particular,
sole LMI conditions without any rank constraints are obtained for the zeroth-order
H∞ approximation problem, and a parametrization of all solutions is also presented.
When a stochastic system reduces to a deterministic one, it is shown that the results
in this paper coincide with those on H∞ model reduction for deterministic systems
in [9]; therefore, our results can be regarded as extensions of existing results on H∞
model reduction from deterministic systems to stochastic systems.

2. H∞ model reduction: Continuous time. Consider a continuous-time
stochastic system described by

(Σc) : dx(t) = [Ax(t) +Bu(t)]dt+ [A0x(t) +B0u(t)]dω(t),(2.1)

y(t)dt = [Cx(t) +Du(t)]dt+ [A1x(t) +B1u(t)]dω(t),(2.2)

where x(t) ∈ R
n is the state, y(t) ∈ R

p is the output, u(t) ∈ R
q is the control input,

A, A0, A1, B, B0, B1, C, and D are known real constant matrices, ω(t) is a zero-mean
real scalar Wiener process on a probability space (Ω, F , P) relative to an increasing
family (Ft)t>0 of σ-algebras Ft ⊂ F , where Ω is the sample space, F is the σ-algebra
of subsets of the sample space, and P is the probability measure on F . We assume

E {dω(t)} = 0, E {dω(t)2
}

= dt,(2.3)

where E {·} is the expectation operator. We denote by L2[Ω, R
k) the space of square-

integrable R
k-valued vector functions on the probability space (Ω, F , P); we also

denote by LE2
([0,∞); Rk) the space of nonanticipatory square-integrable stochastic

processes f(·) = (f(t))t∈[0,∞) in R
k with respect to (Ft)t∈[0,∞) satisfying

‖f‖2E2
= E

{∫ ∞

0

|f(t)|2 dt
}

=

∫ ∞

0

E
{
|f(t)|2

}
dt <∞,
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where |·| is the standard Euclidean vector norm. In this paper we assume u(t) belongs
to LE2([0,∞); Rq) and is (Fs)s<t measurable [12].
Definition 2.1 (see [12, 22]). The stochastic system (Σc) is said to be mean-

square stable if all initial states x(0), subject to u(t) = 0, yield

lim
t→∞ E |x(t)|

2
= 0.

Definition 2.2 (see [12]). The system (Σc) is said to be externally stable if, for
every u(t) ∈ LE2([0,∞); Rq),

y(t) ∈ LE2([0,∞); Rp),

and there exists a scalar µ > 0 such that

‖y‖E2
≤ µ ‖u‖E2

, u(t) ∈ LE2([0,∞); Rq).(2.4)

Definition 2.3 (see [12]). Suppose that the system (Σc) is externally stable.
Under the zero initial condition for the system (Σc), the operator

Lc : LE2([0,∞); Rq)→ LE2([0,∞); Rp),

defined by

(Lcu)(t) = y(t),(2.5)

is called the perturbation operator of the system (Σc). Its norm ‖Lc‖ is defined as the
minimum µ ≥ 0 such that (2.4) holds.

Assume the system (Σc) is mean-square stable; then the H∞ model reduction
problem addressed in this section is as follows: given a scalar γ > 0, find a mean-
square stable system

(Σ̂c) : dx̂(t) = [Âx̂(t) + B̂u(t)]dt+ [Â0x̂(t) + B̂0u(t)]dω(t),(2.6)

ŷ(t)dt = [Ĉx̂(t) + D̂u(t)]dt+ [Â1x̂(t) + B̂1u(t)]dω(t),(2.7)

where x̂(t) ∈ R
n̂, ŷ(t) ∈ R

p, and n̂ < n such that

‖Lc̃‖ < γ,(2.8)

where Lc̃ is the perturbation operator of the resulting error system from (Σc) and
(Σ̂c), which is defined as

(Lc̃u)(t) = y(t)− ŷ(t).(2.9)

If n̂ = 0, then the reduced-order system in (2.6) and (2.7) becomes

ŷ(t)dt = D̂u(t)dt+ B̂1u(t)dω(t).(2.10)

In this case, the model reduction problem reduces to the zeroth-order H∞ approxima-
tion problem. It should be pointed out that in the deterministic case, the zeroth-order
H∞ approximation problem involves only finding a constant matrix D̂ [14, 15].

Before proceeding further, we give the following lemmas which will be used in the
proof of our main results.
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Lemma 2.4. The stochastic system (Σc) is mean-square stable and ‖Lc‖ < γ if
and only if there exists a matrix P > 0 such that


PA+ATP + CTC CTD + PB AT1 AT0 P
DTC +BTP DTD − γ2I BT1 BT0 P

A1 B1 −I 0
PA0 PB0 0 −P


 < 0.(2.11)

Proof. The proof can be carried out using the same argument as in the proof of
Theorem 2.8 in [12], and thus is omitted.
Lemma 2.5 (see [7, 13]). Given a symmetric matrix Ξ and two matrices Γ and

Π, consider the problem of finding some matrix Θ such that

Ξ + ΓΘΠ + (ΓΘΠ)T < 0.(2.12)

Then (2.12) is solvable for Θ if and only if

Γ⊥ΞΓ⊥T < 0, ΠT⊥ΞΠT⊥T < 0.

Here, if Γ ∈ R
n×m and rank Γ = r, the orthogonal complement Γ⊥ is defined as a

(possibly nonunique) (n− r)× n matrix with rank n− r such that Γ⊥Γ = 0.
Now we are in a position to give the condition for the solvability of the H∞ model

reduction problem for continuous-time stochastic systems.
Theorem 2.6. There exists a stochastic system with n̂th order in the form of

(2.6) and (2.7) such that the H∞ model reduction problem for the continuous stochastic
system (Σc) is solvable if and only if there exist matrices X > 0 and Y > 0 satisfying

 XA+ATX + CTC AT1 AT0X
A1 −I 0
XA0 0 −X


 < 0,(2.13)


 AY + Y AT B Y AT0

BT −γ2I BT0
A0Y B0 −Y


 < 0,(2.14)

[
X I
I Y

]
≥ 0,(2.15)

and

rank

[
X I
I Y

]
≤ n+ n̂.(2.16)

In this case, all desired n̂th-order reduced systems corresponding to a feasible solution
(X, Y ) to (2.13)–(2.16) are given by



D̂ Ĉ

B̂ Â

B̂1 Â1

B̂0 Â0


 = −W−1ΨTΛΦT (ΦΛΦT )−1 +W−1S

1
2L(ΦΛΦT )−

1
2 ,(2.17)

where

S = W −ΨT
[
Λ− ΛΦT

(
ΦΛΦT

)−1
ΦΛ
]

Ψ,
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Λ = (ΨW−1ΨT − Ω)−1,

Ω =




ATX +XA ATS XB CT AT1 AT0X AT0 S
STA 0 STB 0 0 0 0
BTX BTS −γ2I DT BT1 BT0 X BT0 S
C 0 D −I 0 0 0
A1 0 B1 0 −I 0 0
XA0 0 XB0 0 0 −X −S
STA0 0 STB0 0 0 −ST −U



,

Ψ =




0 S 0 0
0 U 0 0
0 0 0 0
−I 0 0 0
0 0 −I 0
0 0 0 S
0 0 0 U



,

Φ =

[
0 0 I 0 0 0 0
0 I 0 0 0 0 0

]
,

and L is any matrix satisfying σ̄(L) < 1, where σ̄ (·) is the maximum singular value
of a matrix; moreover, S ∈ R

n×n̂, U ∈ R
n̂×n̂, W > 0, and U > 0 satisfy

Λ > 0, X − Y −1 = SU−1ST ≥ 0.

Proof. From (2.1), (2.2), (2.6), and (2.7), the error system resulting from the
system (Σc) and (Σ̂c) can be written as the augmented system

(Σ̃c) : dx̃(t) = [Ãx̃(t) + B̃u(t)]dt+ [Ã0x̃(t) + B̃0u(t)]dω(t),(2.18)

ỹ(t)dt = [C̃x̃(t) + D̃u(t)]dt+ [Ã1x̃(t) + B̃1u(t)]dω(t),(2.19)

where

x̃(t) =
[
x(t)T x̂(t)T

]T
, ỹ(t) = y(t)− ŷ(t),(2.20)

Ã = Ā+ F̄ ḠcH̄, B̃ = B̄ + F̄ ḠcN̄ , Ã0 = Ā0 + M̄ḠcH̄, B̃0 = B̄0 + M̄ḠcN̄ ,(2.21)

C̃ = C̄ + S̄ḠcH̄, D̃ = D̄ + S̄ḠcN̄ , Ã1 = Ā1 + K̄ḠcH̄, B̃1 = B̄1 + K̄ḠcN̄ ,(2.22)

Ā =

[
A 0
0 0

]
, B̄ =

[
B
0

]
, Ā0 =

[
A0 0
0 0

]
, B̄0 =

[
B0

0

]
,(2.23)

C̄ =
[
C 0

]
, Ā1 =

[
A1 0

]
, D̄ = D, B̄1 = B,(2.24)

F̄ =

[
0 0 0 0
0 I 0 0

]
, H̄ =

[
0 0
0 I

]
, M̄ =

[
0 0 0 0
0 0 0 I

]
, N̄ =

[
I
0

]
,(2.25)

K̄ =
[

0 0 −I 0
]
, S̄ =

[ −I 0 0 0
]
, Ḡc =



D̂ Ĉ

B̂ Â

B̂1 Â1

B̂0 Â0


 .(2.26)
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By Lemma 2.4, it is easy to see that the error system (Σ̃c) is mean-square stable and
satisfies ‖Lc̃‖ < γ if and only if there exists a matrix P > 0 such that


PÃ+ ÃTP + C̃T C̃ C̃T D̃ + PB̃ ÃT1 ÃT0 P

D̃T C̃ + B̃TP D̃T D̃ − γ2I B̃T1 B̃T0 P

Ã1 B̃1 −I 0

PÃ0 PB̃0 0 −P


 < 0.(2.27)

Using the Schur complement lemma and noting the expressions in (2.21) and (2.22),
it can be shown that the inequality (2.27) is equivalent to


P
(
Ā+ F̄ ḠcH̄

)
+
(
Ā+ F̄ ḠcH̄

)T
P P

(
B̄ + F̄ ḠcN̄

)(
B̄ + F̄ ḠcN̄

)T
P −γ2I

C̄ + S̄ḠcH̄ D̄ + S̄ḠcN̄
Ā1 + K̄ḠcH̄ B̄1 + K̄ḠcN̄

P
(
Ā0 + M̄ḠcH̄

)
P
(
B̄0 + M̄ḠcN̄

)
(
C̄ + S̄ḠcH̄

)T (
Ā1 + K̄ḠcH̄

)T (
Ā0 + M̄ḠcH̄

)T
P(

D̄ + S̄ḠcN̄
)T (

B̄1 + K̄ḠcN̄
)T (

B̄0 + M̄ḠcN̄
)T
P

−I 0 0
0 −I 0
0 0 −P


 < 0.(2.28)

This can be rewritten as

Ωc + ΨcḠcΦc + (ΨcḠcΦc)
T < 0,(2.29)

where

Ωc =



PĀ+ ĀTP PB̄ C̄T ĀT1 ĀT0 P
B̄TP −γ2I D̄T B̄T1 B̄T0 P
C̄ D̄ −I 0 0
Ā1 B̄1 0 −I 0
PĀ0 PB̄0 0 0 −P


 ,

Ψc =



PF̄
0
S̄
K̄
PM̄


 ,

Φc =
[
H̄ N̄ 0 0 0

]
.

It is noted that the parameters of the unknown reduced-order model are included
in the matrix Ḡc. From Lemma 2.5 it is easy to see that a necessary and sufficient
condition for the LMI in (2.29) to have a solution Ḡc is

Ψ⊥
c ΩcΨ

⊥
c
T < 0, ΦTc

⊥ΩcΦ
T
c
⊥T < 0.(2.30)

Now, by some calculations, it can be verified that

Ψ⊥
c =


 [I 0] 0 0 0 [0 0]

[0 0] I 0 0 [0 0]
[0 0] 0 0 0 [I 0]





P−1 0 0 0 0

0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 P−1


 ,
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ΦTc
⊥ =




[I 0] 0 0 0 [0 0]
[0 0] 0 I 0 [0 0]
[0 0] 0 0 I [0 0]
[0 0] 0 0 0 [I 0]
[0 0] 0 0 0 [0 I]


 .

Partition P and P−1 as

P =

[
X X12

XT
12 X22

]
,

P−1 =

[
Z Z12

ZT12 Z22

]
,(2.31)

where

X ∈ R
n×n, X12 ∈ R

n×n̂, Z12 ∈ R
n×n̂, X22 ∈ R

n̂×n̂, Z22 ∈ R
n̂×n̂.

Then we can show that

Ψ⊥
c ΩcΨ

⊥
c
T =


 AZ + ZAT B ZAT0

BT −γ2I BT0
A0Z B0 −Z


 ,(2.32)

ΦTc
⊥ΩcΦ

T
c
⊥T =



XA+ATX CT AT1 AT0X AT0X12

C −I 0 0 0
A1 0 −I 0 0
XA0 0 0 −X −X12

XT
12A0 0 0 −XT

12 −X22


 .(2.33)

Let Y = Z; then the inequality Ψ⊥
c ΩcΨ

⊥
c
T < 0 gives (2.14). It can also be shown

that using the Schur complement formula to ΦTc
⊥ΩcΦ

T
c
⊥T < 0 results in (2.13). On

the other hand, noting the (1,1) block of P−1 in (2.31), we have

X − Y −1 = X12X
−1
22 X

T
12 ≥ 0.(2.34)

This, by the Schur complement formula, is equivalent to (2.15). Also, (2.34) implies

rank(X − Y −1) ≤ n̂,(2.35)

since X22 ∈ R
n̂×n̂ is a symmetric positive definite matrix. It then follows that

(2.35) provides the condition (2.16). In addition, when (2.13)–(2.16) are satisfied,
the parametrization (2.17) of all reduced models corresponding to a feasible solution
can be obtained by using the results in [7] and [13]. This completes the proof.

Remark 2.7. Theorem 2.6 presents a necessary and sufficient condition for the
solvability of theH∞ model reduction problem for continuous-time stochastic systems.
It is noted that the inequalities in (2.13)–(2.16) are nonconvex though the constraints
(2.13)–(2.15) are convex. For such nonconvex inequalities, either an efficient numerical
algorithm based on alternating projections in [9, 10, 11, 20] or some other algorithms
in [3] can be employed. Moreover, as in [9], a bisection approach can be used to
seek the minimum H∞ performance level γ in order to solve the optimal H∞ model
reduction problem for continuous-time stochastic systems.

Next, we shall establish a solvability condition based on LMIs only for the zeroth-
order H∞ approximation problem, which is given in the following theorem.
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Theorem 2.8. There exist two matrices B̂1 and D̂ solving the zeroth-order H∞
approximation problem for the continuous-time stochastic system (Σc) if and only if
there exists a matrix X > 0 satisfying

 XA+ATX + CTC AT1 AT0X
A1 −I 0
XA0 0 −X


 < 0,(2.36)


 XA+ATX XB AT0X

BTX −γ2I BT0 X
XA0 XB0 −X


 < 0.(2.37)

In this case, all the solutions B̂1 and D̂ to the zeroth-order H∞ approximation problem
corresponding to a feasible solution X to (2.36) and (2.37) are given by[

D̂

B̂1

]
= G1 +G2LG3,(2.38)

G1 = −Q12Q
−1
22 M

T (MQ−1
22 M

T )−1,(2.39)

G2 = (Q12Q
−1
22 Q

T
12 −Q11 −G1G

−2
3 GT1 )

1
2 ,(2.40)

G3 = (−MQ−1
22 M

T )−
1
2 ,(2.41)

Q11 =

[ −I
0

0
−I

]
, Q12 =

[
C D
A1 B1

0
0

]
,(2.42)

Q22 =


 XA+ATX XB AT0X

BTX −γ2I BT0 X
XA0 XB0 −X


 ,(2.43)

M =
[

0 −I 0
]
,(2.44)

where L is any matrix satisfying σ̄(L) < 1.
Proof. From (2.1), (2.2), and (2.10), we obtain the error system as

(Σ̃cd) : dx(t) = [Ax(t) +Bu(t)]dt+ [A0x(t) +B0u(t)]dω(t),(2.45)

ỹ(t)dt = [Cx(t) + (D − D̂)u(t)]dt+ [A1x(t) + (B1 − B̂1)u(t)]dω(t),(2.46)

where ỹ(t) is defined in (2.20). By Lemma 2.4, it is easy to see that this system is
mean-square stable and satisfies a prescribed H∞ performance level γ > 0 if and only
if there exists a matrix X > 0 such that


XA+ATX XB CT AT1 AT0X

BTX −γ2I (D − D̂)T (B1 − B̂1)
T BT0 X

C D − D̂ −I 0 0

A1 B1 − B̂1 0 −I 0
XA0 XB0 0 0 −X


 < 0.

This can be rewritten as

Ω̌c + Ψ̌cǦcΦ̌c + (Ψ̌cǦcΦ̌c)
T < 0,(2.47)

where

Ǧc =



XA+ATX XB CT AT1 AT0X
BTX −γ2I DT BT1 BT0 X
C D −I 0 0
A1 B1 0 −I 0
XA0 XB0 0 0 −X


 ,
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Ψ̌c =




0 0
0 0
I 0
0 I
0 0


 ,

Φ̌c =
[

0 −I 0 0 0
]
.

Therefore, by Lemma 2.5, we have that the necessary and sufficient condition for the
above LMI to have a solution B̂1 and D̂ is

Ψ̌⊥
c ǦcΨ̌

⊥
c
T < 0, Φ̌Tc

⊥ǦcΦ̌Tc
⊥T < 0.(2.48)

By some algebraic manipulations, the LMIs in (2.36) and (2.37) can be established
by using (2.48). Furthermore, note that

Ψ̌T
c Ψ̌c > 0, Φ̌cΨ̌

T
c Ψ̌cΦ̌

T
c > 0.

Then the parametrization in (2.38)–(2.44) of all B̂1 and D̂ that satisfy the LMI in
(2.47) can be obtained by using the results in [7] and [13] when (2.13)–(2.16) are
satisfied.

Remark 2.9. In the case when A0 = 0, A1 = 0, B0 = 0, and B1 = 0, that is,
when the stochastic system (Σc) reduces to a deterministic system, it can be easily
shown that Theorems 2.6 and 2.8 coincide with Theorems 1 and 2 in [9], respectively.
Therefore, Theorems 2.6 and 2.8 can be viewed as extensions of existing results on
H∞ model reduction from deterministic systems to stochastic systems.

3. H∞ model reduction: Discrete time. In this section, we consider the
H∞ model reduction problem for discrete-time stochastic systems. The system we
consider is described by the following model:

(Σd) : x(k + 1) = Ax(k) +Bu(k) + [A0x(k) +B0u(k)]ω(k),(3.1)

y(k) = Cx(k) +Du(k) + [A1x(k) +B1u(k)]ω(k),(3.2)

where x(k) ∈ R
n is the state, y(k) ∈ R

p is the output, u(k) ∈ R
q is the control input,

A, A0, A1, B, B0, B1, C, and D are known real constant matrices, and ω(k) is a zero-
mean real scalar process on a probability space (Ω, F , P) relative to an increasing
family (Fk)k∈N of σ-algebras Fk ⊂ F . We assume

E {ω(k)} = 0, E {ω(k)2
}

= 1,(3.3)

and ω(0), ω(1), . . . , are independent. We denote by l2[Ω, R
k) the space of square-

summable R
k-valued vector functions on the probability space (Ω, F , P), and we also

denote by le2([0,∞); Rk) the space of k-dimensional nonanticipatory square-summable
stochastic processes f(·) = (f(k))k∈N on N with respect to (Fk)k∈N satisfying

‖f‖2e2 = E
{∑
k∈N

|f(k)|2
}

=
∑
k∈N

E
{
|f(k)|2

}
<∞.

In this section we assume u(k) belongs to le2([0,∞); Rq) and is Fk−1 measurable for
all k ∈ N [6].
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Definition 3.1 (see [6]). The stochastic system (Σd) is said to be mean-square
stable if all initial states x(0), subject to u(k) = 0, yield

lim
k→∞

E |x(k)|2 = 0.

Definition 3.2 (see [6]). The system (Σd) is said to be externally stable if, for
every u(k) ∈ le2([0,∞); Rq),

y(k) ∈ le2([0,∞); Rp),

and there exists a scalar µ > 0 such that

‖y‖e2 ≤ µ ‖u‖e2 , u(k) ∈ le2([0,∞); Rq).(3.4)

Definition 3.3 (see [6]). Suppose that the system (Σd) is externally stable.
Under the zero initial condition for the system (Σd), the operator

Ld : le2([0,∞); Rq)→ le2([0,∞); Rp),

defined by

(Ldu)(k) = y(k),(3.5)

is called the perturbation operator of the system (Σd). Its norm ‖Ld‖ is defined as
the minimum µ ≥ 0 such that (3.4) holds.

Assume the system (Σd) is mean-square stable; then the H∞ model reduction
problem addressed in this section is as follows: given a scalar γ > 0, find a mean-
square stable system

(Σ̂d) : x̂(k) = Âx̂(k) + B̂u(k) + [Â0x̂(k) + B̂0u(k)]dω(k),(3.6)

ŷ(k) = Ĉx̂(k) + D̂u(k) + [Â1x̂(k) + B̂1u(k)]dω(k),(3.7)

where x̂(t) ∈ R
n̂, ŷ(t) ∈ R

p, and n̂ < n such that∥∥Ld̃∥∥ < γ,(3.8)

where Ld̃ is the perturbation operator of the resulting error system from (Σd) and

(Σ̂d) defined as

(Ld̃u)(k) = y(k)− ŷ(k).(3.9)

Similar to the continuous-time case, if n̂ = 0, then the reduced-order system (3.6)
and (3.7) becomes

ŷ(k) = D̂u(k) + B̂1u(k)ω(k).(3.10)

In this case, the model reduction problem reduces to the zeroth-order H∞ approxi-
mation problem.

The following lemma is essential in the derivation of our main results in this
section.
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Lemma 3.4. The stochastic system (Σd) is mean-square stable and ‖Ld‖ < γ if
and only if there exists a matrix P > 0 such that




−P 0 ATP AT0 P CT AT1
0 −γ2I BTP BT0 P DT BT1
PA PB −P 0 0 0
PA0 PB0 0 −P 0 0
C D 0 0 −I 0
A1 B1 0 0 0 −I



< 0.(3.11)

Proof. Following similar reasoning as in the proof of Theorem 2.5 in [6], the
desired results can be obtained.

Now we present the necessary and sufficient conditions for the solvability of the
H∞ model reduction problem for discrete stochastic systems in the following theorem.

Theorem 3.5. There exists a stochastic system with n̂th order in the form of
(3.6) and (3.7) such that the H∞ model reduction problem for the discrete stochastic
system (Σd) is solvable if and only if there exist matrices X > 0 and Y > 0 satisfying


 CTC +AT1 A1 −X ATX AT0X

XA −X 0
XA0 0 −X


 < 0,(3.12)



−Y 0 Y AT Y AT0
0 −γ2I BT BT0
AY B −Y 0
A0Y B0 0 −Y


 < 0,(3.13)

[
X I
I Y

]
≥ 0,(3.14)

and

rank

[
X I
I Y

]
≤ n+ n̂.(3.15)

In this case, all desired n̂th-order reduced systems corresponding to a feasible solution
(X, Y ) to (3.12)–(3.15) are given by



D̂ Ĉ

B̂ Â

B̂1 Â1

B̂0 Â0


 = −W−1ΨTΛΦT (ΦΛΦT )−1 +W−1S

1
2L(ΦΛΦT )−

1
2 ,(3.16)

where

S = W −ΨT
[
Λ− ΛΦT

(
ΦΛΦT

)−1
ΦΛ
]

Ψ,

Λ = (ΨW−1ΨT − Ω)−1,
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Ω =




−X −S 0 ATX ATS AT0X AT0 S CT AT1
−ST −U 0 0 0 0 0 0 0

0 0 −γ2I BTX BTS BT0 X BT0 S D BT1
XA 0 XB −X −S 0 0 0 0
STA 0 STB −ST −U 0 0 0 0
XA0 0 XB0 0 0 −X −S 0 0
STA0 0 STB0 0 0 −ST −U 0 0
C 0 DT 0 0 0 0 −I 0
A1 0 B1 0 0 0 0 0 −I



,

Ψ =




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 S 0 0 0
0 U 0 0 0
0 0 0 0 S
0 0 0 0 U
−I 0 0 0 0
0 0 −I 0 0



,

Φ =

[
0 0 I 0 0 0 0
0 I 0 0 0 0 0

]
,

and L is any matrix satisfying σ̄(L) < 1; S ∈ R
n×n̂, U ∈ R

n̂×n̂, W > 0, and U > 0
satisfy

Λ > 0, X − Y −1 = SU−1ST ≥ 0.

Proof. The error system from the systems (Σd) and (Σ̂d) is given by

(Σ̃d) : x̃(k + 1) = Ãx̃(k) + B̃u(k) + [Ã0x(k) + B̃0u(k)]ω(k),(3.17)

ỹ(k) = C̃x̃(k) + D̃u(k) + [Ã1x(k) + B̃1u(k)]ω(k),(3.18)

where

x̃(k) =
[
x(k)T x̂(k)T

]T
, ỹ(k) = y(k)− ŷ(k),(3.19)

and Ã, Ã0, Ã1, B̃, B̃0, B̃1, C̃, and D̃ are defined in (2.21)–(2.26). It follows from
Lemma 3.4 that the error system (Σ̃d) satisfies

∥∥Ld̃∥∥∞ < γ if and only if there exists
a matrix P > 0 such that



−P 0 ÃTP ÃT0 P C̃T ÃT1
0 −γ2I B̃TP B̃T0 P D̃T B̃T1
PÃ PB̃ −P 0 0 0

PÃ0 PB̃0 0 −P 0 0

C̃ D̃ 0 0 −I 0

Ã1 B̃1 0 0 0 −I



< 0.

Then, by using this inequality and following similar reasoning as in the proof of
Theorem 2.6, the desired results can be deduced.

Similar to the continuous-time case, where the zeroth-order H∞ approximation
problem is concerned, the conditions in (3.12)–(3.15) can be simplified and the sole
LMI condition can be derived, which is provided in the following theorem.
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Theorem 3.6. There exist two matrices B̂1 and D̂ solving the zeroth-order H∞
approximation problem for the discrete-time stochastic system (Σd) if and only if there
exists a matrix X > 0 satisfying


−X 0 ATX AT0X
0 −γ2I BTX BT0 X
XA XB −X 0
XA0 XB0 0 −X


 < 0,(3.20)


 CTC +AT1 A1 −X ATX AT0X

XA −X 0
XA0 0 −X


 < 0.(3.21)

In this case, all the solutions B̂1 and D̂ to the zeroth-order H∞ approximation problem
corresponding to a feasible solution X to (3.20) and (3.21) are given by

[
D̂

B̂1

]
= G1 +G2LG3,(3.22)

G1 = −Q12Q
−1
22 M

T (MQ−1
22 M

T )−1,(3.23)

G2 = (Q12Q
−1
22 Q

T
12 −Q11 −G1G

−2
3 GT1 )

1
2 ,(3.24)

G3 = (−MQ−1
22 M

T )−
1
2 ,(3.25)

Q11 =

[ −I
0

0
−I

]
, Q12 =

[
C D
A1 B1

0
0

0
0

]
,(3.26)

Q22 =



−X 0 ATX AT0X
0 −γ2I BTX BT0 X
XA XB −X 0
XA0 XB0 0 −X


 ,(3.27)

M =
[

0 −I 0 0
]
,(3.28)

where L is any matrix satisfying σ̄(L) < 1.

Proof. The proof can be carried out by using Lemma 3.4 and following a similar
argument as in the proof of Theorem 2.8 and thus is omitted.

4. An illustrative example. In this section, we present an illustrative example
to demonstrate the applicability of the proposed approach.

Consider a continuous-time stochastic system (Σc) with parameters as follows:

A =



−1.5 1 −1 1 0

1 −3.5 1 0 0.5
1 1 −2 −1 1
1 0 0.5 −2 0
−1 0 0 1 −2.6


 , A0 =




0 0.2 −0.2 0 −0.3
−1 1 0 0 1
−0.6 0.1 0 −0.5 0

1 0 −0.6 0 0
0.5 0.1 −0.5 0.3 −0.4


 ,

B =



−0.1 0 0.3
0.5 −1 0.2
0.6 1 0.5
0 1 −0.2
1 −0.2 0


 , B0 =




0 −0.1 0.1
1 0.5 0
1 −0.6 0.2

0.5 −1 0
−0.4 −0.8 0.5


 ,
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C =

[
0 −0.1 0.6 0 1
−0.5 0 0.5 −0.3 0

]
, D =

[
0 1 −1
−1 1 0

]
,

A1 =

[
0 0.3 0.1 −0.5 0
0 0.6 −0.8 0.2 −0.2

]
, B1 =

[ −1 0 −1
0 1 1

]
.

It can be shown that this continuous stochastic system is mean-square stable. The
purpose of this example is to find a first-order mean-square stable stochastic system
in the form of (2.6) and (2.7) such that the error system is mean-square stable and
(2.8) is satisfied. In this example, the H∞ performance bound γ is required to be 1.5.
By solving (2.13)–(2.16), we obtain

X =




2.1126 0.1145 −0.5027 0.4792 −0.3174
0.1145 0.3060 −0.1633 0.1056 0.1476
−0.5027 −0.1633 0.6472 −0.4421 0.2837
0.4792 0.1056 −0.4421 0.8905 −0.3450
−0.3174 0.1476 0.2837 −0.3450 0.9093


 ,

Y =




0.8436 −0.0300 0.4938 −0.1746 0.0791
−0.0300 4.9692 1.6507 −0.3162 −1.4521
0.4938 1.6507 3.2800 0.8601 −0.7925
−0.1746 −0.3162 0.8601 1.8450 0.4221
0.0791 −1.4521 −0.7925 0.4221 1.7705


 .

Then, from Theorem 2.6, we have that the H∞ model reduction problem is solvable.
It is easy to show that

X − Y −1 = diag(0.5, 0, 0, 0, 0), rank(X − Y −1) = 1.

Therefore, we can choose

S =
[

1 0 0 0 0
]T
, U = 2.

In this case, we have

ΨT =




0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0
1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 2



,

Φ =




0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0


 .

Furthermore, if we choose

L =




0.6 0 0 0
0 0.6 0 0
0 0 0.6 0
0 0 0 0.6
0 0 0 0
0 0 0 0



,
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Fig. 4.1. y1(t) (—) and y2(t) (· · ·).

W =




0.2 0 0 0 0 0
0 0.2 0 0 0 0
0 0 0.2 0 0 0
0 0 0 0.2 0 0
0 0 0 0 0.2 0
0 0 0 0 0 0.2



,

then, according to Theorem 2.6, a desired reduced model is given by



D̂ Ĉ

B̂ Â

B̂1 Â1

B̂0 Â0


 =




0.6095 1.3235 −0.8778 −0.3896
−0.6180 1.1462 −0.0091 0.4345

0.5173 0.2807 0.6798 −2.9245
−0.8248 −0.1522 −0.8731 1.1514
−0.0830 0.5068 1.0020 −0.0939

0.0033 0.1111 −0.0705 0.0377



.

That is,

dx̂(t) =
(−2.9245x̂(t) +

[
0.5173 0.2807 0.6798

]
u(t)

)
dt

+
(
0.0377x̂(t) +

[
0.0033 0.1111 −0.0705

]
u(t)

)
dω(t),

ŷ(t)dt =

([ −0.3896
0.4345

]
x̂(t) +

[
0.6095 1.3235 −0.8778
−0.6180 1.1462 −0.0091

]
u(t)

)
dt

+

([
1.1514
−0.0939

]
x̂(t) +

[ −0.8248 −0.1522 −0.8731
−0.0830 0.5068 1.0020

]
u(t)

)
dω(t).

The simulation results of the output of the original system and the error system are
given in Figures 4.1 and 4.2, respectively, where the input is specified as exp(−t)I.
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Fig. 4.2. ŷ1(t) (—) and ŷ2(t) (· · ·).

5. Conclusions. In this paper, we have studied the problems of H∞ model
reduction for both continuous-time and discrete-time stochastic systems. Necessary
and sufficient conditions for the solvability of these problems have been obtained in
terms of certain LMIs and a coupling nonconvex rank constraint set. An explicit
parametrization of all reduced-order models corresponding to feasible solutions has
been given. Results on the zeroth-order H∞ approximation have also been provided,
which involve only LMIs without any rank constraints. The results in this paper can
be viewed as extensions of existing results on H∞ model reduction from deterministic
systems to stochastic systems.
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Abstract. In this article we show exponential and polynomial decay rates for the partially
viscoelastic nonlinear wave equation subject to a nonlinear and localized frictional damping. The
equation that models this problem is given by

utt − κ0∆u+

∫ t

0

div[a(x)g(t− s)∇u(s)]ds+ f(u) + b(x)h(ut) = 0 in Ω× R
+,(0.1)

where a, b are nonnegative functions, a ∈ C1(Ω), b ∈ L∞(Ω), satisfying the assumption

a(x) + b(x) ≥ δ > 0 ∀x ∈ Ω,(0.2)

and f and h are power-like functions.
We observe that the assumption (0.2) gives us a wide assortment of possibilities from which to

choose the functions a(x) and b(x), and the most interesting case occurs when one has simultaneous
and complementary damping mechanisms. Taking this point of view into account, a distinctive
feature of our paper is exactly to consider different and localized damping mechanisms acting in the
domain but not necessarily “strategically localized dissipations” as considered in the prior literature.

Key words. stability, wave equation, frictional damping, viscoelasticity

AMS subject classifications. 35L05, 74Dxx, 93D20, 35B35, 35B40
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1. Introduction. Let Ω be an open bounded set of R
n with smooth boundary

Γ. Stability for the wave equation

utt −∆u+ b(x)h(ut) = 0 in Ω× R
+

has been studied for a long time by many authors. For example, Zuazua [15] and
Nakao [14] established the uniform decay of solutions provided the function b is posi-
tive in the whole domain. When the feedback term depends on the velocity in a linear
way, Zuazua [16] proved that the energy related to the above equation decays expo-
nentially if the damping region contains a neighborhood of the boundary Γ or at least
contains a neighborhood ω of the particular part given by {x ∈ Γ : (x−x0) ·ν(x) ≥ 0}.
In the same direction, it is important to mention the result of Bardos, Lebeau, and
Rauch [2], based on microlocal analysis, that ensures a necessary and sufficient condi-
tion to obtain exponential decay; namely, the damping region satisfies the well-known
geometric control condition. The classical example of an open subset ω verifying this
condition is when ω is a neighborhood of the boundary. Later, Nakao [12, 13] extended
the results of Zuazua [16], treating first the case of a linear degenerate equation and
then the case of a nonlinear dissipation ρ(x, ut), assuming, as usual, that the function
ρ has a polynomial growth near the origin. More recently, Martinez [8] improved the
previous results mentioned above in what concerns the linear wave equation subject
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to a nonlinear dissipation ρ(x, ut), avoiding the polynomial growth of the function
ρ(x, s) in zero. His proof is based on the piecewise multiplier technique developed
by Liu [7] combined with nonlinear integral inequalities to show that the energy of
the system decays to zero with a precise decay rate estimate if the damping region
satisfies some geometrical conditions. It is important to mention that Lasiecka and
Tataru [6] studied the nonlinear wave equation subject to a nonlinear feedback acting
on a part of the boundary of the system, and they were the first to prove that the
energy decays to zero as fast as the solution of some associated differential equation
and without assuming that the feedback has a polynomial growth in zero, although
no decay rate has been shown in the general case.

On the other hand, the uniform decay of solutions for the viscoelastic wave equa-
tion

utt −∆u+

∫ t

0

div[a(x)g(t− s)∇u(s)] ds = 0 in Ω× R
+,

was obtained by Muñoz Rivera, Barbosa Sobrinho, and Peres Salvatierra [9, 10]. Here,
they also assumed that the function a is positive in the whole domain or in ω. At this
point it is important to mention some papers in connection with viscoelastic effects;
among them are Aassila, Cavalcanti, and Soriano [1], Cavalcanti et al. [4], Dafermos
and Nohel [5], Munõz Rivera and Oquendo [11], and references therein.

The goal of the present paper is to study the wave equation with both frictional
and viscoelastic dampings, where every one of these dissipations can vanish in a part
of Ω and ω. Moreover, we investigate the influence of these dissipations on the rate of
decay of the solutions. Our results generalize substantially the results in Cavalcanti,
Domingos Cavalcanti, and Soriano [3] and complement the previous ones in the prior
literature. The equation that models this problem is given by

utt − κ0∆u+

∫ t

0

div[a(x)g(t− s)∇u(s)] ds+ f(u) + b(x)h(ut) = 0 in Ω× R
+,(1.1)

satisfying the Dirichlet boundary condition, i.e.,

u = 0 on Γ× R
+,(1.2)

and initial data

u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω.(1.3)

Here, k0 is a positive constant, the functions a, b are nonnegative, a ∈ C1(Ω), b ∈
L∞(Ω), satisfying

meas{x ∈ Γ : a(x) > 0} > 0,(1.4)

the relaxation function g : [0,∞[→ R
+ is nonincreasing and satisfies

‖a‖L∞

∫ ∞

0

g(s) ds < κ0,(1.5)

and the functions f, h : R→ R satisfy

f(s)s ≥ 0, h(s)s ≥ 0 ∀s ∈ R.
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Additionally, we suppose that f is superlinear, that is,

(ρ+ 1)F (s) ≤ f(s)s, F (z) :=

∫ z

0

f(s)ds ∀s ∈ R,

with the growth conditions

|f(x)− f(y)| ≤ C(1 + |x|ρ−1 + |y|ρ−1)|x− y| ∀x, y ∈ R,

for some C > 0 and ρ ≥ 1 such that (n− 2)ρ ≤ n.
To make our calculations more simple, we introduce the following binary opera-

tors:

(g ∗ w)(t) :=
∫ t

0

g(t− s)w(s) ds,

(g✷w)(t) :=

∫ t

0

g(t− s)|w(t)− w(s)|2 ds,

(g � w)(t) :=
∫ t

0

g(t− s)
(
w(t)− w(s)

)
ds.

Some important relations between these operators are given by the following lemma.
Lemma 1.1. For any two functions g, w ∈ C1(R) and θ ∈ [0, 1], the following

inequalities hold:

2 [g ∗ w]w′ = g′✷w − g(t)|w|2 − d

dt

{
g✷w −

(∫ t

0

g ds

)
|w|2

}
,

|(g � w)(t)|2 ≤
[∫ t

0

|g(s)|2(1−θ) ds
]
|g|2θ✷w.

Proof. Differentiating the expression

g✷h−
(∫ t

0

g ds

)
|w|2,

the first part of our conclusion follows. The second part is a consequence of Hölder’s
inequality.

The existence and regularity of solutions of (1.1)–(1.3) is given by the following
theorem.

Theorem 1.2. If (u0, u1) ∈ [H2(Ω)∩H1
0 (Ω)]×H1

0 (Ω), then there exists a unique
regular solution of (1.1)–(1.3) in the class

u ∈ L∞
loc(0,∞;H1

0 (Ω) ∩H2(Ω)), u′ ∈ L∞
loc(0,∞;H1

0 (Ω)), u
′′ ∈ L∞

loc(0,∞;L2(Ω)).

The proof of the above theorem can be easily obtained, making use, for instance,
of the Faedo–Galerkin method.

Now, if
(
u0, u1

) ∈ H1
0 (Ω)×L2(Ω) and considering standard arguments of density,

we can prove that problem (1.1)–(1.3) has a unique solution in the class

u ∈ C0
(
[0,∞);H1

0 (Ω)
) ∩ C1

(
[0,∞);L2(Ω)

)
.
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a(x) ≡ 0

b(x) ≡ 0

a(x) + b(x) ≥ δ

Fig. 1. A set Ω without geometric control condition for a(x) and b(x).

2. Exponential decay. In this section we shall prove that the solution of system
(1.1)–(1.3) decays exponentially to zero provided the relaxation function g decays
exponentially to zero and the function h is linear. In the remainder of this paper,
we denote by C a positive constant independent of the initial data (u0, u1) which
takes different values in different places. Also, we denote by Cσ a positive constant
depending on the parameter σ.

The precise assumptions on the coefficients of viscoelastic and frictional dissipa-
tions are given in what follows.

Let us assume that

a(x) + b(x) ≥ δ ∀x ∈ Ω,(2.1)

for some δ > 0.
We observe that the assumption (2.1) gives us a wide assortment of possibilities

from which to choose the functions a(x) and b(x), and the most interesting case occurs
when one has simultaneous and complementary damping mechanisms. Taking this
point of view into account, a distinctive feature of our paper is exactly to consider
different and localized damping mechanisms acting in the domain but not necessarily
“strategically localized dissipations” as considered in the prior literature (see Figure
1).

For the relaxation function g and the function h, we assume that

g′(t) ≤− c1g(t) ∀t ≥ 0,(2.2)

c2|w| ≤ |h(w)| ≤ c3|w| ∀w ∈ R,(2.3)

for some positive constants c1, c2, c3.
Additionally, we will need the technical inequalities

g′′(t) ≤ Cg(t), g′′′(t) ≥ Cg′(t) ∀t ≥ 0,(2.4)

for some C > 0. We will study the asymptotic behavior of system (1.1)–(1.3) when
the initial data, for an arbitrary positive λ, satisfy

‖u0‖2H1 + ‖u1‖2L2 ≤ λ.(2.5)

Remark 1. We would like to observe that assumption (2.5) does not imply that
we are considering small initial data since λ is arbitrary. Indeed, this hypothesis is
required because the decay is not uniform for all arbitrary initial data. In other words,
we prove that the decay is uniform for initial data taken in bounded sets.

The first order energy of system (1.1)–(1.3) is given by

E(t) :=
1

2

∫
Ω

(|ut|2 + κ(x, t)|∇u|2 + g✷∇u) dx+

∫
Ω

F (u) dx,
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where κ(x, t) := κ0 − a(x)
∫ t
0
g(s) ds. Note that, in view of (1.5), we have that

0 < κ0 − ‖a‖L∞

∫ ∞

0

g(s) ds ≤ κ(x, t) ≤ κ0 ∀(x, t) ∈ Ω× R
+
0 .

The main result of this section is given by the following theorem.
Theorem 2.1. Let us consider the assumptions (2.1)–(2.4). If (u0, u1) satisfy

(2.5), then there exists a positive constant γ such that

E(t) ≤ 4E(0)e
− γt

1+λρ−1 .

Remark 2. The hypothesis (2.2) implies that the relaxation function g decays
exponentially, that is, g(t) ≤ g(0)ec1t. Consequently we may conjecture that the
associated energy decays exponentially, where the function a(x) is, in fact, effective.
This kind of conjecture was first introduced by Muñoz Rivera, Barbosa Sobrinho, and
Peres Salvatierra [9, 10]. In these works the authors considered the case b(x) ≡ 0, while
a(x) is effective on the whole domain Ω or at least on a strategic subset ω ⊂ Ω. On
the other hand, the assumption (2.3) implies that h(v) is similar to a linear function
or, in other words, that the dissipation is almost proportional to the velocity ut. We
observe that, taking Zuazua’s work [16] into account, where a(x) ≡ 0 was considered,
the energy decays exponentially if b(x) is effective at least on a strategic region ω ⊂ Ω.
In the present work and keeping in mind that one has complementary dissipations
given by the hypothesis (2.1), the above mentioned restrictions on Ω are unnecessary
in order to obtain the exponential decay of the energy.

We shall prove Theorem 2.1 for strong solutions, that is, for solutions with initial
data (u0, u1) ∈ [H2(Ω)∩H1

0 (Ω)]×H1
0 (Ω) . Our conclusion follows by a density argu-

ment. We shall apply a piecewise multiplier method to obtain appropriate inequalities
for the strong solutions of system (1.1)–(1.3).

The dissipative property of the solutions of system (1.1)–(1.3) is given by the
following lemma.

Lemma 2.2. The first order energy satisfies the following identity:

d

dt
E(t) =

1

2

∫
Ω

a(x)
[
g′✷∇u− g(t)|∇u|2] dx− ∫

Ω

b(x)h(ut)ut dx.

Proof. Multiplying (1.1) by ut, performing an integration by parts, and using
Lemma 1.1, our conclusion follows.

Let us consider a nonnegative function ϕ ∈ C1(Ω̄), supp(ϕ) ⊂ supp(a) and such
that

ϕ(x) ≥ δ/2 if x ∈ a−1([δ/2,∞[),
ϕ(x) = 0 if x ∈ a−1([0, δ/4]).

Observe that if a(x) ≤ δ/2 for all x ∈ Ω, this implies that b(x) > δ/2 for all x ∈ Ω,
since, on the contrary, if b(x) ≤ δ/2 for some x ∈ Ω, then

a(x) + b(x) ≤ δ/2 + δ/2 = δ for some x ∈ Ω,

which contradicts the assumption (2.1), namely,

a(x) + b(x) > δ ∀x ∈ Ω.

Consequently, a(x) ≤ δ/2 for all x ∈ Ω implies that b(x) > δ/2 for all x ∈ Ω.
Therefore, we have the frictional damping acting on the whole domain Ω. Analogously,
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b(x) ≤ δ/2 for all x ∈ Ω implies that a(x) > δ/2 for all x ∈ Ω, which shows us that
the viscoelastic damping acts on the whole domain Ω. Now, when one has a(x) > δ/2
for some x ∈ Ω, and, having in mind that a is a continuous function, then, a(x) > δ/2
holds for a neighborhoodW of Ω (which can be considered the maximal one satisfying
the property a(x) > δ/2 for all x ∈ W ). This means at least that b(x) > δ/2 in
Ω\W . Of course the most interesting case occurs when one has simultaneous but
complementary damping effects.

Next, we will present two inequalities that will play an essential role when estab-
lishing the desired decay rates. First, in view of (2.1), we find that

ϕ(x) + b(x) ≥ δ

2
∀x ∈ Ω.(2.6)

Indeed, we have two cases to consider.
(i)x ∈ a−1([δ/2,+∞)). In this case, since ϕ(x) ≥ δ/2 and b(x) ≥ 0, we obtain

ϕ(x) + b(x) ≥ δ/2 ∀x ∈ Ω.

(ii) x /∈ a−1([δ/2,+∞)). We have 0 ≤ a(x) < δ/2, which implies that −a(x) >
−δ/2. From this last inequality and taking assumption (2.1) into account, we deduce

ϕ(x) + b(x) ≥ b(x) ≥ δ − a(x) > δ − δ/2 = δ/2 ∀x ∈ Ω,

which proves the inequality (2.6)
Second, from assumption (1.4) and Poincaré’s inequality, we have that

∫
Ω

(
ϕ(x) + |∇ϕ(x)|)|w|2 dx ≤ C

∫
Ω

a(x)|∇w|2 dx ∀w ∈ H1
0 (Ω),(2.7)

for some positive constant C.
Indeed, before proving the above inequality, let us remember a useful result which

is, in fact, a variant of the Poincaré inequality: Let Ω1, Ω2, and Ω be subsets of R
n

with positive measure and such that Ω1 ⊂ Ω2, Ω2 ⊂ Ω. Then, assuming that Ω is
bounded and moreover that meas (∂Ω2 ∩ ∂Ω) �= 0, we have

∫
Ω1

|ω|2 dx ≤ C

∫
Ω2

|∇ω|2 dx ∀ω ∈ H1
0 (Ω),

where C is a positive constant.
The proof of the above inequality is immediate. Indeed, it is sufficient to observe

that ω|∂Ω2∩∂Ω = 0 and meas (∂Ω2 ∩ ∂Ω) > 0.
On the other hand, from assumption (1.4) and since a is continuous, there exist

ε0 > 0 and V ⊂ Ω, a neighborhood of ∂Ω such that meas(∂V ∩ ∂Ω) > 0 and
a(x) ≥ ε0 for all x ∈ V . Setting Ω1 := supp(ϕ), Ω2 := {x ∈ Ω; a(x) > min{δ/4, ε0}}
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and considering ω ∈ H1
0 (Ω), from the above statements we deduce that

∫
Ω

(ϕ(x) + |∇ϕ(x)|) |ω|2 dx =

∫
Ω1

(ϕ(x) + |∇ϕ(x)|) |ω(x)|2

≤ max
x∈Ω

(ϕ(x) + |∇ϕ(x)|)
∫

Ω1

|ω(x)|2 dx

≤ C1 max
x∈Ω

(ϕ(x) + |∇ϕ(x)|)
∫

Ω2

|∇ω(x)|2 dx

≤ C2 max
x∈Ω

(ϕ(x) + |∇ϕ(x)|)
∫

Ω2

a(x)|∇ω(x)|2 dx

≤ C

∫
Ω

a(x)|∇ω(x)|2 dx,

which proves (2.7). Let us introduce the following functional:

R1(t) := −
∫

Ω

ϕ(x)

{
ut(g ∗ u)t + 1

2
g′′✷u− 1

2
g′(t)|u|2 − 1

2
a(x)|g ∗ ∇u|2

}
dx.

The following lemma retrieves a part of the energy.
Lemma 2.3. Given ε > 0, there exists a positive constant C such that

d

dt
R1(t) ≤ −g(0)

∫
Ω

δ

2
|ut|2 dx+ ε(1 + λρ−1)

∫
Ω

κ(x, t)|∇u|2 dx

+
C

ε

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u) dx+ C

∫
Ω

a(x)g✷∇u dx

+C

∫
Ω

b(x)
(|ut|2 + |h(ut)|2) dx

for any strong solutions of (1.1)–(1.3).
Proof. Multiplying (1.1) by ϕ(x)(g ∗ u)t, integrating by parts, and using Lemma

1.1, we obtain the following identity:

d

dt
R1(t) = −

∫
Ω

ϕ(x)

{
g(0)|ut|2 + 1

2
g′′′✷u− 1

2
g′′(t)|u|2

}
dx

+

∫
Ω

(κ(x, t)∇u+ a(x)g � ∇u) · ∇ϕ(x)(g ∗ u)t dx

+

∫
Ω

κ0∇u · [ϕ(x)(g ∗ ∇u)t] dx+

∫
Ω

[f(u) + b(x)h(ut)]ϕ(x)(g ∗ u)t dx.

Using hypothesis (2.4), inequality (2.7), the identity (g∗u)t = g(t)u−g′�u, Lemma 1.1,
and the Young inequality, we get, for η > 0,

d

dt
R1(t) ≤− g(0)

∫
Ω

ϕ(x)|ut|2 dx+ C

∫
Ω

(
a(x)g✷∇u+ b(x)|h(ut)|2

)
dx

+ η

∫
Ω

(
κ(x, t)|∇u|2 + |f(u)|2) dx+

C

η

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u) dx.(2.8)

On the other hand, from the growth conditions of function f and Sobolev imbedding,
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we obtain ∫
Ω

|f(u)|2 dx ≤ C

{∫
Ω

|u|2 dx+

∫
Ω

|u|2ρ dx
}

≤ C

{∫
Ω

|∇u|2 dx+

(∫
Ω

|∇u|2 dx
)ρ}

≤ C
(
1 + E(0)ρ−1

) ∫
Ω

|∇u|2 dx.

Substituting this inequality into (2.8) and considering (2.6), we arrive at

d

dt
R1(t) ≤ −g(0)

∫
Ω

δ

2
|ut|2 dx+ ηC

(
1 + E(0)ρ−1

) ∫
Ω

κ(x, t)|∇u|2 dx

+
C

η

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u) dx+ C

∫
Ω

a(x)g✷∇u dx

+C

∫
Ω

b(x)
(|ut|2 + |h(ut)|2) dx.

From (2.5) our conclusion follows.
Let us introduce the following functional:

R2(t) :=

∫
Ω

utu dx.

The following lemma retrieves the complementary part of the energy of that given in
the previous lemma.

Lemma 2.4. There exists a positive constant C such that

d

dt
R2(t) ≤

∫
Ω

|ut|2 dx− 1

2

∫
Ω

κ(x, t)|∇u|2 dx− (ρ+ 1)

∫
Ω

F (u) dx

+C

∫
Ω

(
a(x)g✷∇u+ b(x)|h(ut)|2

)
dx

for any strong solutions of (1.1)–(1.3).
Proof. Multiplying (1.1) by u and integrating by parts, we get

d

dt
R2(t) =

∫
Ω

|ut|2 − κ(x, t)|∇u|2 − a(x)g � ∇u · ∇u dx−
∫

Ω

[f(u) + b(x)h(ut)]u dx.

Applying Young’s inequality and using Lemma 1.1, we obtain

d

dt
R2(t) ≤

∫
Ω

|ut|2 dx− 1

2

∫
Ω

κ(x, t)|∇u|2 dx−
∫

Ω

f(u)u dx

+C

∫
Ω

(
a(x)g✷∇u+ b(x)|h(ut)|2

)
dx.

From the superlinearity of the function f , our conclusion follows.
Let us consider the following functional:

R(t) := R1(t) +
δg(0)

4
R2(t).

The following lemma summarizes the results obtained in the previous lemmas.
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Lemma 2.5. There exist positive constants k1 and C such that

d

dt
R(t) ≤ −k1E(t) + C(1 + λρ−1)

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u+ g✷∇u) dx

+C

∫
Ω

b(x)
(|ut|2 + |h(ut)|2) dx

for any strong solutions of (1.1)–(1.3).
Proof. Let us fix ε0 such that

−1

2

δg(0)

4
+ ε0(1 + λρ−1) = −1

4

δg(0)

4
.

Taking ε = ε0 in Lemma 2.3 and combining it with Lemma 2.4, we get

d

dt
R(t) ≤ −δg(0)

4

∫
Ω

(
|ut|2 + 1

4
κ(x, t)|∇u|2 + (ρ+ 1)F (u)

)
dx

+C(1 + λρ−1)

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u+ g✷∇u) dx

+C

∫
Ω

b(x)
(|ut|2 + |h(ut)|2) dx,

from which our conclusion follows.
Proof of Theorem 2.1 Using hypotheses (2.2) and (2.3) in Lemma 2.5, we get

d

dt
R(t) ≤ −k1E(t) + C(1 + λρ−1)

∫
Ω

a(x)
(
g(t)|∇u|2 − g′✷∇u) dx(2.9)

+C

∫
Ω

b(x)h(ut)ut dx.(2.10)

Let N be a positive constant, and let us introduce the Lyapunov functional

F (t) := N(1 + λρ−1)E(t) +R(t).

It is easy to verify that, for N large, we get

N

2
(1 + λρ−1)E(t) ≤ F (t) ≤ 2N(1 + λρ−1)E(t) ∀t ≥ 0.(2.11)

From Lemma 2.2, inequality (2.10), and taking N large, we obtain

d

dt
F (t) ≤ −k1E(t),

from which follows, in view of inequality (2.11), that

d

dt
F (t) ≤ − k1

2N(1 + λρ−1)
F (t).

This inequality implies that

F (t) ≤ F (0)e
− k1t

2N(1+λρ−1) ,

and in view of inequality (2.11), we conclude that

E(t) ≤ 4E(0)e
− k1t

2N(1+λρ−1) .

Hence the proof is complete.
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3. Polynomial decay. Here our attention will be focused on the uniform rate
of decay when the function g(t) is polynomially decreasing as (1+t)−p or the function
h(w) is nonlinear of the type |w|1+ 1

q on a neighborhood of zero. In this case, we will
show that the solution decays polynomially.

The hypotheses we will use in this section for the functions g and h are

g′(t) ≤ −c1g1+ 1
p (t) ∀t ≥ 0,(3.1)

c2|w| ≤ |h(w)| ≤ c3|w| for |w| > 1,

c4|w|1+ 1
q ≤ |h(w)| ≤ c5|w|

q
q+1 for |w| ≤ 1,

(3.2)

where p > 2, q > 1/2, and c1, . . . , c5 are positive.
We summarize the main result of this section in the following theorem.
Theorem 3.1. Let us consider the assumptions (2.1), (2.4), (3.1)–(3.2). If

(u0, u1) satisfy (2.5), then there exists a positive constant M = M(λ) such that

E(t) ≤ M

(1 + t)r

for r = min{p, 2q}.
Remark 3. The above theorem states that the decay rate of the energy is driven

by the weakest dissipation, that is, the slowest one. When b(x) ≡ 0 and assuming
that a(x) ≥ δ > 0 for all x ∈ Ω (that is, the viscoelastic dissipation acts on the
whole domain Ω), and g(t) = 1

(1+t)p , Muñoz Rivera [9] proved that the energy decays

with the same rate, namely, E(t) ≤ C
(1+t)p . On the other hand, if a(x) ≡ 0 and

h(w) = |w| 1qw, where b(x) is effective at least on a strategic part ω ⊂ Ω ⊂ R
2, Nakao

[12] showed that the energy decays with the following rate: E(t) ≤ C
(1+t)2q . In the

present manuscript and taking into consideration that a(x) e b(x) are complementary,
it is expected that the energy decays at least according to the weakest (slowest)
dissipation, or, in other words, E(t) ≤ C

(1+t)r com r = min{p, 2q}.
We start by stating some technical lemmas.
Lemma 3.2. Suppose that g ∈ C([0,∞[), w ∈ L1

loc(0,∞), and 0 ≤ θ ≤ 1; then we
have that∫ t

0

|g(τ)w(τ)| dτ ≤
{∫ t

0

|g(τ)|1−θ|w(τ)| dτ
} 1
σ+1

{∫ t

0

|g(τ)|1+ θ
σ |w(τ)| dτ

} σ
σ+1

.

Proof. For any fixed t we have∫ t

0

|g(τ)w(τ)| dτ =

∫ t

0

|g(τ)| 1−θσ+1 |w(τ)| 1
σ+1︸ ︷︷ ︸

:=w1

|g(τ)|1− 1−θ
σ+1 |w(τ)| σσ+1︸ ︷︷ ︸
:=w2

dτ.

Note that w1 ∈ Lsloc(0,∞), w2 ∈ Ls
′
loc(0,∞), where s = σ + 1 and s′ = σ+1

σ . Using
Hölder’s inequality, we get

∫ t

0

|g(τ)w(τ)| dτ ≤
{∫ t

0

|g(τ)|1−θ|w(τ)| dτ
} 1
σ+1

{∫ t

0

|g(τ)|1+ θ
σ |w(τ)| dτ

} σ
σ+1

.

This completes the proof.
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Lemma 3.3. Let us suppose that v ∈ L∞(0, T ;H1(Ω)) and g is a continuous
function. Then, there exists C > 0 such that

∫
Ω

a(x)g✷∇v dx ≤ C

{∫ t

0

‖v(τ)‖2H1 dτ + t‖v(t)‖2H1

} 1
p+1
{∫

Ω

a(x)g1+ 1
p✷∇v dx

} p
p+1

.

Moreover, if there exists 0 < θ < 1 such that
∫∞
0

g1−θ(s) ds <∞ , then we have∫
Ω

a(x)g✷∇v dx

≤ C

{(∫ ∞

0

g1−θ dτ
)
‖v‖2L∞(0,T ;H1(Ω))

} 1
θp+1

{∫
Ω

a(x)g1+ 1
p✷∇v dx

} θp
θp+1

.

Proof. From the hypothesis on v and Lemma 3.2, we get∫
Ω

a(x)g✷∇v dx

=

∫
Ω

∫ t

0

g(t− τ) a(x)|∇v(t)−∇v(τ)|2︸ ︷︷ ︸
=w(τ)

dτ dx

≤
{∫

Ω

∫ t

0

g1−θ(t− τ)w(τ)dτ dx

} 1
θp+1

{∫
Ω

∫ t

0

g1+ 1
p (t− τ)w(τ)dτ dx

} θp
θp+1

≤
{∫

Ω

a(x)g1−θ✷∇v dx
} 1
θp+1

{∫
Ω

a(x)g1+ 1
p✷∇v dx

} θp
θp+1

.(3.3)

Now, for 0 < θ < 1, we have∫
Ω

a(x)g1−θ✷∇v dx =

∫ t

0

g1−θ(t− τ)

∫
Ω

a(x)|∇v(t)−∇v(τ)|2 dxdτ

≤ C

(∫ t

0

g1−θ(τ) dτ
)
‖v‖2L∞(0,T ;L2(Γ2))

,

from which the second inequality of this lemma follows. When θ = 1, we get∫
Ω

a(x)1✷∇v dx =

∫ t

0

∫
Ω

a(x)|∇v(t)−∇v(τ)|2 dx dτ

≤ C

{
t

∫
Ω

|∇v(t)|2 dx+

∫ t

0

∫
Ω

|∇v(τ)|2 dx dτ
}
.

Substitution of this inequality into (3.3) yields the first inequality. The proof is now
complete.

Proof of Theorem 3.1 We shall use some estimates of the previous section which
do not depend on the behavior of the functions g and h. First, we will estimate the
term

∫
Ω
b(x)

(|ut|2 + |h(ut)|2) dx. Let us consider the following decomposition of Ω:

Ω+ := {x ∈ Ω : |ut(x)| > 1} and Ω− := {x ∈ Ω : |ut(x)| ≤ 1}.
From the first hypothesis of (3.2), we get∫

Ω+

b(x)
(|ut|2 + |h(ut)|2) dx ≤ C

∫
Ω

b(x)h(ut)ut dx(3.4)
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for some C > 0. On the other hand, the second part of the hypothesis (3.2) implies
that

|ut|2 ≤ C[h(ut)ut]
2q

2q+1 , |h(ut)|2 ≤ C[h(ut)ut]
2q

2q+1

for any x ∈ Ω−. Moreover, using Holder’s inequality, we have that

∫
Ω−

b(x)[h(ut)ut]
2q

2q+1 dx ≤ C

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

.

Therefore, these two last inequalities imply that

∫
Ω−

b(x)
(|ut|2 + |h(ut)|2) dx ≤ C

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

.(3.5)

Finally, from inequalities (3.4) and (3.5), we conclude that

∫
Ω

b(x)
(|ut|2 + |h(ut)|2) dx

=

∫
Ω+

b(x)
(|ut|2 + |h(ut)|2) dx+

∫
Ω−

b(x)
(|ut|2 + |h(ut)|2) dx

≤ C

{∫
Ω

b(x)h(ut)ut dx+

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

}
.(3.6)

Next, we will estimate the term
∫
Ω
a(x)g✷∇u dx. From hypothesis (3.1), it is easy

to verify that g(t) ≤ C(1 + t)−p for some C > 0. Let us fix θ = 1/2, and then
(1− θ)p > 1, from which follows that

∫ ∞

0

g1−θ(s) ds ≤ C

∫ ∞

0

1

(1 + s)(1−θ)p
ds <∞.

Using this estimate in the second part of Lemma 3.3, we get

∫
Ω

a(x)g✷∇u dx ≤ CE(0)
1

θp+1

(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

.(3.7)

Substituting (3.6) and (3.7) into Lemma 2.5, we arrive at

d

dt
R(t) ≤ −k1E(t) + Cλ

∫
Ω

[
a(x)

(
g(t)|∇u|2 − g′✷∇u)+ b(x)h(ut)ut

]
dx

+Cλ

{(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

+

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

}
.

Let us take r := min{θp, 2q}. Since R(t) ≤ CE(t) for some C > 0, the above
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inequality implies that

d

dt
[E

1
rR](t) =

1

r
R(t)E

1
r−1(t)

d

dt
E(t) + E

1
r (t)

d

dt
R(t)

≤− CE
1
r (t)

d

dt
E(t) + E

1
r (t)

d

dt
R(t)

≤− k2
d

dt
E1+ 1

r (t)− k1E
1+ 1

r (t)

+ CλE
1
r (0)

∫
Ω

[
a(x)

(
g(t)|∇u|2 − g′✷∇u)+ b(x)h(ut)ut

]
dx

+ CλE
1
r (t)

{(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

+

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

}
(3.8)

for some positive constant k2. Now, we will estimate the two last terms of the above
inequality. Since

E
1
r (t)

(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

≤E θp−r
r(θp+1) (0)E

r+1
r(θp+1) (t)

(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

,

applying Young’s inequality yields, for ε > 0,

E
1
r (t)

(∫
Ω

a(x)g1+ 1
p✷∇u dx

) θp
θp+1

≤ εE
r+1
r (t) + CεE

θp−r
rθp (0)

∫
Ω

a(x)g1+ 1
p✷∇u dx.

(3.9)

Similarly, we have the following estimate:

E
1
r (t)

(∫
Ω

b(x)h(ut)ut dx

) 2q
2q+1

≤ εE
r+1
r (t) + CεE

2q−r
r(2q) (0)

∫
Ω

b(x)h(ut)ut dx.(3.10)

Substituting (3.9) and (3.10) into (3.8) and taking ε small, we arrive at

d

dt
[E

1
r (R+ k2E)](t) ≤ −k1

2
E1+ 1

r (t)

+ Cλ

∫
Ω

[
a(x)

(
g(t)|∇u|2 − g′✷∇u)+ b(x)h(ut)ut

]
dx.(3.11)

Let N be a positive constant, and let us introduce the Lyapunov functional

F (t) := NE(t) + E
1
r (t)

(
R(t) + k2E(t)

)
.

It is easy to verify that, for N large, we have

N

2
E(t) ≤ F (t) ≤ 2NE(t) ∀t ≥ 0.(3.12)

From Lemma 2.2 and inequality (3.11), we get, for N = N(λ) large,

d

dt
F (t) ≤ −k1

2
E1+ 1

r (t),

from which follows, in view of (3.12), that

d

dt
F (t) ≤ −k3F

1+ 1
r (t)(3.13)
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for some k3 = k3(λ) > 0. Hence we obtain

F (t) ≤ Cλ
(1 + t)r

and consequently E(t) ≤ Cλ
(1 + t)r

.

Since p > 2, θ = 1/2, and q > 1/2, we have that r > 1. Therefore,∫ ∞

0

‖u(τ)‖2H1 dτ + t‖u(t)‖2H1 ≤ C

{∫ ∞

0

E(τ) dτ + tE(t)

}
<∞.

From the first part of Lemma 3.3, we get the following estimate:

∫
Ω

a(x)g✷∇u dx ≤ Cλ

(∫
Ω

a(x)g1+ 1
p✷∇u dx

) p
p+1

.

Using this inequality instead of (3.7) and repeating the same calculations and changing
θp to p, we conclude that

E(t) ≤ Cλ
(1 + t)r

for r := min{p, 2q}. This completes the proof.
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Abstract. In this paper, we continue the construction of the time-optimal control problems
classification for nonlinear affine analytic systems in a neighborhood of the equilibrium. The moment
approach is the basis of this investigation. All possible asymptotics for solutions of the nonlinear
time-optimal control problems are described in terms of special right ideals in the algebra of nonlinear
power moments. We demonstrate the possible asymptotic behavior of the time-optimal control for
a certain class of essentially nonlinear three-dimensional systems.

Key words. nonlinear time-optimal control problem, nonlinear power moment min-problem,
algebra of nonlinear power moments
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1. Introduction. One of the most powerful tools in nonlinear control theory is
the representation of nonlinear control systems in the form of the series of Volterra
type [4]. This approach gives the proper language for the analysis of mappability and
approximation of nonlinear systems. Such problems are studied in many remarkable
works. In addition, the study of the problem of realizability of the series as certain
systems became a special area where control systems are treated as abstract algebraic
structures.

It turns out that the series method may be useful in the analysis of specific
problems of optimal control theory such as the time-optimal problem.

In this paper, we consider the problem of time-optimal control to the equilibrium
for the nonlinear affine control system given in the form (2.1). Applying the series
method for the system (2.1), we get the formula which expresses each initial point x0

via the control u(t), steering this point to the equilibrium in terms of the series of
nonlinear power moments (Theorem 2.1). As a result, the steering problem is reduced
to the nonlinear power moment problem. We note that such a reduction is generally
accepted for linear systems.

One can see that, like in the linear case, in steering to the equilibrium the
(nonautonomous) system corresponding to the nonlinear power moment problem is
not uniquely defined.

From the technique viewpoint, the representation given in Theorem 2.1 can be
obtained by certain transformations of the Fliess formula for a trajectory of the system
[9]. However, from the algebraic point of view, the series of nonlinear power moments
turns out to be essentially different. Thus in [25] we show that the structure of the
algebra of nonlinear power moments differs from the Fliess one.
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†Instytut Matematyki, Uniwersytet Szczeciński, ul. Wielkopolska 15, 70-451, Szczecin, Poland

(sklar@sus.univ.szczecin.pl, sklyar@univer.kharkov.ua).
‡Department of Differential Equations and Control, Kharkov National University, Svoboda sqr., 4,

61077, Kharkov, Ukraine (bob@online.kharkiv.com).

1325



1326 G. M. SKLYAR AND S. YU. IGNATOVICH

Extending the approach proposed for the linear time optimality [15], we consider
the nonlinear time-optimal control problem in terms of the Markov moment min-
problem (Definition 2.2).

In [16, 17, 18], the technique of the moment theory was developed and applied
to obtain the exact solutions of several special linear time-optimal control problems.
Further, in [23], the time-optimal control problem for arbitrary linear systems with
real analytic coefficients was considered, and the possible asymptotic behavior of its
solution in a neighborhood of the equilibrium was completely described. In analyzing
the case of affine nonlinear systems [24], the conditions under which the nonlinear
time-optimal control problem is equivalent to a linear one in the sense of asymptotic
behavior of their solutions were given.

In the present paper, the asymptotic approximation of time-optimal control prob-
lems in a neighborhood of the equilibrium for arbitrary affine nonlinear control sys-
tems is studied (Definition 2.3).

The question of approximation of nonlinear systems has been of interest for the
last three decades. In this context, the problem of approximation can be regarded
as follows: for the given control system, construct a new system having the simpler
structure and preserving certain properties of the initial system [19, 10]. In a number
of works, the set of vector fields corresponding to a control system is approximated by
the set of vector fields whose Lie algebra is nilpotent [11]. The construction is applied
first to the problems of controllability [26, 2] and stabilization [12]. On the other hand,
in [6], the method of lifting the system to a greater dimension space is proposed, and
the approximating system is constructed as the realization of a truncated Volterra
series of the system. In the present paper, we suggest another approach to the problem
of approximation of the nonlinear systems—namely, an approximation in the sense
of time optimality. More specifically, we say that a certain system approximates the
given one in the sense of time optimality in a neighborhood of the equilibrium if the
asymptotic behavior of the solutions of the time-optimal control problems for these
two systems is the same.

The paper is organized as follows. Background and the main results are given
in section 2. The first step in our consideration is the representation of the series of
nonlinear power moments in a canonical form with homogeneous principal part. The
main result concerning the approximation is given in Theorem 2.4. We prove that the
asymptotic behavior of the solution of the moment min-problem is preserved when the
series of nonlinear power moments is substituted by its principal part. The proof of
the theorem is given in section 3. Theorem 2.6 is the main result on the classification
of the canonical forms. In this theorem, feasible principal parts of series of nonlinear
power moments are given, and the corresponding approximating nonlinear control
systems are constructed. The method of the series transformation to the canonical
form given in Theorem 2.6 is based on the study of the properties of the algebra of
nonlinear power moments and is given in section 4. The essential point of this method
is Theorem 4.5, which develops the result obtained by Ree [22] (see our Theorem 2.5).
Section 5 contains the proof of Theorem 2.6.

In section 6, we construct the series of nonlinear power moments and the canon-
ical form for the system of the Euler equations for a spacecraft. In section 7, we
analyze carefully the problem of time-optimal control to the origin for the following
two systems:

(A) ẋ1 = u, ẋ2 =
1

2
x2

1,
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(B) ẋ1 = u, ẋ2 = x1, ẋ3 =
1

2
x2

1.

It turns out that in case (B) the optimal control is not the bang-bang. However,
we show that for these two systems all conditions of Theorem 2.6 are satisfied, and,
therefore, they approximate certain classes of nonlinear systems in the sense of time
optimality. We also give a simulation of the time-optimal control.

2. Background and the main results. We consider the class U of the affine
control systems of the form

ẋ = a(t, x) + ub(t, x), a(t, 0) ≡ 0, |u(t)| ≤ 1 a.e.,(2.1)

where a(t, x), b(t, x) are real analytic vector functions defined on some neighborhood
of the origin of R

n+1. Further, we denote the system (2.1) by {a, b}.
2.1. Series of nonlinear power moments. For a sufficiently small θ > 0, the

system (2.1) naturally generates the mapping Sa,b : (θ, u)→ x0, where |u(t)| ≤ 1 a.e.
for t ∈ [0, θ] and x0 = x(0) is the initial point transferred to the origin by the control
u(t) in time θ by virtue of the system (2.1). The basic point for our consideration is
the following representation of Sa,b which can be obtained by transforming the Fliess
formula [9].

Theorem 2.1. Assume that the functions a(t, x), b(t, x) are analytic on some
neighborhood of the origin of R

n+1. Then there exists T0 > 0 such that for any
θ ∈ (0, T0) the operator Sa,b(θ, ·) admits the representation in the form of a series of
nonlinear power moments,

Sa,b(θ, u) =

∞∑
m=1

∑
m1+···+mk+k=m

k≥1,mj≥0

vm1...mkξm1...mk(θ, u),(2.2)

where ξm1...mk(θ, u) are nonlinear power moments of the function u(t) of the form

ξm1...mk(θ, u) =

∫ θ

0

∫ τ1

0

· · ·
∫ τk−1

0

τm1
1 τm2

2 · · · τmkk

k∏
j=1

u(τj) dτk · · · dτ2dτ1,(2.3)

and vm1...mk are constant vector coefficients defined as follows. Let Ra, Rb be the
operators acting by the rule

Rad(t, x) = dt(t, x) + dx(t, x) · a(t, x), Rbd(t, x) = dx(t, x) · b(t, x)

for any vector function d(t, x) analytic on some neighborhood of the origin of R
n+1

and

adm+1
Ra

Rb = [Ra, ad
m
RaRb], m ≥ 0; ad0

RaRb = Rb,

where [·, ·] is the operator commutator. Then

vm1...mk =
(−1)k

m1! · · ·mk!
adm1

Ra
Rb ◦ adm2

Ra
Rb ◦ · · · ◦ admkRaRbE(x) ∣∣∣ t=0

x=0

,(2.4)

where E(x) ≡ x. Moreover, there exists a constant C0 > 0 such that for any θ ∈ (0, T0)
and any u(t) such that |u(t)| ≤ 1 a.e., t ∈ [0, θ], the following estimate holds:

∞∑
m=1

∥∥∥∥∥
∑

m1+···+mk+k=m

k≥1,mj≥0

vm1...mkξm1...mk(θ, u)

∥∥∥∥∥ ≤ C0.(2.5)
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Further, under Sa,b, we mean the series in the right-hand side of (2.2).
Throughout the paper, we refer to the number m = m1 + · · · + mk + k as the

order of the nonlinear power moment ξm1...mk . Thus the method of summation of the
series Sa,b corresponds to the order of its terms.

2.2. Nonlinear Markov moment min-problem. Following the approach first
proposed for the linear case in [15], we reformulate the time-optimal control problem
for the system {a, b} as the nonlinear Markov moment min-problem for the series Sa,b.

Definition 2.2. The nonlinear Markov moment min-problem for the series Sa,b
of the form (2.2) is as follows: for a given vector s ∈ R

n find (if possible) the smallest
interval [0, θs] such that the set Ua,b

s (θs) of functions ũ(t), |ũ(t)| ≤ 1, t ∈ [0, θs],
satisfying for θ = θs the moment equalities

s = Sa,b(θ, ũ)(2.6)

is nonempty.
Further on, we identify the time-optimal control problem for the system {a, b}

and the Markov moment min-problem for the series Sa,b.
Note that for any {a, b} ∈ U and any analytic transformation F of a neighborhood

of the origin in R
n, F (0) = 0, there exists the number T1 such that for θ ∈ (0, T1) the

mapping S̃(θ, ·) = F (Sa,b(θ, ·)) is expanded in the series of nonlinear power moments
that represents the system

ż = ã(t, z) + b̃(t, z)u, where z = F (x),(2.7)

i.e., S̃ = S
ã,̃b

. Thus the representation of the time-optimal control problem in the

form of the nonlinear moment min-problem allows us to consider transformations of
the series instead of changes of variables in the system.

2.3. Approximation in the sense of time optimality. Developing the ap-
proach of [23, 24], we adopt the following definition.

Definition 2.3. Consider two systems {a, b}, {a∗, b∗} ∈ U , and suppose there
exists such an open domain Ω ⊂ R

n\{0}, 0 ∈ Ω, that for any x0 ∈ Ω there exists
the unique solution (θ∗x0

, u∗
x0

(t)) of the time-optimal control problem for the system
{a∗, b∗}. Denote by Ua,b

s (θ) the set of all admissible controls which transfer the point
s to the origin by virtue of the system {a, b} in time θ, and denote by θs the optimal
time for the system {a, b}, i.e., θs = min{θ : Ua,b

s (θ) �= ∅}.
We say that the nonlinear time-optimal control problem for the system {a∗, b∗}

approximates the time-optimal control problem for the system {a, b} (in the domain
Ω) if there exist a nonsingular transformation Φ of a neighborhood of the origin of

R
n, Φ(0) = 0, and a set of pairs (θ̃s, ũs(t)), s ∈ Ω, such that ũs(t) ∈ Ua,b

Φ(s)(θ̃s) and

θΦ(s)

θ∗s
→ 1,

θ̃s
θ∗s
→ 1,(2.8)

1

θ

∫ θ

0

|u∗
s(t)− ũs(t)|dt→ 0 as s→ 0, s ∈ Ω,(2.9)

where θ = min{θ̃s, θ∗s}.
The first main result of the paper is the following theorem on approximation of

time-optimal control problems.
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Theorem 2.4 (on approximation). Let a transformation F reduce the series Sa,b
of the form (2.2) representing a system {a, b} ∈ U to the form

S
ã,̃b

= F (Sa,b) = Ξ + ρ,(2.10)

such that the qth component Ξq of Ξ contains nonlinear power moments of order
rq only, and the qth component ρq of ρ contains moments of order greater than rq,
q = 1, . . . , n. Let Ω ⊂ R

n, 0 ∈ Ω, be an open domain such that
(i) the moment min-problem

s = Ξ(θ, u)(2.11)

has the unique solution (θ∗s , u
∗
s(t)) for any s ∈ Ω;

(ii) the function θ∗s is continuous at any s ∈ Ω;
(iii) for the set K = {u∗

s(tθ
∗
s), t ∈ [0, 1] : s ∈ Ω}, the following condition (C)

holds:

(C)
in considering K as a set in the space L2[0, 1], the weak convergence of a
sequence of elements from K implies the strong convergence.

Then there exists such a set {Ω(δ)}δ>0 of embedded domains (Ω(δ1) ⊂ Ω(δ2) for
δ1 > δ2) that the moment min-problem (2.11) approximates the time-optimal control
problem for the system {a, b} in any domain Ω(δ) (with Φ = F−1) and ∪δ>0Ω(δ) = Ω.

In other words, if after a certain transformation of the series (what is equivalent
to the change of variables in the control system) it turns out that the moment min-
problem for the principal part Ξ (with homogeneous components) satisfies conditions
(i)–(iii), then the solution of this homogeneous moment min-problem asymptotically
approximates the solution of the initial time-optimal control problem.

The proof of this theorem can be found in section 3.

2.4. Algebra of nonlinear power moments. The statement of Theorem 2.4
leads us to the problem of description of all possible principal parts Ξ in the canonical
form (2.10). To this end, we propose the following algebraic approach. Consider the
linear span A of all nonlinear power moments ξm1...mk over R as the free algebra with
the basis

{ξm1...mk : k ≥ 1, m1, . . . ,mk ≥ 0}(2.12)

and the multiplication of the form

ξm1...mkξn1...ns = ξm1...mkn1...ns .

Consider also the Lie algebra L over R generated by the elements {ξm}∞m=0 with the
commutation [ 1,  2] =  1 2 −  2 1,  1,  2 ∈ L.

We introduce the inner product in A considering the basis (2.12) as the orthonor-
mal one. Given a subspace P ⊂ A, by P⊥ we denote its orthogonal complement,
P⊥ = {a ∈ A : (a, y) = 0 for all y ∈ P}.

Introduce further the graded structure in the algebra A putting the order of basis
elements by the formula

ord(ξm1...mk) = m1 + · · ·+ mk + k.

We say that the element x ∈ A has an order iff x is a linear combination of basis
elements of the same order. We write ord(x) = m iff x is a linear combination of
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basis elements of order m. Obviously, the subspaces Am = {x ∈ A : ord(x) = m} are
finite-dimensional and orthogonal to each other.

The main tool of our further construction is the operation of the shuffle product
[22, 1, 5, 13] given in A by the following recursion formula:

ξm ∗ ξn = ξmn + ξnm,

ξm1...mk ∗ ξn = (ξm1...mk−1
∗ ξn)ξmk + ξm1...mkξn,

ξm1...mk ∗ ξn1...ns = (ξm1...mk−1
∗ ξn1...ns)ξmk + (ξm1...mk ∗ ξn1...ns−1

)ξns .

(2.13)

For a given P ⊂ A, we denote P sh = Lin{a1 ∗ · · · ∗ an : n ≥ 2, a1, . . . , an ∈ P}.
The shuffle product operation is associative and commutative; if ξm1...mk are

considered as the nonlinear power moments (2.3), then the shuffle product corresponds
to the “usual” product of moments (i.e., integrals) as functionals of u.

The connection among the Lie algebra, the shuffle product operation, and the
inner product of A is described by the remarkable theorem given by Ree, which is
reformulated under the introduced notation as follows.

Theorem 2.5 (See Ree [22, Theorem 2.2]). The Lie algebra L allows the repre-
sentation

L = (A ∗ A)⊥,

where A ∗ A = Lin {a1 ∗ a2 : a1, a2 ∈ A}.
2.5. The structure of the right ideal induced by the system in the

algebra and canonical forms classification. We consider now the system {a, b} ∈
U . The series Sa,b (of the form (2.2)) naturally defines the linear mapping v : A → R

n

by the rule v(ξm1...mk) = vm1...mk . We note that under this definition each element
of the Lie algebra L is mapped to the vector field from the Lie algebra generated
by the sequence of operators admRaRb, m ≥ 0, applied to E(x) ≡ x and evaluated

at the point t = 0, x = 0. Namely, denote R = (−1)k

m1!...mk!
[adm1

Ra
Rb, · · · [admk−1

Ra
Rb,

admkRaRb] · · ·]. Then v([ξm1
, · · · [ξmk−1

, ξmk ] · · ·]) = RE(x)
∣∣
t=0
x=0

. In addition, Rd(t, x) =

dx(t, x) ·RE(x) for any analytic vector function d(t, x). This results for any  ∈ L in
the condition

v( ξm1...mk) =
(−1)k

m1! . . .mk!
(adm1

Ra
Rb ◦ · · · ◦ admkRaRbE(x))′x

∣∣∣ t=0
x=0

v( ),(2.14)

which gives the certain relations between coefficients vm1...mk of the series Sa,b. So,
if v( ) = 0, then v( z) = 0 for any element z ∈ A. This observation leads us to the
following concept of the right ideal Ja,b generated by the system.

Further, throughout the paper, we assume the system {a, b} to be n-dimensional,
i.e., dim v(L) = n. For a given n-dimensional system {a, b}, consider the sequence
of subspaces Dr

a,b = v(L ∩ (A1 + · · · + Ar)) ⊂ R
n, denote dr = dimDr

a,b, r ≥ 1,
and put ra,b = min{r : dr = n}. For any 1 ≤ r ≤ ra,b there exist exactly cr =
dim(L∩Ar)− (dr−dr−1) linearly independent elements pri ∈ L∩Ar, 1 ≤ i ≤ cr, such
that v(pri ) ∈ Dr−1

a,b . (We assume D0
a,b = {0}, d0 = 0.) We define the right ideal as

Ja,b = J = Lin {prix, 1 ≤ i ≤ cr, 1 ≤ r ≤ ra,b, x ∈ A+ R}.
If c1 = · · · = cra,b = 0, then we assume J = Ja,b = {0}.
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Thus (2.14) implies the following property of elements of the ideal J = Ja,b:

if z ∈ J ∩ Am, then v(z) ∈ v(A1 + · · ·+Am−1).(2.15)

We note also that if a nonsingular transformation reduces the system {a, b} to
the system {a′, b′}, then Ja,b = Ja′,b′ .

Further on, the “tilde” symbol means the projection on J⊥; i.e., x̃ and L̃ denote
the projections of the element x and the Lie algebra L on J⊥, respectively. We see
that dim(

∑ra,b
r=1(L̃ ∩ Ar)) =

∑ra,b
r=1(dim(L ∩ Ar)− dim(J ∩ L ∩ Ar)) = dra,b = n.

On the other hand, we consider any r0 ≥ 1 and an arbitrary sequence of subspaces
M = {Mr}r0r=1, Mr ⊂ L∩Ar, such that

∑r0
r=1(dim(L∩Ar)−dim(JM ∩L∩Ar)) = n,

where JM = Lin{px : p ∈ ∑r0
r=1 Mr, x ∈ A + R}. We denote by J the family of all

such right ideals JM . Obviously, the right ideal J = Ja,b corresponding to the system
{a, b} ∈ U belongs to J .

The second main result of the present paper is the following theorem, which
describes all possible canonical forms of the series of nonlinear power moments.

Theorem 2.6 (on classification of canonical forms).

(i) Let {a, b} ∈ U be n-dimensional, and let  ̃1, . . . ,  ̃n be a basis Lof
∑ra,b
r=1(L̃∩

Ar) such that ord( ̃i) ≤ ord( ̃j) as i < j. Then there exists a nonsingular analytic
transformation F of a neighborhood of the origin which reduces Sa,b to the canonical
form

F (Sa,b) =


  ̃1

. . .

 ̃n


+ ρ,(2.16)

where the components of ρ equal

ρq =

∞∑
m=ord(�̃q)+1

∑
m1+···+mk+k=m

k≥1,mj≥0

µq,m1...mkξm1...mk , µq,m1...mk ∈ R,(2.17)

and |ρq(θ, u)| ≤ Cθord(�̃q)+1 as |u(t)| ≤ 1 a.e., t ∈ [0, θ], q = 1, . . . , n.
(ii) Let J = JM ∈ J . Then there exists a (homogeneous) system {a∗, b∗} ∈ U

such that J = Ja∗,b∗ and, moreover,

Sa∗,b∗ =


  ̃1
· · ·
 ̃n


 ,

where  ̃1, . . . ,  ̃n is a basis of
∑r0
r=1(L̃ ∩ Ar).

One can find the proof of this theorem in section 5. It is based on the properties
of the algebra of nonlinear power moments discussed in section 4.

Corollary 2.7. For any n-dimensional system {a, b} ∈ U there exists a homo-
geneous system {a∗, b∗} ∈ U (canonical approximation) whose series coincides with
the principal part of the canonical form of {a, b}.

Corollary 2.8. Two n-dimensional systems {a, b}, {ã, b̃} ∈ U have the same
canonical approximation iff Ja,b = J

ã,̃b
.

Corollary 2.9. The set of all possible principal parts of series of nonlinear
power moments representing systems from U (up to changes of variables) is in one-
to-one correspondence with the family of right ideals J .
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3. Proof of Theorem 2.4. Consider moment min-problem (2.11), and intro-
duce the operator Hε(x) = (εr1x1, . . . , ε

rnxn). Obviously, if (θ∗s , u
∗
s(t)) is the solution

of this problem for the point s ∈ Ω, then (εθ∗s , u
∗
s(t/ε)) is the solution of (2.11) for the

point Hε(s). Denote ω = {Ξ(1, u∗
s(tθ

∗
s)) : s ∈ Ω}. Then conditions (i)–(iii) hold in the

set ∪ε>0Hε(ω). Hence, without loss of generality, we assume Ω = ∪ε>0Hε(ω). Now
introduce ω(δ) = {s ∈ ω : s + Uδ ⊂ Ω}, where Uδ = {x : |xk| ≤ δ, k = 1, . . . , n} and

Ω(δ) = ∪ε>0Hε(ω(δ)). Then ∪ε>0Hε(ω(δ) + Uδ/2) ⊂ ∪ε≥0Hε(ω(δ) + Uδ/2) = Ω̂ ⊂
Ω ∪ {0}, where Ω̂ is closed.

We put Φ = F−1. Then the set of solutions (θΦ(s), u(t)) : u(t) ∈ Ua,b
Φ(s)(θΦ(s)) of

the time-optimal problem for the system {a, b} coincides with the set of solutions of
the moment min-problem s = Ξ(θ, u) + ρ(θ, u). Following [15], [24], we introduce the
operator D : Ω → (R, L2[0,∞)) which associates the pair (θ∗x, u

∗
x(t)) with the point

x ∈ Ω and consider the operator Gs(x) = s − ρ(D(x)) : Ω → R
n. We show that the

operator Gs has a stationary point in a certain domain when s ∈ Ω(δ) is rather small.
We prove first that the operator Gs = Gs(x) is continuous in Ω. Let xp → x,

where xp, x ∈ Ω. Consider the sequence ûxp(t) = u∗
xp(tθ

∗
xp) ∈ K. Since |ûxp(t)| ≤ 1

and due to condition (C), there exists a subsequence ûxpq (t) which strongly converges
in L2[0, 1] to some function v̂(t), |v̂(t)| ≤ 1, t ∈ [0, 1]. Since θ∗xpq → θ∗x, we get

ξm1...mk(θ
∗
xpq

, u∗
xpq

) = θ∗mxpq ξm1...mk(1, ûxpq )→ θ∗mx ξm1...mk(1, v̂) = ξm1...mk(θ
∗
x, v)

as q → ∞, where v(t) = v̂(tθ∗x), m = m1 + · · · + mk + k. In particular, this means
that xpq = Ξ(θ∗xpq , u

∗
xpq

) → Ξ(θ∗x, v) = x, and therefore, v(t) = v̂(tθ∗x) = u∗
x(t). This

yields that the strong limit of the sequence ûxp(t) = u∗
xp(tθ

∗
xp) exists and equals

v̂(t) = u∗
x(tθ

∗
x). Thus we get ρ(D(xp))→ ρ(D(x)); hence the operator Gs = Gs(x) is

continuous at any x ∈ Ω for an arbitrary s.
Further on, we denote V ε = {x : |xk| ≤ εrk , k = 1, . . . , n}. Now we show that

the operator Gs maps the set V ε ∩ Ω̂ into itself when ε is rather small. Denote C1 =
max{θ∗z : z ∈ V 1∩Ω}, C2 = min{θ∗z : z ∈ Ω, z �∈ V 1/3} > 0. Then for any z ∈ V ε\V ε/3

we get C2 ε ≤ θ∗z ≤ C1ε. Due to (2.5), one has |ρk(D(x))| ≤ C(θ∗x)
rk+1, C > 0, as

θ∗x < T0. Now, we fix ε ∈ (0, T0/C1) such that ε ≤ min1≤k≤n{ δC
rk
2

2CC
rk+1

1

, 1

2CC
rk+1

1

} and

consider any x ∈ V ε ∩ Ω̂. Then |ρk(D(x))| ≤ C(C1ε)
rk+1 ≤ 1

2ε
rk . Therefore, for

s ∈ 1
2V

ε we get |sk + ρk(D(x))| ≤ εrk ; hence Gs(x) ∈ V ε. Now let us give conditions

under which Gs(x) ∈ Ω̂. Namely, choose s ∈ Ω\V ε/3; then |(H−1
θ∗s

(ρ(D(x))))k| ≤
C(θ∗x)

rk+1

(θ∗s )
rk

≤ C(C1ε)
rk+1

(C2ε)
rk

≤ δ/2. Hence we get H−1
θ∗s

(s − ρ(D(x))) ∈ ω(δ) + Uδ/2, so

Gs(x) = s− ρ(D(x)) ∈ Ω̂.
Thus we claim that if ε is rather small and s ∈ ( 1

2V
ε\V ε/3)∩Ω, then the operator

Gs = Gs(x) is continuous and maps the closed set V ε ∩ Ω̂ into itself. Hence this

operator has a stationary point s1 ∈ V ε ∩ Ω̂, i.e., Gs(s
1) = s1. That means that

s = Ξ(θ∗s1 , u
∗
s1) + ρ(θ∗s1 , u

∗
s1). In particular, this yields that u∗

s1(t) ∈ Ua,b
Φ(s)(θ

∗
s1); hence,

due to [7, 8], there exists the solution of the time-optimal problem for the system

{a, b}, that is, s = Ξ(θΦ(s), u) + ρ(θΦ(s), u), u ∈ Ua,b
Φ(s)(θΦ(s)) �= ∅. Therefore,

θΦ(s) ≤ θ∗s1 .(3.1)

Note that s1 → 0 as s→ 0. On the other hand, denote s0 = s−ρ(θΦ(s), u), where u ∈
Ua,b

Φ(s)(θΦ(s)). Then due to (3.1) for s indicated above we have |(H−1
θ∗s

(ρ(θΦ(s), u)))k| ≤



APPROXIMATION OF TIME-OPTIMAL CONTROL PROBLEMS 1333

δ/2; hence s0 ∈ Ω, and, therefore, the equality s0 = Ξ(θΦ(s), u) gives

θ∗s0 ≤ θΦ(s).(3.2)

In addition, by the arguments analogous to [24], one obtains

θ∗s
θ∗s1
→ 1,

θ∗s0
θ∗s1
→ 1 as s→ 0, s ∈ Ω(δ).(3.3)

Denote θ̃s = θ∗s1 , ũs = u∗
s1 ∈ Ua,b

Φ(s)(θ̃s), s ∈ Ω(δ). Then (3.1)–(3.3) give (2.8).

We prove (2.9) now. Let sp → 0, sp ∈ Ω(δ). Then there exists a subsequence spq
such that the sequences u∗

spq
(tθ∗spq ), ũspq (tθ̃spq ) ∈ K strongly converge to v∗(t) and

ṽ(t), respectively. Since spq = Ξ(θ∗spq , u
∗
spq

) = Ξ(θ̃spq , ũspq ) + ρ(θ̃spq , ũspq ), we get

Ξk(1, u
∗
spq

(tθ∗spq )) =

(
θ̃spq
θ∗spq

)rk
Ξk(1, ũspq (tθ̃spq )) + θ∗spq

(
ρk(θ̃spq , ũspq )

(θ∗spq )
rk+1

)
,

k = 1, . . . , n. Note that Ξ(1, u∗
spq

(tθ∗spq )) ∈ Ω̂. Hence, by use of (2.8) and putting

q →∞, we get Ξ(1, v∗) = Ξ(1, ṽ) ∈ Ω, which gives v∗(t) = ṽ(t). We denote v = v∗ = ṽ

and then
∫ 1

0
|u∗
spq

(tθ∗spq ) − v(t)|dt → 0 and
∫ 1

0
|ũspq (tθ̃spq ) − v(t)|dt → 0. However,

it is easy to see that
∫ 1

0
|v(t) − v(tθ∗spq /θ̃spq )|dt → 0 as q → ∞. (We continue v(t)

by zero on [1, θ∗spq /θ̃spq ] if θ̃spq < θ∗spq .) Finally, 1
θ

∫ θ
0
|u∗
spq

(t)− ũspq (t)|dt→ 0, where

θ = min{θ∗spq , θ̃spq }. Since for any sequence sp → 0, sp ∈ Ω(δ), there exists such a

subsequence spq , we get (2.9).
Note that for the class K of the bang-bang functions condition (C) holds. Hence

we obtain the following corollary.
Corollary 3.1. In the case when K contains only the bang-bang functions, the

statement of Theorem 2.4 holds if (i) and (ii) are valid. In particular, it occurs when
Ξ contains linear moments only.

Remark. If the moment min-problem (2.11) corresponds to the time-optimal
control problem for a certain system {a∗, b∗} (such a construction is given by Theo-
rem 2.6), it is sufficient to check that the condition (C) holds for the set of controls
which satisfy the maximum principle. The class of such controls can be described
constructively in a number of cases.

If the system {a∗, b∗} is autonomous and the origin belongs to the interior of
its controllability set, then the function θ∗s is continuous in a neighborhood of the
origin [14].

If there exists a class K1 which satisfies condition (C) and includes the time-
optimal controls for both systems {a, b} and {a∗, b∗} and conditions (i), (ii) are satis-
fied, then one can choose θ̃s = θΦ(s), ũs = uΦ(s). As it follows from [24], if Ξ contains

only linear moments, then one can choose θ̃s = θΦ(s), ũs = uΦ(s) as well.

4. Generalization of Ree’s theorem. Consider now the algebra A of non-
linear power moments introduced in section 2. Observe that Ree’s theorem (our
Theorem 2.5) is equivalent to the following theorem.

Theorem 4.1 (decomposition theorem).
(i) The algebra A admits the following orthogonal decomposition:

A = L⊕ Lsh.
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(ii) Let { j}∞j=1 be a basis of L. Then the elements

{ j1 ∗ · · · ∗  js : s ≥ 2, 1 ≤ j1 ≤ · · · ≤ js}(4.1)

form a basis of Lsh.
Proof. Really, consider any basis element ξm1...mk ∈ Am. Due to Theorem 2.5,

it admits the (orthogonal) decomposition ξm1...mk =  1 +
∑

x′
1j ∗ x′′

1j , where  1 ∈ L
and x′

1j , x′′
1j are basis elements (up to the constant coefficients). However, it is easy

to see that  1 ∈ Lin{ξj1...jk : {ji}ki=1 = {mi}ki=1}; hence  1 ∈ Am, and therefore,
ord(x′

1j) ≤ m − 1, ord(x′′
1j) ≤ m − 1. Then, decomposing elements x′

1j , x′′
1j , we get

ξm1...mk =  1 +
∑

 ′2j ∗ ′′2j+
∑

x′
2j ∗x′′

2j ∗x′′′
2j , where  ′2j ,  

′′
2j ∈ L and ord(x′

2j) ≤ m−2,
ord(x′′

2j) ≤ m − 2, ord(x′′′
2j) ≤ m − 2, and so on. After m such steps, we decompose

ξm1...mk in the linear combination of  1 ∈ L and elements of (4.1).
On the other hand, consider any subspace Am, and note that due to the theorem

of Birkhoff and Witt concerning the basis of the associative algebra, the number of all
such elements from (4.1) that

∑
ord( jk) = m equals dim(Am)− dim(L∩ Am).

Fix N linearly independent Lie elements p1, . . . , pN ∈ L, each of which has an
order, and denote by J the right ideal generated by them,

J = Lin {pjx : 1 ≤ j ≤ N, x ∈ A+ R}, pj ∈ L ∩ Aord(pj), j = 1, . . . , N.(4.2)

Recall that we denote by x̃ the projection of x ∈ A onto J⊥ and by L̃ the projection
of L onto J⊥. We observe the properties of J⊥ in the following three lemmas.

Lemma 4.2. Let J be a right ideal of the form (4.2). Then
(i) it is represented as J =

∑∞
m=1(J ∩ Am); therefore, J⊥ =

∑∞
m=1(J

⊥ ∩ Am)
and A = J ⊕ J⊥;

(ii) an element x ∈ A belongs to J⊥ iff for any j = 1, . . . , N it admits the
representation x =

∑nj
k=1 p′kjx

′
kj+x′′

j , where p′kj ∈ Aord(pj), (p
′
kj , pj) = 0, x′

kj ∈ A+R,
x′′
j ∈ Zj = {a ∈ A : (a, yb) = 0 for all y ∈ Aord(pj), b ∈ A+ R}.

The proof of the lemma follows from the definitions immediately.
Lemma 4.3. Suppose a, b ∈ J⊥. Then a ∗ b ∈ J⊥.
Proof. Without loss of generality, assume J = {p x : x ∈ A+R}, where ord(p) =

d. We note that

ξm1...mn ∗ ξk1...ks =
∑
r,q(ξm1...mr ∗ ξk1...kq )(ξmr+1...mn ∗ ξkq+1...ks) + z̃,(4.3)

where z̃ ∈ Z = {a ∈ A : (a, yb) = 0 for all y ∈ Ad, b ∈ A+ R} and the sum is taken
over all r ≥ 0, q ≥ 0 such that m1 + · · ·+mr+ r+k1 + · · ·+kq+ q = d. The following
cases are possible.

Case 1. ξm1...mn , ξk1...ks ∈ Z. Then obviously r ≥ 1 and q ≥ 1 in the sum in (4.3).
In this case (ξm1...mr ∗ξk1...kq , p) = 0 due to Theorem 2.5; hence ξm1...mn ∗ξk1...ks ∈ J⊥

due to Lemma 4.2.
Case 2. ξm1...mr0

∈ Ad for a certain 1 ≤ r0 ≤ n, and ξk1...ks ∈ Z. Then r ≥ 1 and
q can equal 0 in (4.3); hence ξm1...mn ∗ ξk1...ks = ξm1...mr0

y + z′, where y ∈ A+ R and

z′ ∈ J⊥ as in Case 1.
Case 3. ξm1...mr0

∈ Ad and ξk1...kq0 ∈ Ad for certain 1 ≤ r0 ≤ n and 1 ≤ q0 ≤ s.
Then r and q can equal 0 in (4.3); hence ξm1...mn∗ξk1...ks = ξm1...mr0

y1+ξk1...kq0 y2+z′′,
where y1, y2 ∈ A+ R, z′′ ∈ J⊥.

Suppose now a, b ∈ J⊥; hence, due to Lemma 4.2, a =
∑np
k=1 p′ka

′
k + a′′, b =∑np

k=1 p′kb
′
k + b′′, where p′k ∈ Ad, (p′k, p) = 0, a′k, b

′
k ∈ A + R, a′′, b′′ ∈ Z. Then from
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Cases 1–3 it follows that a ∗ b =
∑np
k=1 p′ky

′
k + z, where y′k ∈ A + R, z ∈ J⊥, which

yields a ∗ b ∈ J⊥ due to Lemma 4.2.
Lemma 4.4. Denote Lp = L ∩ J . Then

(i) the following direct decomposition is valid:

A = (Lp ⊕ L̃)+̇(Lp ⊕ L̃)sh;

(ii) if Bp = {bm}−1
m=−∞ is a basis of Lp (M = 0, 1, or ∞, if N = 0, 1 or ≥ 2,

respectively) and B = {bj}∞j=1 complements Bp to the basis of L, then the elements

{bm1 ∗ · · · ∗ bmn ∗ b̃j1 ∗ · · · ∗ b̃js : n, s ≥ 0, n + s ≥ 1,

m1 ≤ · · · ≤ mn < 0 < j1 ≤ · · · ≤ js}
(4.4)

form a basis of A.
Proof. Note that Lp equals the Lie subalgebra generated by {p1, . . . , pN} (the

linear span of all Lie brackets including p1, . . . , pN only). Obviously, we can choose
the basis Bp so that its elements have an order. Without loss of generality, we assume

that elements of B also have an order as well as elements of B̃.
In view of Theorem 4.1, it is sufficient to prove that any element  ∈ L having an

order can be represented as a linear combination of elements from (4.4) in the unique
way. Since A1 = Lin {ξ0}, for elements from A1 the mentioned fact is trivial. Assume
it is valid for any  ′ ∈ L such that ord( ′) < m, and consider an arbitrary element
 ∈ L ∩ Am. Then due to Lemma 4.2,

 =  ̃ + x,(4.5)

where  ̃ ∈ L̃ ∩ Am and x ∈ J ∩ Am. Further, due to Theorem 4.1,

x =  ∗ + y,(4.6)

where  ∗ ∈ L ∩ Am, y ∈ Lsh ∩ Am are defined uniquely. Thus

 −  ∗ =  ̃ + y.(4.7)

The condition y ∈ Lsh ∩ Am means that y is a linear combination of elements of the
form  1 ∗ · · · ∗  s, s ≥ 2,  i ∈ L, and ord( 1) + · · ·+ ord( s) = m. Hence ord( i) < m,
and due to the induction assumption the right part of (4.7) is represented as a linear
combination of elements of (4.4).

On the other hand, formulas (4.5) and (4.6) associate to any basis element bi ∈
(Bp∪B)∩Am the unique element bi−b∗i ∈ L∩Am which equals 0 iff bi ∈ Bp. Suppose
Bp ∩ Am = {bmi}qi=1 and B ∩ Am = {bji}ri=1, and consider the subset of L ∩ Am

{bmi}qi=1 ∪ {bji − b∗ji}ri=1.(4.8)

Note that the number of elements in this set is equal to dim(L ∩ Am). Let us show
that these elements are linearly independent. Suppose the contrary; then

r∑
i=1

µi(bji − b∗ji) ∈ Lp = L ∩ J,

where
∑r
i=1 µ2

i > 0. Since bji − b∗ji = b̃ji + yi, where b̃ji ∈ J⊥ ⊂ L⊥
p , yi ∈ L⊥ ⊂ L⊥

p ,

r∑
i=1

µi(bji − b∗ji) =

r∑
i=1

µib̃ji +

r∑
i=1

µiyi = 0.
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This yields that
∑r
i=1 µib̃ji ∈ L⊥. In particular, the element

∑r
i=1 µibji ∈ L is

orthogonal to its projection
∑r
i=1 µib̃ji on J⊥. Hence

∑r
i=1 µibji ∈ J ∩L = Lp, which

gives µ1 = · · · = µr = 0. So we have that (4.8) is a basis of L ∩Am, and due to (4.7)
all elements of this basis are represented as certain linear combinations of elements of
(4.4), which proves the lemma.

The following theorem is based on Lemmas 4.2–4.4 and generalizes Theorem 4.1.

Theorem 4.5 (generalized decomposition theorem).

(i) The following orthogonal decomposition is valid:

J⊥ = L̃⊕ L̃sh.

(ii) Let B = {bj}∞j=1 complement a basis of Lp = L ∩ J to a basis of L. Then
the elements

{b̃j1 ∗ · · · ∗ b̃jn : n ≥ 2, 0 < j1 ≤ · · · ≤ jn}

form a basis of L̃sh.

Proof. Assume Bp = {bm}−1
m=−M is a basis of Lp and B = {bj}∞j=1 complements

it to a basis of L. Let the elements Bp have an order as well as the elements of B.

Then ord(̃bj) = ord(bj), j > 0. Due to Lemma 4.4, dim(Am) equals the number of
elements in the set{

bm1 ∗ · · · ∗ bmn ∗ b̃j1 ∗ · · · ∗ b̃js : n, s ≥ 0, n + s ≥ 1,

m1 ≤ · · · ≤ mn < 0 < j1 ≤ · · · ≤ js,

n∑
i=1

ord(bmi) +

s∑
i=1

ord(bji) = m

}
.

(4.9)

Further, by use of the theorem of Birkhoff and Witt on the basis of the associative
algebra one can prove that dim(J ∩Am) equals the number of elements of (4.9) such
that n ≥ 1. Hence (see Lemma 4.2) dim(J⊥ ∩Am) equals the number of elements of
(4.9) such that n = 0,{

b̃j1 ∗ · · · ∗ b̃js : s ≥ 1, 0 < j1 ≤ · · · ≤ js,

s∑
i=1

ord(bji) = m

}
.(4.10)

On the other hand, elements (4.10) are linearly independent (see Lemma 4.4) and
belong to J⊥ ∩ Am (see Lemma 4.3); hence, they form a basis of J⊥ ∩ Am, which

proves (ii) and the fact that J⊥ = L̃+̇L̃sh.

It remains to prove that L̃ is orthogonal to L̃sh. Consider any b̃j ∈ B̃; under our
construction it is a projection of the element bj ∈ B on J⊥; that is (see Lemma 4.2),

b̃j = bj + x, x ∈ J . Since bj ∈ L, then bj is orthogonal to L̃sh (see Theorem 2.5).

At the same time, L̃sh ⊂ J⊥ (see Lemma 4.3); hence x ∈ (L̃sh)⊥. Thus b̃j ∈ (L̃sh)⊥,
which completes the proof of the theorem.

5. Proof of Theorem 2.6. (i) Without loss of generality we assume that { ̃i}ni=1

is an orthonormal basis of
∑ra,b
r=1(L̃ ∩ Ar). We note that ord( ̃q) = r for any q such

that dr−1 + 1 ≤ q ≤ dr, q = 1, . . . , n, r = 1, . . . , ra,b.

We construct the required transformation F by ra,b steps.
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Let S(0) = Sa,b and F (0) be the identical map. Suppose after r − 1 steps, where
1 ≤ r ≤ ra,b, the series Sa,b has been transformed to the form S(r−1) = F (r−1)(Sa,b),

S
(r−1)
1 =  ̃1 + ρ1

. . . . . .

S
(r−1)
dr−1

=  ̃dr−1
+ ρdr−1

,

S
(r−1)
dr−1+1 = ρ

(r−1)
dr−1+1

. . . . . .

S(r−1)
n = ρ(r−1)

n ,

where ρ1, . . . , ρdr−1 are of the form (2.17), and

ρ(r−1)
q =

∞∑
m=r

∑
m1+···+mk+k=m

k≥1,mj≥0

(v(r−1)
m1...mk

)qξm1...mk , q = dr−1 + 1, . . . , n.

Here (v)q denotes the qth component of the vector v and v
(r−1)
m1...mk are of the form

(2.4) with a = a(r−1), b = b(r−1), where vector fields a(r−1)(t, z), b(r−1)(t, z) are such
that the system ż = a(r−1)(t, z)+ub(r−1)(t, z) is obtained from the system {a, b} after

substitution of the variables z = F (r−1)(x). Represent ρ
(r−1)
q = ϕq + ρ̂q, where

ϕq =
∑

m1+···+mk+k=r

k≥1,mj≥0

(v(r−1)
m1...mk

)qξm1...mk , q = dr−1 + 1, . . . , n.

Due to Theorem 4.5, the subspace Ar admits the orthogonal decomposition Ar =
(J ∩ Ar) ⊕ (L̃ ∩ Ar) ⊕ (L̃sh ∩ Ar). Let {xi} and {yi} be the orthonormal basis of

J ∩ Ar and L̃sh ∩ Ar, respectively. Then

ϕq =
∑
i

αqixi +

dr∑
j=dr−1+1

βqj  ̃j +
∑
i

γqiyi,

where αqi =
(
v(r−1)(xi)

)
q
, βj =

(
v(r−1)( ̃j)

)
q
, γqi =

(
v(r−1)(yi)

)
q
. It follows from

(2.15) that v(r−1)(xi) ∈ v(r−1)
(∑r−1

k=1Ak
)

= Lin {ek}dr−1

k=1 (ek is the unit vector with
1 on the kth place), which yields αqi = 0, dr−1 + 1 ≤ q ≤ n. Further, due to

(2.15), one has v(r−1)( ̃j) − v(r−1)( j) = v(r−1)( ̃j −  j) ∈ Lin {ek}dr−1

k=1 ; hence βqj =
(v(r−1)( j))q, dr−1 +1 ≤ j ≤ dr, dr−1 +1 ≤ q ≤ n. Finally,

∑
i γqiyi equals the linear

combination of elements of the form  ̃i1 ∗ · · · ∗  ̃ik , k ≥ 2, where
∑k
j=1 ord( ̃ij ) = r;

hence ord( ̃ij ) < r. Therefore, there exist polynomials Pq = Pq(x1, . . . , xdr−1
) such

that Pq( ̃1, . . . ,  ̃dr−1) =
∑
i γqiyi, q = dr−1 + 1, . . . , n.

Define F̂ (r)(x)q = xq − Pq(x1, . . . , xdr−1), q = dr−1 + 1, . . . , n; then

F̂ (r)(S(r−1))q = S(r−1)
q − Pq

(
S

(r−1)
1 , . . . , S

(r−1)
dr−1

)
=

dr∑
j=dr−1+1

(v(r−1)( j))q  ̃j + ρ̃q,

where ρ̃q contains terms of order greater than r. Complete the definition of F̂ (r),

putting F̂ (r)(x)q = xq, q = 1, . . . , dr−1. Since {v(r−1)( j)}drj=dr−1+1 are linearly inde-

pendent, we can find a nonsingular matrix H(r) such that H(r)ej = ej , j = 1, . . . , dr−1,
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and H(r)v(r−1)( j) = ej , j = dr−1 + 1, . . . , dr. Choosing finally F (r) = H(r)F̂ (r), we
obtain that the series S(r) = F (r)(S(r−1)) is of the form

S
(r)
1 =  ̃1 + ρ1

. . . . . .

S
(r)
dr

=  ̃dr + ρdr ,

S
(r)
dr+1 = ρ

(r)
dr+1

. . . . . .

S(r)
n = ρ(r)

n ,

where ρ1, . . . , ρdr are of the form (2.17), and

ρ(r)
q =

∞∑
m=r+1

∑
m1+···+mk+k=m

k≥1,mj≥0

(v(r)
m1...mk

)qξm1...mk , q = dr + 1, . . . , n.

Obviously, the series F (Sa,b) = F (ra,b) · · ·F (1)(Sa,b) constructed after ra,b steps
has the form (2.16).

(ii) We construct a time-optimal canonical approximation {a∗, b∗} ∈ U such that
a∗(t, x) ≡ 0. Consider the linear span of integrals

ξm1...mk(t)=ξm1...mk(t, θ, u)=

∫ θ

t

∫ τ1

t

· · ·
∫ τk−1

t

τm1
1 τm2

2 · · · τmkk

k∏
j=1

u(τj)dτk · · · dτ2dτ1.

It also may be considered as the realization of A, and the shuffle product in A also
corresponds to the product of ξm1...mk(t) as functionals of u. Further, for any element
y =

∑
µm1...mkξm1...mk ∈ A, we denote by y(t) the functional

∑
µm1...mkξm1...mk(t).

We construct b∗(t, x) by r0 steps. Let 1 ≤ r ≤ r0 and the first dr−1 components
of the vector function b∗(t, x) be chosen already so that the trajectory x(t) of the

system {a∗, b∗} satisfies xq(t) =  ̃q(t), q = 1, . . . , dr−1. Then (Sa∗,b∗)q = xq(0) =  ̃q,
q = 1, . . . , dr−1. On the rth step let us construct the dr−1 + 1, . . . , drth components

of b∗(t, x) to satisfy the equalities (Sa∗,b∗)q = xq(0) =  ̃q, q = dr−1 + 1, . . . , dr.

Consider the elements  ̃q, q = dr−1 + 1, . . . , dr. Since  ̃q ∈ Ar, they allow the

representation  ̃q =
∑r−2
m=0 yqmξm + αqξr−1, where αq ∈ R and yqm ∈ Ar−m−1. Let us

show that yqm ∈ J⊥. Really, for any x ∈ J∩Ar−m−1, we have (yqm, x) = (yqmξm, xξm) =

( ̃q, xξm) = 0 since  ̃q ∈ J⊥. Due to Theorem 4.5 and since { ̃j}dr−1

j=1 form a basis of

L̃∩ (A1 + · · ·+Ar−1), we obtain yqm = P q
m( ̃1, . . . ,  ̃dr−1

), where P q
m are polynomials.

By our assumptions, yqm(t) = P q
m(x1(t), . . . , xdr−1(t)).

Put (b∗(t, x))q = −∑r−2
m=0 tmP q

m(x1, . . . , xdr−1) − αqtr−1, q = dr−1 + 1, . . . , dr;
then

xq(t) = −
∫ θ

t

u(τ)(b∗(τ, x(τ)))qdτ =

∫ θ

t

u(τ)

r−2∑
m=0

τmP q
m(x1(τ), . . . , xdr−1

(τ))dτ

+ αq
∫ θ

t

τ r−1u(τ)dτ =

r−2∑
m=0

∫ θ

t

τmu(τ)yqm(τ)dτ + αqξr−1(t).

It follows from the obvious equality
∫ θ
t
τmu(τ)ξj1...jk(τ)dτ = ξj1...jkm(t) that xq(t) =∑r−2

m=0(y
q
mξm)(t) + αqξr−1(t) =  ̃q(t). Hence (Sa∗,b∗)q = xq(0) =  ̃q, q = dr−1 +

1, . . . , dr, and after r0 steps we construct the required system.
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6. Example of a series and its canonical form. Consider the system of the
Euler equations for a spacecraft [21, Example 3.24.]:

ω̇1 = ω2ω3 + u, ω̇2 = −ω1ω3 + u, ω̇3 = u.(6.1)

One has

a(ω) =


 ω2ω3

−ω1ω3

0


 , b(ω) =


 1

1
1


 ;

hence a(0) = 0. Denote δm = (−1)[
m
2 ]. It is easy to see that

adRaRbE(ω) =


 −ω2 − ω3

ω1 + ω3

0


 , admRaRbE(ω) =


 δm+1ω

m
3

δmωm3
0


 , m ≥ 2.

Hence adm1

Ra
Rb ◦ adm2

Ra
RbDω = 0 as m1 ≥ 1 and m2 ≥ 2 for any matrix D. That

means that all the coefficients of the series (2.2) equal zero except v0...0i1...1. Further,

(Rb)
q ◦ adiRaRb ◦ (adRaRb)

jE(ω) =




i!
(i−q)!δi+j+1ω

i−q
3

i!
(i−q)!δi+jω

i−q
3

0


 , i ≥ q;

that is, v0 . . . 0︸︷︷︸
q

i 1 . . . 1︸︷︷︸
j

= 0 as i �= q. Hence all nonzero coefficients are as follows:

v0, v01 . . . 1︸︷︷︸
j

= (−1)j+1


 2δj+1

2δj
0


 , v0 . . . 0︸︷︷︸

i

i 1 . . . 1︸︷︷︸
j

= (−1)i+j+1


 δi+j+1

δi+j
0


 , i > 1.

That implies that series (2.2) corresponding to system (6.1) is of the form

Sa,b = −

 1

1
1


 ξ0 +

∞∑
N=1

(−1)N+1


 δN+1

δN
0




 N∑
j=1

ξ0 . . . 0︸︷︷︸
j

j 1 . . . 1︸︷︷︸
N−j

+ ξ01 . . . 1︸︷︷︸
N


 .

Further, let us separate the first terms of the series,

Sa,b = −

 1

1
1


 ξ0 + 2


 −1

1
0


 ξ01 +


 1

1
0


 (2ξ011 + ξ002) + ρ,

where ρ includes terms of order greater than 5. Then

D1
a,b = Lin {(−1,−1,−1)}, d1 = 1; D2

a,b = D1
a,b, d2 = 1, p2

1 = ξ1;

D3
a,b = D1

a,b + Lin {(−1, 1, 0)}, d3 = 2, p3
1 = ξ2;

D4
a,b = D3

a,b, d4 = 2, p4
1 = ξ3, p4

2 = [ξ0, ξ2], p4
3 = [ξ0, [ξ0, ξ1]];

D5
a,b = D3

a,b + Lin {(1, 1, 0)}, d5 = 3, ra,b = 5,

p5
1 = ξ4, p5

2 = [ξ0, ξ3], p5
3 = [ξ0, [ξ0, [ξ0, ξ1]]], p5

4 = 2[ξ0, [ξ0, ξ2]]− [ξ1, [ξ1, ξ0]].
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Hence the right ideal Ja,b for system (6.1) is generated by the elements p2
1, p

3
1, {p4

k}3k=1,
{p5
k}4k=1, and the principal part of the canonical form of the series Sa,b equals

Ξ =


  ̃1

 ̃2
 ̃3


 =


 ξ0

ξ01
2ξ011 + ξ002


 ,

where  1 = ξ0,  2 = [ξ0, ξ1],  3 = [ξ0, [ξ0, ξ2]] + 2[ξ1, [ξ1, ξ0]]. The system {a∗, b∗}
(canonical approximation) with the series Sa∗,b∗ = Ξ constructed by the method
given in the proof of Theorem 2.6 is of the form

ẋ1 = −u, ẋ2 = −tux1, ẋ3 = −2tux2 − 1

2
t2ux2

1.

Note that from the results of [25] it follows that there exists the autonomous system
corresponding to the series Sa∗,b∗ , namely,

ẋ1 = −u, ẋ2 = −1

2
x2

1, ẋ3 = −x1x2.

7. Examples of solutions of nonlinear time-optimal control problems.
(A) Consider the system {a, b} of the form

ẋ1 = u, ẋ2 =
1

2
x2

1.(7.1)

The series Sa,b is of the form Sa,b = (−ξ0,−ξ01). The controllability set for this
system is of the form D = {x : x2 ≤ − 1

6 |x1|3}. The maximum principle gives

H = uψ1 +
1

2
x2

1ψ2, ψ̇1 = −x1ψ2, ψ̇2 = 0.

Hence the optimal control ux0(t) can be singular and, therefore, equals ux0(t) ≡ 0 iff
ψ1 ≡ 0, ψ2 �= 0, which yields x1 ≡ 0, x2 ≡ const. Since the optimal trajectory cannot
be stationary, the optimal control is the bang-bang and such that ux0(t) = sign(ψ1(t)),
where ψ̈1 = −ux0ψ2. Hence, if {ti}Ni=1 are the switchings of the optimal controls, then
one has ti+1 − ti = ti − ti−1, i = 1, . . . , N − 1, and t1 ≤ t2 − t1, θx0 − tN ≤ t2 − t1. It
is easy to check that the optimal control really has no more than one switching and
is unique except in the case x0

1 = 0, when there exist two optimal controls.

Further, the optimal time equals θx0 = 2
(

1
2 |x0

1|3 − 3x0
2

)1/3 − |x0
1|3. In other

words, θx0 =
∣∣x0

1

∣∣ (2(3µ + 1)1/3 − 1) on any curve x0
2 = −(µ + 1

6 )
∣∣x0

1

∣∣3, µ ≥ 0. Hence
the optimal time is continuous in the controllability set. For example, that means
that due to Theorem 2.4 the time-optimal problem for system (7.1) approximates the
time-optimal problem for the locally controllable system

ẋ1 = u, ẋ2 =
1

2
x2

1 + x3
1

in the domains Ω1 = {x : −δ1x
3
1 < x2 < −δ2x

3
1, x1 > 0} and Ω2 = {x : δ1x

3
1 < x2 <

δ2x
3
1, x1 < 0} for arbitrary δ1 > δ2 > 1

6 .
(B) Consider the system {a, b} of the form

ẋ1 = u, ẋ2 = x1, ẋ3 =
1

2
x2

1.(7.2)
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Its series is of the form Sa,b = (−ξ0, ξ1,−ξ01). The canonical form mentioned in
Theorem 2.6 equals F (Sa,b) = (ξ0, ξ1, ξ01− ξ10), where F (z) = (−z1, z2,−2z3 + z1z2).

For the sake of convenience, we introduce the following notation.
Notation. Denote by u(t; a+), u(t; a−), and u(t; a0) the constant functions defined

on the interval (0, a), and taking values +1, −1, and 0, respectively. For fi(t) defined
on the intervals (0, ai), i = 1, 2, let f = f1 ◦ f2 be the function defined on the interval
(0, a1+a2) and satisfying the equalities f(t) = f1(t), t ∈ (0, a1), and f(t) = f2(t−a1),
t ∈ (a1, a1 + a2). Finally, for a1, . . . , am ≥ 0, p1, . . . , pm ∈ {+,−, 0}, denote

u(·; ap11 , . . . , apmm ) = u(·; ap11 ) ◦ . . . ◦ u(·; apmm ).

We formulate the properties of system (7.2) in the following statements.

0
x1

0 x2

Fig. 7.1. The upper surface is ∂D = {x : x3 = − 1
6
|x1|3}. The lower surface is M . The vertical

plane is {x : x1 = 0}. The heavily drawn curve is M ∩ ∂D.

Proposition 7.1. The controllability set D for the system (7.2) equals

D =

{
x : x3 < −1

6
|x1|3

}
∪
{
x =

(
x1,−1

2
x1|x1|,−1

6
|x1|3

)}
.

Proof. Really, d
dt (x3 ± 1

6x
3
1) = 1

2x
2
1(1± u) ≥ 0; hence x0

3 ± 1
6 (x

0
1)

3 ≤ 0. Moreover,
x0

3 = 1
6 (x

0
1)

3 iff u ≡ 1 and x0
3 = − 1

6 (x
0
1)

3 iff u ≡ −1. In these cases x0
2 = − 1

2x
0
1|x0

1|,
x0

3 = − 1
6 |x0

1|3. On the other hand, consider the surface

M =

{
x : x3 = −1

6
σx3

1 −
1

3

(
1

2
x2

1 + σx2

)3/2
}

,

where σ = sign(x2 + 1
2x1|x1|), which intersects the ∂D at the points x = (x1,

− 1
2x1|x1|,− 1

6 |x1|3) (see Figure 7.1). This surface consists of the points from which
the origin can be reached by the bang-bang control with no more than one switching.
The surface M breaks the set {x : x3 < − 1

6 |x1|3} into two parts:

D0 =

{
x : −1

6
σx3

1 −
1

3

(
1

2
x2

1 + σx2

)3/2

< x3 < −1

6
|x1|3

}
,

D1 =

{
x : x3 < −1

6
σx3

1 −
1

3

(
1

2
x2

1 + σx2

)3/2
}

.
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Let x′ ∈ M be steered to the origin by the control u′(t) = u(t; a+, b−), where σ =

−1, b =
(

1
2 (x

′
1)

2 − x′
2

)1/2
, a = b − x′

1. Then by the controls uα(t) = u(t; a+, (b +
α)−, (2α)+, α−) with α > 0, we can achieve the origin from the points of the form
(x′

1, x
′
2, x

′
3 − 2

3α
3), i.e., from all points of D1.

For x′ ∈ D0 consider two cases. For x′
1 ≤ 0 (i.e., a ≥ b) introduce controls

uα,β(t) = u(t; (a − α)+, (2α)0, (b − α)−, β+, γ0, β−) with 0 < α ≤ b, β > 0, γ =
α2/β − β > 0. For x′

1 > 0 (i.e., a < b) consider

uα,β(t) =




u(t; (a− α)+, (2α)0, (b− α)−, β+, γ0, β−) for 0 < α ≤ a,
where β > 0, γ = α2/β − β > 0,

u(t; (α− a)−, (2a)0, (b− α)−, β+, γ0, β−) for a < α ≤ b,
where β > 0, γ = (α2 − (α− a)2)/β − β > 0.

By these controls we achieve the origin from the points (x′
1, x

′
2, x

′
3 + φ(α) + ε) with

φ(α) = α2(b− 2
3α), 0 < α ≤ b, if x′

1 ≤ 0 and

φ(α) =




α2

(
b− 2

3
α

)
as 0 < α ≤ a

−α2a + 2abα− ba2 +
1

3
a3 as a < α ≤ b

if x′
1 > 0,

and ε = 1
3β

3 + 1
2β

2γ. We note that ε → 0 as β → 0. Hence the value φ(α) + ε runs
through the interval (0, 1

3b
3) for x′

1 ≤ 0 and (0, 1
3b

3 − 1
3 (b − a)3) for x′

1 > 0. Since

b =
(

1
2 (x

′
1)

2 − x′
2

)1/2
, x′

3 = 1
6 (x

′
1)

3 − 1
3 (

1
2 (x

′
1)

2 − x′
2)

3/2, and b − a = x′
1, we achieve

the origin from any point of D0.
Proposition 7.2. Points of D0 satisfy the following property: if the control u

steers x0 ∈ D0 to the origin in time T and there exists a control u′ which steers the
point (x0

1, x
0
2, x

0
3 + ε) to the origin in time T where ε > 0, then T is not the optimal

time for the point x0.
Proof. Denote by x′ the trajectory of system (7.2) beginning at the point x0 with

the control u′. Then obviously x′
3(T ) = −ε < 0. Introduce the family of controls

uλ(t) =

{
u′(t) as t ≤ λ,

ûλ(t− λ) as λ < t ≤ λ + θ̂λ,

where θ̂λ and ûλ(t) are the optimal time and the time-optimal control which steers
the point (x′

1(λ), x′
2(λ)) ∈ R

2 to the origin by virtue of the two-dimensional linear
system ẋ1 = u, ẋ2 = x1.

Consider the trajectory x(t;λ) of system (7.2) with the control uλ, and denote

f(λ) = x3(λ + θ̂λ;λ). Then f is a continuous function and f(0) = x0
3 + 1

6σ(x0
1)

3 +
1
3

(
1
2 (x

0
1)

2 + σx0
2

)3/2
> 0, f(T ) = −ε < 0. Then there exists λ′ such that f(λ′) = 0;

hence x(λ′ + θ̂λ′ ;λ′) = 0. Note that λ′ + θ̂λ′ < T since λ′ + θ̂λ′ = T iff u′(t) ≡ ûλ′(t)
as t > λ′, which gives f(λ′) = f(T ) < 0. Thus we construct the control uλ′ , which
steers the point x0 to the origin in time less than T .

Corollary 7.3. For x0 ∈ D0 the optimal control is unique.
The proof follows arguments completely analogous to [20, p. 447].
Proposition 7.4. In D1 the following property holds: if the control u steers

x0 ∈ D1 to the origin in time T and there exists a control u′ which steers the point
(x0

1, x
0
2, x

0
3 − ε) to the origin in time T where ε > 0, then T is not the optimal time

for the point x0.
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The proof is analogous to the proof of Proposition 7.2.
Proposition 7.5. The maximum principle gives the two possible kinds of the

optimal control:

singular type: u(t) = u(t; a±, b0, c±);

bang-bang type: u(t) = ±u(t; a+, b−, b+, · · · , b+, c−)
or u(t) = ±u(t; a+, b−, b+, . . . , b+, b−, c+), a ≤ b, c ≤ b.

Proof. For the maximum principle we consider

H = uψ1 + x1ψ2 +
1

2
x2

1ψ3, ψ̇1 = −ψ2 − x1ψ3, ψ̇2 = 0, ψ̇3 = 0.

Hence the extremal control equals u = sign(ψ1), and its singular value is u = 0.
Moreover, note that ψ̈1 = −ψ3u, ψ3 = const. So, the smooth function ψ1(t), t ∈
(0, T ), can be of one of the following forms:

ψ1(t) =



±1

2
(t− a)2 as t ∈ [0, a],

0 as t ∈ (a, b),

±1

2
(t− b)2 as t ∈ (b, T ),

or ψ1(t) = ± (−1)i

2 (t−(a+(i−1)b))(t−(a+ib)) as t ∈ (a+(i−1)b, a+ib], i = 0, . . . , N ,
where a− b ≤ 0 and a + Nb ≥ T . These correspond to the two possible kinds of the
optimal control given in the proposition.

Proposition 7.6. For x0 ∈ D0 the optimal control is of singular type, while for
x0 ∈ D1 the optimal control is of the bang-bang type.

Proof. Let the control u of singular type steer the point x0 to the origin, b > 0.
Denote A = |x0

1 + u(+0)a| > 0, and consider the control u′(t) = u(t) + vα(t), where
vα(t) = u(t; a0, α+, (2α)−, α+, (b + c − 4α)0) as 0 < α < min{A, 1

4b}. One can see
that the control u′(t) steers the point x′ = (x0

1, x
0
2, x

0
3− 2

3α
3) to the origin in the same

time. Hence, due to Proposition 7.4, the control u(t) cannot be optimal in D1.
Let the control u(t), t ∈ (0, T ), be of bang-bang type and have no less than two

switchings. Without loss of generality, assume u(+0) = +1. Denote A = x0
1 + a ≥ 0;

it follows from the maximum principle that b ≥ A. Consider the control u′(t) =
u(t) + vα(t), where vα(t) = u(t; (a− α)0, α−, α+, (b− 2α)0, α+, α−, (T − a− b− α)0)
as 0 < α < min{a, b−A} for the case b > A and 0 < α < a when b = A. One can see
that the control u′(t) steers the point x′ = (x0

1, x
0
2, x

0
3 + ε) to the origin in the same

time, where ε = α2(b − 4
3α) > 0. Hence, due to Proposition 7.2, the control u(t) is

not optimal in D0.
Proposition 7.7. In D1 the optimal controls (which are of bang-bang type) have

two switchings.
Proof. The proof follows [3]. Really, consider the control u′(t) = u(t; c−, b+, a−),

where b ≥ a > 0, b ≥ c > 0, which steers the point x′ to the origin in time T = a+b+c.
As it can be calculated,

x0
1 = a− b + c, x0

2 = −1

2
(a + b + c)2 + (b + c)2 − c2,

x0
3 = −1

3

(
a3 + (b− a)3 +

1

2
(a− b + c)3

)
.
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Construct the control u′′(t) = u(t; γ+, β−, α+), which steers the point x′′ = (x′
1, x

′
2, x

′′
3)

to the origin in the same time. As it is calculated in [3, p.182], these conditions give
x′

3 − x′′
3 = (a − b + c)abc/(a + c). Obviously, x′′

3 < x′
3 iff a + c > b, and in this case

Proposition 7.4 yields that u′ cannot be optimal for the point x′.
Assume now that the optimal control û which steers the point x0 to the origin

along the trajectory x(t) has three switchings, û(t) = u(t; d+, c−, b+, a−). Since it is
of bang-bang type, one has b = c, a ≤ b, d ≤ b. Consider the point on the optimal
trajectory x′ = x(d). Since a + c = a + b > b, the control u′(t) = û(t + d) is not
optimal for this point. Hence the control û cannot be optimal for the point x0.

Corollary 7.8. If x0
1 ∈ D1 and x0

1 > 0, then the optimal control initially equals
+1; if x0

1 < 0, then the optimal control initially equals −1.

Proof. Really, it follows from the proof of Proposition 7.7 that if the optimal
control equals u(t; c−, b+, a−), then x0

1 = a− b + c and b ≥ a + c. Hence this control
can be optimal in the case x0

1 ≤ 0 only.

Corollary 7.9. In D1 the optimal control is unique except at points x0 such
that x0

1 = 0, for which there exist two optimal controls.

Proof. One can easily see that there exists only one set of numbers a, b, c such
that the control u(t; c−, b+, a−) steers the point x0 to the origin in time T = a+ b+ c.
Further, there exists the control u(t; γ+, β−, α+) which steers this point to the origin
in the same time iff b = a + c, which corresponds to the case x0

1 = 0. In this case,
α = c, β = b, and γ = a.

Proposition 7.10. The optimal time θx is a continuous function as x ∈ intD.

Proof. (i) Consider a point x0 ∈ D0, and assume x0
1 ≥ 0. Then the optimal

control is described by three parameters a, b, c, where a ≥ 0, b > 0, c > 0, and is
of one of the following three forms: u1(t) = u(t; a−, b0, c−), u2(t) = u(t; a+, b0, c−),
u3(t) = u(t; a−, b0, c+). In each of these cases, one can calculate the Jacobian of the
function x0 = x0(a, b, c). It is easy to see that it is nonzero; hence this function is
nonsingular. That means that for any ε > 0 there exists a neighborhood V ⊂ D0 of
x0 such that for any point x ∈ V one has θx ≤ a + b + c + ε = θx0 + ε. The lower
semicontinuity of θx is evident; hence the function θx is continuous in x0 ∈ D0.

(ii) The analogous arguments prove the continuity of θx0 for any point x0 ∈ D1

such that x0
1 �= 0. Let now x0 ∈ D1 and x0

1 = 0. Then the optimal control ux0(t) is of
the form ux0(t) = ±u(t; a−, (a+ c)+, c−), and the optimal time equals θx0 = 2(a+ c).
Since the function (x0

2, x
0
3) = (x0

2(a, c), x
0
3(a, c)) is nonsingular as a > 0, c > 0, then

for any ε > 0 one can choose a neighborhood V ⊂ D1 of x0 such that for any x′ ∈ V ,
x′

1 = 0, one has θx′ ≤ θx0+ε. Let V1 ⊂ V be such a subneighborhood and τ = τ(ε) > 0
be such a number that for any x ∈ V1 the point x′ = (0, x2 − 1

2τ
2, x3 − 1

6τ
3) ∈ V .

Consider any x ∈ V1; without loss of generality, assume x1 > 0. Then the origin is
reached from the point x in time θx′ + τ by the control u(t) = u(t; τ−) ◦ u′(t), where
u′ steers x′ to the origin. Hence θx ≤ θx0 + ε + τ , which proves the continuity of θx
when x→ x0, x1 > 0. The same can be proved for x→ x0, x1 < 0.

(iii) Finally, consider x0 ∈ M\∂D. The continuity of θx as x → x0 for x ∈ D0

and x ∈ D1 can be shown by means of the families of controls used in the proof of
Proposition 7.1.

Remark. Note that the optimal time is obviously discontinuous at points of the
form (x1,− 1

2x1|x1|,− 1
3 |x1|3) ∈ ∂D ∩M .

Thus, Propositions 7.1, 7.2, 7.4, 7.5, 7.6, 7.7, and 7.10 and Corollaries 7.3, 7.8,
and 7.9 yield all conditions of Theorem 2.4. For example, that means that the time-
optimal problem for system (7.2) approximates the time-optimal problem for the
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locally controllable system

ẋ1 = u, ẋ2 = x1, ẋ3 =
1

2
x2

1 + x3
1

in the domains Ω1 = {x : −δ1x
3
1 < x3 < −δ2x

3
1, x1 > 0} and Ω2 = {x : δ1x

3
1 < x3 <

δ2x
3
1, x1 < 0} for arbitrary δ1 > δ2 > 1

6 .
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ORTHONORMAL BASIS FUNCTIONS IN TIME AND
FREQUENCY DOMAIN: HAMBO TRANSFORM THEORY∗
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Abstract. The class of finite impulse response (FIR), Laguerre, and Kautz functions can be
generalized to a family of rational orthonormal basis functions for the Hardy space H2 of stable
linear dynamical systems. These basis functions are useful for constructing efficient parameteriza-
tions and coding of linear systems and signals, as required in, e.g., system identification, system
approximation, and adaptive filtering. In this paper, the basis functions are derived from a transfer
function perspective as well as in a state space setting. It is shown how this approach leads to
alternative series expansions of systems and signals in time and frequency domain. The generalized
basis functions induce signal and system transforms (Hambo transforms), which have proved to be
useful analysis tools in various modelling problems. These transforms are analyzed in detail in this
paper, and a large number of their properties are derived. Principally, it is shown how minimal state
space realizations of the system transform can be obtained from minimal state space realizations of
the original system and vice versa.

Key words. orthogonal basis functions, Hambo transform, cascade inner network, expansion
coefficients

AMS subject classifications. 41A20, 42C10, 42C20, 47B35
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1. Introduction. Orthonormal bases and the transformations that are related
to them are useful tools in many branches of science. Well-known examples are the
trigonometric bases which induce the various Fourier transforms or the more recently
developed orthonormal wavelet bases and their associated transforms. Within the
field of systems and control theory, rational orthonormal bases play an important role.
By approximating the impulse response of a linear time-invariant (LTI) system by a
finite sum of exponentials, the problem of modelling and identification is considerably
simplified. This comes down to using rational basis functions in the model structure.

Over the last years a general theory has been developed for the construction and
analysis of generalized orthonormal rational basis functions for the class of stable
linear systems, which extends the work on Laguerre filters by Wiener in the thirties
[19]. The corresponding filters are parameterized in terms of prespecified poles, which
makes it possible to incorporate a priori information about time constants in the model
structure. The main applications are in system identification and adaptive signal pro-
cessing, where the parameterization of models in terms of finite expansion coefficients
is attractive because it is linear-in-the-parameters. This allows the use of simple lin-
ear regression estimation techniques to identify the system from observed data, thus
avoiding nonconvex optimization problems. Orthonormality is associated with white
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noise input signals. However, the special shift structure of generalized orthonormal
basis functions gives a certain Toeplitz structure for general quasi-stationary input
signals, which can be utilized to construct efficient algorithms and to derive statis-
tical performance results. The use of orthogonal basis functions has also resulted in
intuitive expressions for the variance of estimated transfer functions and noise mod-
els. Here the basis functions and related reproducing kernels are used to analyze
and simplify complicated variance expressions. See [46, 27, 28] for the most recent
contributions. For the field of adaptive filtering, see, for instance, [2, 9, 21].

The application potentials of orthogonal basis functions go beyond the areas of
system identification and adaptive signal processing. Many problems in circuit theory,
signal processing, telecommunication, systems and control theory, estimation, and
optimization theory benefit from an efficient representation or parameterization of
particular classes of signals/systems. See, for instance, [31, 5] for applications in
audio processing and [24, 23, 36] for the use of orthogonal basis functions in nonlinear
modelling and estimation.

By exploiting prior knowledge of the object (signal/system) to be described, a de-
composition of signals/systems in terms of flexibly chosen orthogonal (independent)
components leads to efficient and robust estimation and prediction algorithms. Or-
thogonality is the key principle in linear estimation; see [16]. Orthogonal filters, which
correspond to orthogonal rational functions, are of capital importance in filter design
and robust filter implementation, as discussed in, e.g., [32].

In this paper a comprehensive account is given of the unitary transforms that re-
sult when considering series expansion representations of signals and systems in terms
of a special class of generalized rational orthonormal basis functions, the so-called
Hambo1 functions. This transform generalizes the Z- and the Laguerre transforms
and will be shown to have very intriguing structural properties. Preliminary results
on this transform have appeared earlier in the analysis of system identification algo-
rithms [39], in system approximation [13], and in minimal partial realization [37, 8].
In these papers, the transform results were shown to be instrumental in the statisti-
cal analysis of system identification and in solving partial realization problems. The
present paper is the first to give a comprehensive account of the development and
the properties of the considered transform, including analysis and algorithms in state
space form.

The technique of transformation, or, equivalently, the choice of an alternative
domain of representation, has been used successfully for the solution of a wide range
of problems in various scientific areas; cf. Laplace and Fourier transformations in
the fields of system and control theory or signal processing. It is expected that the
transformation which is proposed in this paper and that has the powerful property
that it can be adapted to the dynamics of a specific problem will open new possibilities
for the solution of a broad class of problems.

The remainder of the paper is constructed as follows. First, in section 2, the
considered basis functions will be specified and reviewed. After considering series
expansion expressions in section 3, the related signal and system transforms are pre-
sented in section 4. In section 5, the constituting expressions for calculating the
transforms are presented. Additional properties are discussed in section 6, while in
section 7 some extensions are briefly indicated.

1The word Hambo originated as an acronym for Hankel matrix based orthogonality. In the
remainder of the paper, these Hambo functions will also be referred to as generalized basis functions.
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Notation.

AT , A,A∗ Transpose, respectively, complex conjugate and complex conjugate transpose
of the matrix A.

T Unit circle.
Lp×m2 (T) Hilbert space of complex matrix functions of dimension p×m that are square

integrable on the unit circle. The superscript p × m will be suppressed if
p = m = 1.

Hp×m
2 Hardy space of all functions which are analytic in the exterior of the unit disc

such that2

lim
r→1

1

2π

∫ 2π

0

Trace(f(reiω)f(reiω)∗)dω <∞.

RHp×m
2 Subspace of rational transfer functions of Hp×m

2 .
H⊥

2 The orthogonal complement of H2 in L2.
Hp×m

2− The same as Hp×m
2 , with the restriction that the functions must be zero at

infinity (i.e., f0 = 0).
RHp×m

2− Subspace of rational transfer functions of Hp×m
2− .

�n2 (J) The space of square summable vector sequences, of vector dimension n, where
J denotes the index set of the sequence. The superscript n will be omitted if
n = 1.

〈F,G〉 Inner product of F and G in Lp×m2 (T):

1

2πi

∫ 2π

0

Trace{FT (eiω)G(eiω)}dω.

〈x, y〉 Inner product of x and y in �n2 (J):
∑
k∈J x

T (k)y(k).

[[x, y]] �2 Matrix “inner product”
∑
k∈J x(k)y

T (k), with x ∈ �n×p2 (J), y ∈ �m×p
2 (J).

[[X,Y ]] L2 Matrix “inner product” 1
2πi

∮
X(z)Y ∗(1/z)dzz , with X ∈ Ln×p2 (T), Y ∈

Lm×p
2 (T).3

PX Orthogonal projection onto the subspace X.
ei ith canonical Euclidean basis (column) vector.
q shift operator; for x ∈ �2, n ∈ Z: (qnx)(t) = x(t+ n).

In this paper, �2 signals will be generally denoted by small characters, whereas
capitals will be used for their Z-transforms, i.e., x(t), respectively, X(z). Expansion
coefficients of a signal in a nonstandard basis are characterized with the ˘ symbol,
as in x(t) =

∑
k x̆(k)fk(t). By abuse of notation, systems and operators will gener-

ally be denoted with arguments; for instance, x(t), G(z) will denote elements of �2,
respectively, H2.

Unless otherwise mentioned, the notion of orthonormality will be used with re-
spect to the �2 or L2 inner products, as defined above.

2. Basis construction. In this section, we will present the basis functions under
consideration, first in transfer function form, followed by an interpretation in a state
space setting.

2Here H2 is identified with the subspace of L2 with vanishing negative Fourier coefficients. More
precisely, for F ∈ H2, F (z) = f(0) + f(1)z−1 + f(2)z−2 + · · · , and ∑∞

k=0 |f(k)|2 <∞.
3Here Y ∗(1/z) =

∑
k y(k)

∗z−k.
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2.1. Transfer function approach. The main idea of constructing rational or-
thonormal basis functions is to generate a set of orthonormal functions that have
exponential decay. A straightforward approach to this problem is to orthonormalize
the set of functions

Fi,j(z) =
1

(z − ai)j
, i ∈ N, 1 ≤ j ≤ mi,(2.1)

where the poles ai can be any complex number with |ai| < 1, such that ai �= ak,
i �= k, and where mi is the multiplicity of pole ai. Obviously any rational function in
H2− can be described as a weighted sum of these functions if the poles ai are chosen
appropriately.

Proposition 2.1. Application of the Gram–Schmidt procedure to the sequence
of functions, given by (2.1), yields the orthonormal functions

Φk(z) =

√
1− |ξk|2
z − ξk

k−1∏
j=1

1− ξ̄jz

z − ξj
, k ∈ N,(2.2)

where ξNi+l = ai, 1 ≤ l ≤ mi, with Ni =
∑i−1
j=1 mj.

According to [45], this sequence of orthonormal functions was originally derived
in the 1920s by Takenaka [38] and Malmquist [20] and will henceforth be referred to
as the Takenaka–Malmquist functions. In the 1950s, the continuous-time version of
these functions was derived by Kautz [18] in the context of network synthesis. They
emerged again in the work of Ninness and Gustafsson [26] in the context of system
identification. See also [4]. Orthonormality of these functions can easily be established
using residue calculus. A more fundamental question is whether the orthonormal set is
complete in H2−. The following result, already given in [38] and [20], gives necessary
and sufficient conditions for completeness.

Proposition 2.2. Let {ξk}k∈N be such that |ξk| < 1 for all k ∈ N. The set of
Takenaka–Malmquist functions {Φk(z)}k∈N, as given in (2.2), is complete in H2− if
and only if

∞∑
k=1

(1− |ξk|) =∞.(2.3)

In other words, if the sequence of poles does not converge to the unit circle “too
fast,” then the set of Takenaka–Malmquist functions constitutes an orthonormal basis
for H2−. Until the early 1990s, only special cases of these functions have been used
extensively, especially in the context of system identification and signal processing.
Of these special cases, the pulse and Laguerre functions are the best known examples.
Consider the case where for all k, ξk = a ∈ R, with |a| < 1. The corresponding basis
functions are the discrete Laguerre functions

Φk(z) =

√
1− a2

z − a

[
1− az

z − a

]k−1

(2.4)

that reduce to the pulse functions Φk(z) = z−k for a = 0.
A second special case that is discussed in detail in this paper considers the situa-

tion where all poles are taken in a repetitive manner from a finite set {ξ1, ξ2, . . . , ξnb},
such that ξk·nb+j = ξj , where k ∈ N and j = 1, . . . , nb. When the poles appear in
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complex conjugate pairs, this results in the class of so-called generalized orthonormal
basis functions, or Hambo functions [13]. For ease of notation, we introduce the inner

(stable all-pass) function Gb(z) =
∏nb
i=1[

1−ξ̄iz
z−ξi ]. Now since ξnb+1 = ξ1, it follows that

Φnb+1(z) =

√
1−|ξ1|2
z−ξ1 Gb(z) = Φ1(z)Gb(z), and it is easy to see that an equivalent rela-

tion holds for the next functions, Φnb+j(z) = Φj(z)Gb(z), j ∈ N. From these relations
it is straightforward to derive the so-called generalized shift property:

Φk·nb+j(z) = Φj(z)G
k−1
b (z), k ∈ N, j = 1, . . . , nb.

For convenience of notation, these functions are often grouped into vector functions

Vk(z) =
[
Φ(k−1)·nb+1(z) Φ(k−1)·nb+2(z) · · · Φk·nb(z)

]T
,(2.5)

in which case the shift property comes down to Vk(z) = V1(z)G
k−1
b (z). This shift

property will be of paramount importance in the remainder of this paper.
In the context of system approximation and identification, it is often desired that

the system responses are real-valued, and for that reason it will be advantageous to
restrict the basis functions to being real-valued as well. Ninness and Gustafsson [26]
showed that if the poles appear in complex conjugate pole pairs, all basis functions can
be made real-valued by a simple unitary transformation of the set of basis functions.

2.2. State space interpretation. An alternative way to interpret or derive
these basis functions employs state space models. Consider a (single input) stable
state space model

x(t+ 1) = Ax(t) +Bu(t).(2.6)

The function V (z) = [zI −A]
−1

B is the transfer function from the input u(t) to
the states x(t). Now assume that the input signal u(t) is a zero mean white noise
process with variance 1, i.e., E{u(t)u(t + k)} = δk. The state covariance matrix P =
E{x(t)xT (t)} satisfies the Lyapunov equation P = APAT + BBT . P also equals the
so-called controllability Gramian of the state space model. The reason why we are
interested in the state covariance matrix is that

P =
1

2πi

∮
T

V (z)V T (1/z)
dz

z
= [[V, V ]].(2.7)

The basic idea now is to find a new state space realization for which the state covari-
ance equals the identity matrix, P = I. The corresponding input to state transfer
functions will then be orthonormal and will span the same space as the original func-
tions, as only linear transformations are considered. A state space realization for
which P = I is called input balanced [22].

In order to extend this resulting finite set of orthonormal functions, we consider
the class of square inner functions, i.e., stable transfer functions Gb(z) that satisfy

Gb(z)G
T
b

(
1

z

)
= I.

It was shown in [33] that square inner functions can be realized by so-called orthogonal
state space realizations; i.e., they satisfy Gb(z) = D + C(zI −A)−1B, where[

A B
C D

]T [
A B
C D

]
=

[
A B
C D

] [
A B
C D

]T
= I.(2.8)
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From this orthogonality property, it directly follows that the controllability Gramian
P and the observability Gramian Q, which are defined as P = APAT + BBT and
Q = ATQA + CTC, satisfy P = Q = I, and so realizations with this property are
balanced in the sense of [22]. Thus it follows that the input-to-state functions (i.e.,

the elements of V (z) = [zI −A]
−1

B ) are mutually orthonormal with respect to the
H2− inner product (assuming Gb(z) is scalar).

Example 2.3. We consider first and second order inner functions.
1. Let Gb(z) = 1−az

z−a , with |a| < 1. Then {a,√1− a2,
√

1− a2,−a} is a balanced

realization for Gb, and the input to state transfer is
√

1−a2

z−a , the first Laguerre
function with pole in a.

2. Let Gb(z) = −cz2+b(c−1)z+1
z2+b(c−1)z−c with some real-valued b, c satisfying |c|, |b| < 1.

A balanced realization (see, e.g., [39]) results in V (z) =
√

1−c2
z2+b(c−1)z−c [(z− b) ·√

(1− b2)]T , which represents the first two functions of the so-called 2-param-
eter Kautz construction.

On the other hand, when given an arbitrary pair (A,B) with controllability
Gramian P = I, it is easy to show that there exist matrices (C,D) such that the
transfer function G(z) = D+C(zI −A)−1B is an inner function [12]. Note that this
realization is automatically balanced.

Hence, when the state space approach is used to create orthonormal functions,
these functions can be considered as the input-to-state functions of a balanced real-
ization of an inner function.

A second result from [33] as indicated in [3] is that for two inner functions Gi(z) ∈
H2 (i = 1, 2), with corresponding balanced realizations (Ai, Bi, Ci, Di), the product
G2(z)G1(z) has a balanced realization (A,B,C,D) with

[
A B
C D

]
=


 A1 0 B1

B2C1 A2 B2D1

D2C1 C2 D2D1


 .(2.9)

For any input signal u(t), the state sequence x(t) related to this realization can
be decomposed by x(t) = [x1(t) x2(t)]

T , where x1(t) is the state trajectory related
to the realization of G1(z) separately:

x1(t) = [qI −A1]
−1B1u(t) and x2(t) = [qI −A2]

−1B2G1(q)u(t).

Here q denotes the shift operator, as defined in our notation.
In other words, there exists a recursive structure, where concatenating inner func-

tions provide an increasing number of state functions that are orthogonal to each other
with respect to the standard �2 inner product, i.e.,

∑
t x

T
k (t)xj(t) = δkj or, equiva-

lently, 1
2πi

∫ 2π

0
XT
k (eiω)Xj(eiω)dω = δkj . This leads to the following construction.

Proposition 2.4. Given a sequence of inner functions Gi(z), i = 1, 2, . . . ,
each with balanced realization (Ai, Bi, Ci, Di), the collection of functions {Xi(z), i =
1, 2, . . . } with

X1(z) = [zI −A1]
−1B1, Xi(z) = [zI −Ai]

−1BiG1(z)G2(z) · · ·Gi−1(z),

is mutually orthonormal.
With this property and the balanced realizations of Example 2.3, it is straight-

forward to rederive the Takenaka–Malmquist functions (2.2) as well as the Laguerre
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functions and the Hambo functions (see (2.5)). Both approaches lead to the same class
of functions. Hence the completeness condition (2.3) is valid for both approaches. The
special case of Proposition 2.4, where all Gi(z) are equal to the same second order
inner function with a complex conjugate pole pair (see Example 2.3 2) is known in
the literature as the 2-parameter Kautz construction [42, 14, 26].

3. Related bases and series expansions. Since the Takenaka–Malmquist
functions constitute a basis for H2−, a basis for the related space �2(N) follows by
considering the inverse Z-transform, which is isomorphic. With {φk(t)} the impulse
response (Fourier coefficients) of Φk(z), according to Φk(z) :=

∑∞
t=1 φk(t)z

−t, the
functions {φk(t)} will constitute an orthonormal basis for �2(N). Note that these ba-
sis functions exhibit the property that they can incorporate system dynamics in a very
general way. One can construct inner functions from any given set of poles, and thus
the resulting basis can incorporate dynamics of any complexity, combining, e.g., both
fast and slow dynamics in damped and resonant modes. Considering the Takenaka–
Malmquist basis functions, for any system H(z) ∈ H2− or signal y(t) ∈ �2(N), there
exist unique series expansions:

H(z) =

∞∑
k=1

〈H,Φk〉Φk(z),(3.1a)

y(t) =

∞∑
k=1

〈y, φk〉φk(t).(3.1b)

In the remainder of this paper, attention will be focused on the Hambo functions,
as introduced in section 2.1, i.e., the subclass of Takenaka–Malmquist functions where
the basis poles are taken in a repetitive manner from a finite set {ξ1, . . . , ξnb}. When
these poles {ξi}nbi=1 are stable, i.e., |ξi| < 1, it follows from Proposition 2.2 that the
set of Hambo functions constitutes a basis for H2−. In what follows, we will also
assume that the basis poles appear in complex conjugate pairs only. Furthermore, we
will primarily consider the real-rational form of these functions that results from the
application of Proposition 2.4, using a real-valued state space realization of the inner
function

Gb(z) =

nb∏
i=1

1− ξ̄iz

z − ξi
.(3.2)

Definition 3.1. Let Gb(z) be a real-rational inner function, with real-valued
minimal balanced realization (Ab, Bb, Cb, Db). Let for k ∈ N the vector functions

Vk(z) be defined as Vk(z) = [zI −Ab]
−1

BbG
k−1
b (z). Then the collection of all scalar

elements of the vectors Vk(z), Φk,i(z) = eTi Vk(z), k ∈ N, 1 ≤ i ≤ nb, is referred to as
a Hambo basis of H2−. The corresponding vectors with basis functions for �2(N) will
be denoted by {vk(t)}.

It is straightforward to recognize the shift structure in the functions vk(t):

vk+1(t) = Gb(q) · vk(t), k = 1, 2, . . . ,(3.3a)

v1(t) = At−1
b Bb.(3.3b)

For the class of Hambo functions, based on an inner function Gb(z), the series
expansions (3.1) can be rewritten such that the vector structure is maintained:
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H(z) =

∞∑
k=1

h̆T (k)Vk(z), h̆(k) = [[Vk, H]],(3.4a)

y(t) =

∞∑
k=1

y̆T (k)vk(t), y̆(k) = [[vk, y]].(3.4b)

The vector coefficient sequence y̆ = {y̆(k)}k∈N in (3.4) is called the Hambo signal
transform of y. This transform will play a fundamental role in this paper. A formal
definition will be given in section 4. The next proposition shows that the Parseval
identity holds for this transform.

Proposition 3.2 (Parseval’s identity). For any pair x(t), y(t) ∈ �2(N) and cor-
responding expansion coefficient sequences x̆, y̆, taken with respect to the basis vectors
{vk(t)}k∈N as in (3.4), it holds that 〈x, y〉 = 〈x̆, y̆〉.

Proof. 〈x, y〉 = [[
∑
k x̆

T (k)vk,
∑
k′ y̆

T (k′)vk′ ]] =
∑
k

∑
k′ x̆

T (k)[[vk, vk′ ]]y̆(k
′) =∑

k x̆
T (k)y̆(k).
A dual orthonormal basis of �nb2 (N). One consequence of Proposition 3.2 is

that an orthonormal basis of �nb2 (N) can be obtained by taking the signal transform
of the standard orthonormal basis functions of �2(N): δ(t− k), k > 0. The resulting
basis functions wl are given by

wl(k) = [[vk(t), δ(t− l)]] =

∞∑
t=1

vk(t)δ(t− l) = vk(l).(3.5)

Therefore, we can state the following.
Proposition 3.3 (dual orthonormal basis). Consider the basis function vectors

vk(t) with k ∈ N, as defined in Definition 3.1. The vector functions wt(k) ∈ �nb2 , t ∈ N,
defined by wt(k) = vk(t), constitute an orthonormal basis of the space �nb2 (N).

It turns out that—as is the case with vk(t) (see (3.3))— these functions wk(t) can
be calculated using a shift structure.

Proposition 3.4. Let Gb(z) be a scalar inner function with McMillan degree
nb > 0, having a minimal balanced realization (Ab, Bb, Cb, Db). Consider vk(t), wk(t)
as before, and let N(z) = Ab +Bb[zI −Db]

−1Cb. Then

wk+1(t) = N(q) · wk(t), k = 1, 2, . . . ,(3.6a)

w1(t) = BbD
t−1
b ,(3.6b)

where the shift operator q operates on the time sequence wk, i.e., (qwk)(t) = wk(t+1).
Proof. The proof uses the balanced state space realization (Ak+1, Bk+1, Ck+1,

Dk+1) of Gk+1
b (z) (see (2.9)), where

Ak+1 =




Ab 0 · · · · 0
BbCb Ab 0 · 0

BbDbCb BbCb · · 0
...

... · . . . 0

BbD
k−1
b Cb BbD

k−2
b Cb · · · BbCb Ab


 ,

(3.7)

Bk+1 =




Bb
BbDb

BbD
2
b

...
BbD

k
b


 .
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It is straightforward that
[
vT1 (t) · · · vTk+1(t)

]T
= At−1

k+1Bk+1, and hence w1(t) =

BbD
t−1
b . For t ≥ 1

wk+1(t+ 1) = vt+1(k + 1) = Abvt+1(k) +BbCbvt(k) + · · ·+BbD
k−1
b Cbv1(k)

= Abwk(t+ 1) +

t∑
i=1

BbD
i−1
b Cbwk(t+ 1− i),

which proves the result.

We will denote the Z-transform of the functions wk(t) byWk(z) :=
∑∞
t=1 wk(t)z

−t,
while as a direct result of Proposition 3.4 it holds that Wk(z) = Nk−1(z) ·W1(z), with
W1(z) := (zI − Db)

−1Bb. Note the duality between the functions Gb(z) and N(z),
which are simply related by ordering the state space realizations in reverse.

As a consequence, for any strictly proper system H̆(z) ∈ Hnb
2− or signal y̆(t) ∈

�nb2 [1,∞), there exist unique series expansions:

H̆(z) =

∞∑
k=1

h(k)Wk(z), h(k) = 〈H̆,Wk〉,(3.8)

y̆(t) =

∞∑
k=1

y(k)wk(t), y(k) = 〈y̆, wk〉.(3.9)

In fact, these are exactly the inverses of the expansions given by (3.4).

Extension to L2. The bases for H2− that we introduced can be extended to
L2(T), i.e., to include (H2−)⊥ (see, e.g., [1]). First observe that given a basis {Fk(z)}
for H2−, {z−1Fk(

1
z )} is a basis for (H2−)⊥. In fact, given two bases for H2−, say,

{Fk(z)} and {Gk(z)}, the set of functions {Fk(z), z−1Gk(
1
z ), k = 1, 2, . . . } is a basis

for H2− ∪ (H2−)⊥ = L2(T). Using an inner function Gb(z) with balanced realization
(Ab, Bb, Cb, DB), the Hambo functions have been defined as {V1(z)Gb(z)

k−1, k ∈ N},
where V1(z) = [zI−Ab]−1B. Another Hambo basis is created by {U1(z)Gb(z)

k−1, k ∈
N}, where U1(z) = [zI − ATb ]−1CTb . In line with the forgoing, it follows that
{z−1U1(

1
z )G

k−1
b ( 1

z ), k ∈ N} is a basis for H⊥
2−. Now an interesting observation is

given by the following lemma.

Lemma 3.5. Let Gb(z), V1(z), U1(z) be defined as above. Then U1(z) and V1(z)
are related by z−1U1(

1
z ) = V1(z)Gb(

1
z ).

Proof. Using (2.9), it is easy to show that CTb Gb(z) =
(
I − zATb

)
[zI − Ab]

−1Bb.
Substituting this relation in the expression U1(

1
z )Gb(z) yields U1(

1
z )Gb(z) = z[I −

zATb ]−1
(
I − zATb

)
[zI −Ab]

−1Bb = z[zI −Ab]
−1Bb = zV1(z).

Corollary 3.6. Let Gb(z) and V1(z) be defined as above. The set {V1(z)G
k
b (z),

k ∈ J} defines a basis, respectively, for H2− if J = N, for H⊥
2− if J = Z \ N, and for

L2(T) if J = Z.

Analogously the dual Hambo basis of Hnb
2− can be complemented with a set of

basis functions of Hnb⊥
2− such that a basis of Lnb2 (T) is obtained. A dual basis of Hnb⊥

2−
is given by the functions W−t(z) =

(
NT ( 1

z )
)t
W0(z), t > 0, with W0(z) given by

CTb z
−1 (z−1 I − DT

b )−1. The vector W0(z) can be related to W1(z) (the first basis
element of the dual basis of Hnb

2−) as follows.

Lemma 3.7. With N(z) a square inner function with orthogonal realization (Db,
Cb, Bb, Ab) and W1(z) = Bb(zI − Db)

−1, it holds that W0(z) = CTb z
−1 (z−1 I −

DT
b )−1 = NT ( 1

z )W1(z).
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Proof. The proof is similar to that of Lemma 3.5. It is straightforward to show
that N(z)W0(z) = W1(z), using the fact that N(z) is inner.

As a consequence, the inner function N(z) generates a basis of Lnb2 (T) in the same
way that Gb generates a basis of L2(T). We use that NT ( 1

z ) is the inverse of N(z).
Proposition 3.8. The set of vector functions {Wk(z), k ∈ J}, with Wk ∈

Lnb2 (T), defined as Wk(z) = N(z)k−1Bb(zI−Db)
−1, constitutes an orthonormal basis

of Hnb
2− if J = N, of Hnb⊥

2− if J = Z \ N, and of Lnb2 (T) if J = Z.

4. Signal and operator transforms. In this section, the fundamentals of the
transform theory that underlies expansions in the generalized basis are given. It is an
extension of the work that was started in [13, 39] and can be viewed as a generalization
of the Laguerre transform theory for signals and systems that was developed in [30]
and [29].

4.1. Signals. In the previous section, it was shown how �2 signals can be ex-
panded in terms of general rational orthonormal basis functions that are generated
by an inner function Gb(z) in balanced state space form.

It will turn out to be expedient to have a definition of the Hambo signal transform
that also applies to multivariable signals. Also, we will need a definition that not only
applies to the Hambo basis of �2(N) but also to the Hambo bases of �2(Z \ N) and
�2(Z), as discussed in section 3. Therefore, the definitions in this section will be given
for �2(J) signals, where J is either N,Z or Z \ N.

Consider a vector signal x(t) ∈ �n2 (J) such that x(t) =
[
x1(t) x2(t) · · · xn(t)

]T
.

Each scalar signal xi(t) can be expanded in the corresponding Hambo basis, yielding
the expansion sequences x̆i(k) which are elements of �nb2 (J). Hence it holds that

x(t) =

∞∑
k=1

[
x̆1(k) x̆2(k) · · · x̆n(k)

]T
vk(t) =

∑
k∈J

x̆T (k)vk(t).(4.1)

Definition 4.1 (multivariable Hambo signal transform). Given a signal x(t) ∈
�n2 (J), its Hambo signal transform is defined as the matrix sequence {x̆(k)}k∈J , with
x̆(k) ∈ R

nb×n given by

x̆(k) = [[vk, x]].(4.2)

Furthermore, we define the λ-domain representation of the Hambo signal transform as

X̆(λ) =
∑
k∈J

x̆(k)λ−k.

Note that X̆(λ) is simply the Z-transform of x̆(k) with Z replaced by λ to avoid
confusion. As X̆(λ) is just a representation of the Hambo signal transform x̆(k) in an
alternative domain, it is also commonly called the Hambo signal transform [13].

For purposes of calculation, we will also need a definition for the Hambo transform
of a signal y(t) ∈ �1×nb2 . This is defined through Definition 4.1 by using x(t) = yT (t)
and defining

Y̆ (λ) := X̆T (λ).

With the multivariable signal transform as defined above, the following isomorphic
relation holds.



HAMBO TRANSFORM THEORY 1357

Proposition 4.2 (multivariable Hambo signal transform isomorphism). With
X(z) ∈ Lnx2 (T) and Y (z) ∈ L

ny
2 (T), it holds that [[X,Y ]] = [[X̆T , Y̆ T ]].

Proof. The (i, j) element of [[X,Y ]] is equal to 〈Xi, Yj〉. By the isomorphism of the

Hambo signal transform for scalar signals, it holds that this is equal to 〈X̆i, Y̆j〉. Then,

with X̆(λ) and Y̆ (λ) as defined before, it follows that [[X,Y ]]= 1
2π

∫ 2π

0
X̆T (eiω)Y̆ (eiω)dω

= [[X̆(λ)
T
, Y̆ T (λ)]].

4.2. Systems. A system G(z) ∈ Ln2 (T) is uniquely described by its impulse
response {g(k)} ∈ �n2 . We will use this property to define the Hambo signal transform
of a system as the Hambo signal transform of the impulse response of the system.

Definition 4.3. Consider a system G(z)∈Ln2 (T) and a Hambo basis {Vk(z)}k∈Z.
The Hambo signal transform of G(z), denoted as Ğ(λ), is defined as

Ğ(λ) =

∞∑
k=−∞

ğ(k)λ−k, where ğ(k) = [[Vk, G]].

Example 4.4. Consider the Hambo signal transform of the basis function vector
G(z) = Vj(z). Obviously, in this simple case, the expansion vector coefficients are
given by ğ(k) = δ(k − j)I. Hence it holds that the Hambo signal transform of Vj(z)
is equal to λ−jI.

Another transform of the system G(z) that is closely related to the signal trans-
form but essentially different is the so-called Hambo operator transform, which de-
scribes the relationship between the signal transforms of the input and output signals
of a scalar stable and causal system.

Definition 4.5 (Hambo operator transform). Consider a system G(z) ∈ H2

and a Hambo basis {Vk(z)}k∈N, associated with the inner function Gb(z). We define

the Hambo operator transform of G(z), denoted by G̃(λ), as

G̃(λ) =

∞∑
τ=0

Mτλ
−τ ,(4.3)

where Mτ = [[V1(z)G
τ
b (z), V1(z)G(z)]].(4.4)

Proposition 4.6. Consider signals u(t), y(t) ∈ �2(N) and a system G(z) ∈ H2

such that y(t) = G(q)u(t). With G̃(λ) the Hambo operator transform of G(z), it holds

that Y̆ (λ) = G̃(λ)Ŭ(λ).

Proof. Let ŭ(k), y̆(k) be the expansion coefficients of u(t) and y(t). y̆(k) can be
expressed as y̆(k) = [[Vk, G

∑∞
j=1 ŭ

T (j)Vj ]] =
∑∞
j=1[[Vk, VjG]]ŭ(j) =

∑∞
j=1[[V1G

k−1
b ,

V1G
j−1
b G]]ŭ(j). Consider the inner product term for the case where j ≤ k. Use is

made of the fact that the adjoint of Gb(z) by its inner property is equal to G−1
b (z).

Hence [[V1G
k−1
b , V1G

j−1
b G]] = [[V1G

k−j
b , V1G]]. Now consider the inner product term

for the case where j > k. Then, with the same argument, one finds that it holds that
[[V1G

k−1
b , V1G

j−1
b G]] = [[V1, V1G

j−k
b G]]. This latter expression is equal to zero, which

follows from the fact that the elements of the transfer function V1(z) constitute an
orthonormal set which exactly spans the orthogonal complement in H2 of the shift-
invariant subspace Gb(z)H2. The right-hand side argument of the inner product is
an element of that subspace. Applying the signal transform of Definition 4.1 to y̆(k)
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(with J = N) reveals that it holds that

Y̆ (λ) =

( ∞∑
τ=0

Mτλ
−τ
)
Ŭ(λ).(4.5)

The parameters Mτ are matrices of dimension nb × nb. They can be viewed as
the Markov parameters of the multivariable transfer function G̃(λ). The expansion
coefficients {ğ(k)} and the Markov parameters {Mτ}, as given by Definitions 4.3
and 4.5, are closely connected through a linear relation; see [37, 8, 7] for details.

The Hambo operator transform of the system Gb(z) has a particularly simple
form. It holds for all U ∈ H2− that

Gb(z)U(z) =

∞∑
k=1

ŭT (k)Vk(z)Gb(z) =

∞∑
k=1

ŭT (k)Vk+1(z).

Hence, with Y (z) = Gb(z)U(z) =
∑∞
k=1 y̆

T (k)Vk(z), it follows that y̆(k) = ŭ(k−1)
for k > 1 and y̆(1) = 0. Therefore, it holds that M1 = I and Mτ = 0 for all τ �= 1,
and consequently

G̃b(λ) = λ−1I.(4.6)

We can hence conclude that a multiplication with Gb(z) in the Z-domain corre-
sponds to applying a canonical shift in the λ-domain.

Although the Hambo operator transform is defined only for SISO systems, there
is a simple multivariable case in which it can also be used. We will need it in the next
section.

Proposition 4.7. Consider a signal u(t) ∈ �m2 (J) and an SISO system G(z) ∈
H2. Let y(t) ∈ �m2 (J) be given by y(t) = G(q) · I u(t). Then it holds that Y̆ (λ) =

G̃(λ)Ŭ(λ).
Proof. Denoting the elements of U(z) and Y (z) as Ui(z) and Yi(z) according to

U(z) =
[
U1(z) U2(z) · · · Um(z)

]T
and Y (z) =

[
Y1(z) Y2(z) · · · Ym(z)

]T
, we have

that Yi(z) = G(z)Ui(z) for 1 ≤ i ≤ m. Then the Hambo signal transform of Yi(z)

satisfies, by definition of the Hambo operator transform, Y̆i(λ) = G̃(λ)Ŭi(λ). The
result then follows from the fact that

Y̆ (λ) =
[
Y̆1(λ) Y̆2(λ) · · · Y̆m(λ)

]
= G̃(λ)Ŭ(λ).

5. Operator transform expressions. As shown, the Hambo operator trans-
form of a system G(z) ∈ H2 is a causal LTI system. Furthermore, the transform of a
rational transfer function is again rational. We will now derive expressions by which
the operator transform can actually be computed. First it is shown that an expression
for G̃(λ) is obtained by making a variable substitution in the Laurent expansion of

G(z). Next it is shown how a state space realization of G̃(λ) can be derived on the
basis of a state space realization of G(z).

5.1. Variable substitution property. The Hambo operator transform, as de-
fined in Definition 4.5, can be obtained from the original transfer function G(z) ∈ H2

by applying a variable substitution in its Laurent expansion, which is given by

G(z) =

∞∑
τ=0

g(τ)z−τ .(5.1)

This variable substitution consists of a replacement of the shift operation z−1 by the
causal linear time-invariant operator N(λ).



HAMBO TRANSFORM THEORY 1359

Proposition 5.1 (variable substitution property [39]). Let N(λ) be as in Propo-

sition 3.4. Then the Hambo operator transform G̃(λ) of a given system G(z) ∈ H2 is
equal to

G̃(λ) =

∞∑
τ=0

g(τ)Nτ (λ).(5.2)

With slight abuse of notation, (5.2) is sometimes stated as G̃(λ) = G(z)|z−1=N(λ) .
An immediate consequence of Proposition 5.1 is that the operator transform of the
canonical shift z−1 is equal to N(λ). This means that a shift in the time domain
corresponds to the application of the operator N(λ) in the signal transform domain.

Another immediate consequence of this proposition is that N(λ) and G̃(λ) are com-
muting operators. A third consequence of Proposition 5.1 is the following relation
between the Hambo signal transform and the Hambo operator transform.

Corollary 5.2. The Hambo signal transform Ğ(λ) and Hambo operator trans-

form G̃(λ) of a given system G(z) ∈ H2− are related through Ğ(λ) = G̃(λ)W0(λ),

with W0(λ) ∈ Hnb
2

⊥
equal to CTb

1
λ ( 1

λ I−DT
b )−1, in accordance with Proposition 3.8.

Proof. As the functions {Wt(λ)}t∈N constitute the dual Hambo basis, Ğ(λ) satis-
fies Ğ(λ) =

∑∞
t=1 g(t)Wt(λ), with g(t) the impulse response coefficients of G(z). By

Proposition 3.4 and the fact that N(λ) is inner, we can write Ğ(λ) =
∑∞
t=1 g(t)N(λ)t ·

NT ( 1
λ )W1(λ). By Lemma 3.7 and Proposition 5.1, it then follows that Ğ(λ) =∑∞

t=1 g(t)N(λ)tW0(λ) = G̃(λ)W0(λ).

It was shown in [13] that, inversely, G(z) can also be obtained from G̃(λ) by
means of a variable substitution:

G(z) = zV T
1 (z) G̃(λ)W1(λ)λ

∣∣∣
λ−1=Gb(z)

.(5.3)

Using the multivariable signal transform Definition 4.1 one can establish an iso-
morphic relation that involves the Hambo operator transform.

Proposition 5.3 (Hambo operator transform isomorphism). Consider the Hambo
basis of L2(T), generated by an inner function Gb(z). Hence we have that Vk(z) =
V1(z)Gb(z)

k−1 and Wk(λ) = N(λ)k−1W1(λ). Then for all G1(z), G2(z) ∈ H2, k ∈ Z,

[[VkG1, VkG2]] = [[G̃T1 , G̃
T
2 ]],(5.4)

and 〈G1, G2〉 = 〈G̃1Wk, G̃2Wk〉.(5.5)

Proof. We will prove both assertions for the case k = 1. The other cases follow
immediately from the inner property of Gb(z), and N(λ). By Proposition 4.2, it holds

that [[V1G1, V1G2]] = [[ ˘(V1G1)
T
, ˘(V1G2)

T
]]. The elements of the vector V1(z)Gk(z), k =

1, 2, are equal to Gk(z)Φ1,i(z), 1 ≤ i ≤ nb, where Φ1,i(z) are the first nb scalar basis
functions. The Hambo signal transform of Gk(z)Φ1,i(z) is, by definition of the opera-

tor transform, equal to G̃k(λ)Φ̆1,i(λ) = G̃k(λ)e
T
i λ

−1. By Definition 4.1, it then follows

that ˘(V1Gk) = G̃k(λ)λ
−1. Hence [[V1G1, V1G2]] = [[G̃T1 (λ)λ−1, G̃T2 (λ)λ−1]] = [[G̃T1 , G̃

T
2 ]].

The second assertion is proved as follows. It holds that 〈G1, G2〉 = 〈G1z
−1, G2z

−1〉 =
〈 ˘(G1z−1), ˘(G2z−1)〉. The last equality follows from the isomorphism of the signal
transform. Using the fact that W1(λ) is the Hambo signal transform of z−1 and by
definition of the Hambo operator transform, the result follows.
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5.2. Hankel operator representations. The Hankel operator associated with
an LTI system G(z) can be represented in a number of ways, depending on the (or-
thonormal) coordinate systems that are used for the input and output signal spaces.
The Hankel operator of a scalar system maps from �2(−∞, 0] to �2[1,∞). Usually,
the canonical bases of these spaces are employed to represent the input and output
signals. In that case, the Hankel operator can be represented as a Hankel matrix H
that contains the Markov parameters g(k), k > 0, of G(z), as Hi,j = g(i+ j−1). Now

define y =
[
y(1) y(2) · · · ]T , u =

[
u(0) u(−1) · · · ]T . Then it holds that

y = Hu.(5.6)

Alternative representations of the Hankel operator would be obtained if one were to
use other orthonormal bases for the representation of the input and output signals.
A particularly interesting case occurs when we use a Hambo basis for the output
space �2[1,∞) and the complementary Hambo basis for �2(−∞, 0] for the input space.
Consider the expansion of the output signal y(t) ∈ �2[1,∞) and the input signal u(t) ∈
�2(−∞, 0] in terms of a Hambo basis. We then obtain the coefficients y̆(k) = [[y, vk]]

T

with k ∈ N and ŭ(k) = [[u, vk]]
T with k ∈ Z\N. We collect these coefficients in column

vectors y̆, ŭ defined as

y̆T =
[
y̆T (1) y̆T (2) y̆T (3) · · ·] ,(5.7)

ŭT =
[
ŭT (0) ŭT (−1) ŭT (−2) · · ·] .(5.8)

Defining the block row vectors vk with k ∈ Z as

vk =



[
vk(1) vk(2) vk(3) · · ·

]
, k ≥ 1,[

vk(0) vk(−1) vk(−2) · · ·
]
, k < 1,

and defining Vf =
[
vT1 vT2 · · ·

]T
and Vp =

[
vT0 vT−1 · · ·

]T
, we can write

y̆ = Vfy and ŭ = Vpu.(5.9)

It is clear that the infinite dimensional matrices Vf and Vp are unitary (orthogonal)
matrices as their rows are orthogonal vectors. It hence follows that we can also
write y = VT

f y̆ and u = VT
p ŭ. Substituting this in (5.6) gives the relation VT

f y̆ =

HVT
p ŭ. Again using the fact that Vf is orthogonal, this can be rephrased as y̆ = H̃ŭ,

with H̃ = VfH VT
p . The matrix operator H̃ is an alternative representation of the

Hankel operator of G(z). If we partition the matrix H̃ in blocks of dimension nb×nb
corresponding to the partitioning of ŭ and y̆, then we find that the (i, j) block element

equals H̃(i,j) = viH vT−j+1, with vk the vector representations of the basis functions

vk as defined above. It is then clear that H̃(i,j) is equal to the matrix inner product
between Vi(z) and the Z-transform expression for the vector HvT−j+1. This leads to
the following proposition.

Proposition 5.4. Let H̃ be the matrix representation of the Hankel operator of
a system G(z) ∈ H2, in terms of a Hambo basis associated with an inner function

Gb(z), such that y̆ = H̃ŭ, where y̆ and ŭ are as defined by (5.7) and (5.8). Let H̃

be partitioned in blocks of dimension nb × nb, and let H̃(i,j) denote the (i, j)th block
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element. Then it holds that H̃(i,j) = Mi+j−1, where Mk represents the kth Markov

parameter of G̃(λ), as defined in (4.4).
Proof. By definition of the Hankel map, the term HvT−j+1 is the output of

the system G(z) in response to the input v−j+1 ∈ �nb2 (−∞, 0], restricted to the
space of future signals �nb2 [1,∞). In Z-transform notation, this output can be ex-

pressed as PHnb2−
G(z)V T

−j+1(z) = PHnb2−
G(z)G−j

b V T
1 (z). The last equality follows from

the fact that Vk(z) = Gk−1
b (z)V1(z) for all k ∈ Z. It then follows that H̃(i,j) =

[[Vi,PHnb2−
GGb

−jV1]] = [[Gi−1
b V1, GG

−j
b V1]]. Because Gb(z) is inner, this expression

simplifies to H̃(i,j) = [[Gi+j−1
b V1, GV1]], which is equal to Mi+j−1, as was established

earlier; see (4.4).

Proposition 5.4 shows that H̃ has a block Hankel form, which coincides with the
standard block Hankel matrix representation of the Hambo operator transform G̃(λ).
One consequence of this observation is that Hankel singular values and the McMillan
degree are invariant under Hambo operator transformation.

5.3. State space expressions for the Hambo operator transform and its
inverse. In this section, we will derive the expressions by which a minimal realization
of the Hambo operator transform can be obtained from a minimal state space realiza-
tion of the original system and vice versa. The derivation is based on the isomorphic
relation that exists between such state space realizations. We will first establish this
relation. Consider the (block) Hankel matrix representation H of the Hankel oper-
ator of an LTI system G(z). It is a well-known result from realization theory that
any full rank decomposition H = Γ∆ corresponds to a minimal realization of G(z)
[15, 17]. That is, there exists a minimal realization (A,B,C,D) of G(z) such that

Γ =
[
CT (CA)T (CA2)T · · ·]T and ∆ =

[
B AB A2B · · ·] . We define the transfer

functions Γ(z) ∈ Hn
2− and ∆(z) ∈ Hn

2−
⊥ as

Γ(z) =

∞∑
k=1

CAk−1z−k = C(zI −A)−1, ∆(z) =

∞∑
k=0

AkBzk = z−1 (z−1 I −A)−1B.

The following lemma establishes an important relation between these functions
and their counterparts in the transform domain.

Lemma 5.5. Consider a system G(z)∈RH2 with minimal realization (A,B,C,D).
Let Γ(z) and ∆(z) be defined as Γ(z) = C(zI − A)−1, ∆(z) = z−1 (z−1 I − A)−1B.

Then the Hambo operator transform G̃(λ) of G(z) has a minimal state space realization
(Ã, B̃, C̃, D̃) such that it holds that

C̃(λI − Ã)−1 = Γ̆T (λ) and λ−1 (λ−1 I − Ã)−1B̃ = ∆̆T (λ),(5.10)

where Γ̆(λ) and ∆̆(λ) are the (multivariable) Hambo signal transforms of Γ(z), re-
spectively ∆(z), as defined in Definition 4.3.

Conversely, any Hambo operator transform G̃(λ) with minimal state space real-
ization (Ã, B̃, C̃, D̃) has a preimage G(z) with minimal realization (A,B,C,D) such
that (5.10) holds.

Proof. From the analysis in the previous section, it follows that, given a full rank
factorizationH = Γ∆, a full rank factorization of H̃ can be obtained according to H̃ =
(VfΓ)(∆VT

p ). Denote the minimal state space realization of G̃(λ) that corresponds
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to this realization by (Ã, B̃, C̃, D̃). We then denote (VfΓ)(k) = C̃Ãk−1, k ≥ 1, and

(∆VT
p )(−k) = ÃkB̃, k ≥ 0. It holds that (VfΓ)(k) = vkΓ, k ≥ 1, and (∆VT

p )(k) =

∆vTk , k < 1. With Γ(z) and ∆(z) as defined above, we then see that

(VfΓ)(k) = [[ΓT (z), Vk(z)]], k ≥ 1, and (∆VT
p )(k) = [[∆(z), Vk(z)]], k < 1,

where the last equation holds under the assumption that the realization of ∆(z)
is real. This shows, using (4.2), that {(VfΓ)(k)} and {(∆VT

p )(k)} constitute the

multivariable Hambo signal transforms of ΓT (z) and ∆(z), respectively. Since any
minimal realization of G(z) corresponds to a full rank factorization of H, the first
part of the lemma is proven. The last statement of the lemma follows from the fact
that the Hambo signal transform is a bijective map.

Lemma 5.5 is a very powerful result as it permits us to derive very compact
expressions for computing the Hambo operator transform and its inverse, using the
isomorphism relation for the multivariable Hambo signal transform given in Proposi-
tion 4.2.

Suppose that the realizations (A,B,C,D) and (Ã, B̃, C̃, D̃) are linked to each
other via the Hambo signal transform as described in Lemma 5.5. Let us denote
the controllability Gramians associated with these realizations as Xc and X̃c and
the observability Gramians as Xo and X̃o, respectively. Then, by the Hambo signal
transform isomorphism, it holds for the functions Γ(z) and ∆(z) that

Xo = [[ΓT (z),ΓT (z)]] = [[Γ̆T (λ), Γ̆T (λ)]] = X̃o,(5.11)

Xc = [[∆(z),∆(z)]] = [[∆̆(λ), ∆̆(λ)]] = X̃c.(5.12)

Using the Hambo signal transform isomorphism, we can now establish a matrix
inner product expression for the realization (Ã, B̃, C̃, D̃), as follows.

Proposition 5.6. With Γ(z) and (Ã, B̃, C̃, D̃) as defined in Lemma 5.5 and Xo

the controllability Gramian of this realization, it holds that[
Xo 0
0 I

] [
Ã B̃

C̃ D̃

]
=

[[[
ΓT (z)Gb(z)

V1(z)

]
,

[
ΓT (z)

V1(z)G(z)

]]]
.(5.13)

Proof. The system G̃T (λ) is described by the equation

[
X(λ)λ
Y (λ)

]
=

[
ÃT C̃T

B̃T D̃T

] [
X(λ)
U(λ)

]
.

It holds that [[[
X(λ)
U(λ)

]
,

[
X(λ)λ
Y (λ)

]]]
=

[[[
X(λ)
U(λ)

]
,

[
X(λ)
U(λ)

]]] [
Ã B̃

C̃ D̃

]
.

Let the input u(t) be equal to eiδ(t), with ei the ith Euclidean basis vector of R
nb .

Then X(λ) = [λI − ÃT ]−1C̃T ei = Γ̆(λ)ei, and by Lemma 5.5 this last equation can
be written as[[[

Γ̆(λ)ei
ei

]
,

[
Γ̆(λ)eiλ

G̃T (λ)ei

]]]
=

[[[
Γ̆(λ)ei
ei

]
,

[
Γ̆(λ)ei
ei

]]] [
Ã B̃

C̃ D̃

]
.
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Gb GT✲ ✲

❄❄

✲u1 y1,1

x1,2

y1,2

x1,1

GT Gb✲ ✲

❄❄

✲u2 y2,2

x2,2

y2,1

x2,1

Fig. 5.1. Systems for proof of Corollary 5.7.

Because this holds for all i such that 1 ≤ i ≤ nb, we can also write (after summation
of the latter equation over all i = 1, . . . , nb)[[[

Γ̆(λ)
I

]
,

[
Γ̆(λ)λ

G̃T (λ)

]]]
=

[[[
Γ̆(λ)
I

]
,

[
Γ̆(λ)
I

]]] [
Ã B̃

C̃ D̃

]
=

[
X̃o 0
0 I

] [
Ã B̃

C̃ D̃

]
.

The term on the left-hand side of this equation equals[[[
Γ̆(λ)λ−1

Iλ−1

]
,

[
Γ̆(λ)

G̃T (λ)λ−1

]]]
.

We observe that λ−1I is equal to the Hambo operator transform of Gb(z) (see (4.6)).
Further, λ−1I is the Hambo signal transform of V1(z), as was demonstrated in Ex-
ample 4.4. From Proposition 4.7 it then follows that λ−1I Γ̆T (λ) is the Hambo signal

transform of Gb(z) ·IΓT (z). Similarly, λ−1IG̃(λ) is the signal transform of V1(z)G(z).
Using the Hambo signal transform isomorphism (Proposition 4.2), it therefore holds
that [[[

Γ̆(λ)λ−1

Iλ−1

]
,

[
Γ̆(λ)

G̃T (λ)λ−1

]]]
=

[[[
ΓT (z)Gb(z)

V1(z)

]
,

[
ΓT (z)

V1(z)G(z)

]]]
.

Obviously, a dual formulation of this proposition that uses expressions involving
∆(z) and Xc is possible.

Proposition 5.6 can also be formulated in the form of a Sylvester equation.
Corollary 5.7. Consider a system G(z) ∈ RH2, with minimal realization

(A,B,C,D) and observability Gramian Xo. Then G̃(λ) has a minimal realization
(Ã, B̃, C̃, D̃) that satisfies the following Sylvester equation:[

AT CTCb
0 Ab

] [
XoÃ XoB̃

C̃ D̃

] [
A BBT

b

0 ATb

]
+

[
CTDb

Bb

] [
C DBT

b

]
(5.14)

=

[
XoÃ XoB̃

C̃ D̃

]
.

Proof. The Sylvester equation is obtained by formulating (5.13) in the time do-
main using straightforward state space realizations of the transfer functions that ap-
pear in the inner product. Consider the systems shown in Figure 5.1. State equations
of these systems are[

x1,1(t+ 1)
x1,2(t+ 1)

]
=

[
AT CTCb
0 Ab

] [
x1,1(t)
x1,2(t)

]
+

[
CTDb

Bb

]
u(t)

and [
x2,1(t+ 1)
x2,2(t+ 1)

]
=

[
AT 0

BbB
T Ab

] [
x2,1(t)
x2,2(t)

]
+

[
CT

BbD
T

]
u(t),
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respectively. The solution of (5.13) is then equal to[[[
x1,1

x1,2

]
,

[
x2,1

x2,2

]]]
,

which results in (5.14).
Existence of a solution to this Sylvester equation (5.14) is guaranteed if the sys-

tems in the inner product expression in (5.13) are stable. This is true by assumption
for Γ(z) and G(z) and by definition for Gb(z) and V1(z).

Note that (5.14) can be simplified further in the case where Xo = I, i.e., when
the realization (A,B,C,D) is output balanced.

Using the Hambo signal transform isomorphism, it is equally simple to derive a
matrix inner product expression for the realization (A,B,C,D) that involves Γ̆(λ).

Proposition 5.8. With Γ(z) and (A,B,C,D) as defined in Lemma 5.5, it holds
that [

X̃o 0
0 1

] [
A B
C D

]
=

[[[
Γ̆T (λ)NT (λ)

WT
1 (λ)

]
,

[
Γ̆T (λ)

WT
1 (λ)G̃T (λ)

]]]
.(5.15)

Proof. The system GT (z) is described by the state equation[
X(z)z
Y (z)

]
=

[
AT CT

BT DT

] [
X(z)
U(z)

]
.

It holds that [[[
X(z)
U(z)

]
,

[
X(z)z
Y (z)

]]]
=

[[[
X(z)
U(z)

]
,

[
X(z)
U(z)

]]] [
A B
C D

]
.

Let the input u(t) be equal to δ(t). Then this last equation can be written as[[[
ΓT (z)

1

]
,

[
ΓT (z)z
GT (z)

]]]
=

[[[
Γ(z)
1

]
,

[
Γ(z)
1

]]] [
A B
C D

]
=

[
Xo 0
0 1

] [
A B
C D

]
.

The term on the left-hand side of this equation equals[[[
ΓT (z)z−1

z−1

]
,

[
ΓT (z)

GT (z)z−1

]]]
.

We observe that z−1 is equal to the inverse Hambo operator transform of N(λ) (as
follows from Proposition 5.1). At the same time, z−1 is the inverse Hambo signal
transform of W1(λ). Then it follows from Proposition 4.7 that z−1I Γ(z) is the
Hambo inverse signal transform of N(λ)Γ̆(λ). Similarly, by definition of the Hambo

operator transform, G(z)z−1 is then the inverse signal transform of G̃(λ)W1(λ). Using
the Hambo signal transform isomorphism (Proposition 4.2), it therefore holds that[[[

ΓT (z)z−1

z−1

]
,

[
ΓT (z)

GT (z)z−1

]]]
=

[[[
Γ̆T (λ)NT (λ)

WT
1 (λ)

]
,

[
Γ̆T (λ)

WT
1 (λ)G̃T (λ)

]]]
.

Again a dual formulation of this proposition is possible that uses expressions
involving ∆(z) and Xc. Expression (5.15) can also be put in Sylvester equation form.

Corollary 5.9. Consider a Hambo transform G̃(λ) of a system G(z) ∈ RH2,
with minimal state space realization (Ã, B̃, C̃, D̃) and observability Gramian X̃o. Then
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NT G̃T✲ ✲

❄❄

✲u3 y3,1

x3,2

y3,2

x3,1

G̃T NT✲ ✲

❄❄

✲u4 y4,2

x4,1

y4,1

x4,2

Fig. 5.2. Systems for proof of Corollary 5.9.

G(z) has a minimal state space realization (A,B,C,D) that satisfies the following
Sylvester equation:[

ÃT C̃TCTb
0 DT

b

] [
X̃oA X̃oB
C D

] [
Ã B̃Bb
0 Db

]
+

[
C̃TATb
BT
b

] [
C̃ D̃Bb

]
(5.16)

=

[
X̃oA X̃oB
C D

]
.

Proof. The proof is similar to that of Corollary 5.7. Consider the systems shown
in Figure 5.2. State equations of these systems are[

x3,1(t+ 1)
x3,2(t+ 1)

]
=

[
ÃT C̃TCTb
0 DT

b

] [
x3,1(t)
x3,2(t)

]
+

[
C̃TATb
BT
b

]
u(t)

and [
x4,1(t+ 1)
x4,2(t+ 1)

]
=

[
ÃT 0

BT
b B̃

T DT
b

] [
x4,1(t)
x4,2(t)

]
+

[
C̃T

BT
b D̃

T

]
u(t),

respectively. The solution of (5.15) is then equal to[[[
x3,1

x3,2

]
,

[
x4,1

x4,2

]]]
,

which results in (5.16).
Existence of a solution to this Sylvester equation (5.16) is guaranteed if the sys-

tems in the inner product expression in (5.15) are stable. That this is true for Γ̆(λ)
follows from the assumption that G(z) is stable and the fact that ΓT (z) is stable.

Consequently G̃(λ) is also stable. W1(λ) and NT (λ) are stable by definition.
Equation (5.16) can again be simplified further when (Ã, B̃, C̃, D̃) is output bal-

anced.
Note that formulas (5.14) and (5.16) look very similar. Also note that the for-

mulas are reciprocal: using a realization (A,B,C,D) in (5.14) results in a realization
(Ã, B̃, C̃, D̃), which, when used in (5.16), yields the original (A,B,C,D) again. This
follows from the fact that the functions ΓT (z) and Γ̆(λ) correspond uniquely through
the Hambo signal transform.

As stated, similar results as those given by Corollaries 5.7 and 5.9 can be given
using a controllability approach. We state the results here without proof. Details can
be found in [7].

Corollary 5.10 (Hambo system transform—controllability form [7]). Con-
sider a system G(z) ∈ RH2 with minimal state space realization (A,B,C,D) and

controllability Gramian Xc. Then its Hambo transform G̃(λ) has a minimal state
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space realization (Ã, B̃, C̃, D̃) with controllability Gramian X̃c = Xc that satisfies the
following Sylvester equation:[

A 0
CTb ATb

] [
ÃXc B̃

C̃Xc D̃

] [
AT 0

BbB
T Ab

]
+

[
B

CTb D

] [
DbB

T Cb
]
=

[
ÃXc B̃

C̃Xc D̃

]
.(5.17)

Corollary 5.11 (inverse Hambo system transform—controllability form [7]).

Consider a Hambo transform G̃ of a system G(z) ∈ RH2 with minimal state space
realization (Ã, B̃, C̃, D̃) and controllability Gramian X̃c. Then G(z) has a minimal
state space realization (A,B,C,D) with controllability Gramian Xc = X̃c that satisfies
the following Sylvester equation:[

Ã 0

CbC̃ Db

] [
AX̃c B

CX̃c D

] [
ÃT 0

BT
b B̃

T DT
b

]
+

[
B̃

CbD̃

] [
ATb B̃

T CTb
]

(5.18)
=

[
AX̃c B

CX̃c D

]
.

There are various formulas that can be derived in this context. For instance, it is
straightforward to derive a generic formula for D̃ that is a direct result of substituting
λ =∞ in (5.2):

D̃ =
∞∑
k=0

g(k)Akb .(5.19)

An equivalent relation (see [7]) can be derived for Ã as defined by (5.14), (5.17) when
we define gb(k) as the impulse response sequence of Gb(z):

Ã =

∞∑
k=0

gb(k)A
k.(5.20)

This expression can be verified as follows. Define F =
∑∞
k=0 gb(k)A

k, and consider
the expression ATXoFA, where Xo is the observability Gramian of the realization
(A,B,C,D). It follows that

ATXoFA =

∞∑
k=0

gb(k)(A
TXoA)Ak =

∞∑
k=0

gb(k)(Xo − CTC)Ak

= XoF − CTC ·Db −
∞∑
k=1

CTCbA
k−1
b BbCA

k

= XoF − CTDbC − CTCY A, where AbY A+BbC = Y.

Evaluation of the terms in (5.14) yields that it must hold that Y = C̃ and F = Ã, as
defined by (5.14). Analogously, evaluation of AFXcA

T shows that F = Ã, as defined
by (5.17).

6. Properties of Hambo transforms. We proceed with demonstrating a num-
ber of interesting properties of Hambo transforms that ensue from the theory devel-
oped in the preceding sections. These properties are of interest because they are
instrumental to the application of the basis function theory in the context of system
modelling [39, 8, 7].
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6.1. Calculation rules. The Hambo operator transform obeys the following
rules:

if H(z) = (αG1(z) + βG2(z)), then H̃(λ) = αG̃1(λ) + βG̃2(λ),(6.1)

G̃1G2(λ) = G̃1(λ)G̃2(λ) = G̃2(λ)G̃1(λ),(6.2)

G̃−1(λ) =
(
G̃(λ)

)−1
,(6.3)

where G1(z), G2(z), G(z), G−1(z) ∈ H2, and α, β ∈ R.
Proof. (6.1): The proof follows trivially from the definition of the Hambo operator

transform and the linearity of the Hambo signal transform.
(6.2): Let Y (z) = G1(z)G2(z)U(z). Define X(z) = G2(z)U(z). By definition of

the operator transform, it holds that Y̆ (λ) = G̃1(λ)X̆(λ) = G̃1(λ)G̃2(λ)Ŭ(λ). Since
this holds for all U(z), Y (z), (6.2) follows. The second equality follows from the fact
that the scalar systems G1(z) and G2(z) commute.

(6.3): Assuming that G−1(z) ∈ H2, we have by definition of the Hambo transform

that Ŭ(λ) = G̃−1(λ)Y̆ (λ). We also know that Y̆ (λ) = G̃(λ)Ŭ(λ). Hence (G̃(λ))−1 =

G̃−1(λ).
On the basis of these properties, it holds, for instance, that if H(z) = (G(z)(1 +

G(z))−1), then H̃(λ) = G̃(λ)(I + G̃(λ))−1 = (I + G̃(λ))−1G̃(λ), assuming that (1 +
G(z))−1 ∈ H2.

These properties thus imply that parallel and series interconnections of systems
remain unchanged under Hambo operator transformation. Feedback interconnections
also remain unchanged under the condition that the inverse taken is also in H2. It
follows immediately that the same goes for linear fractional transformations (LFT),
where we assume a pointwise definition of the operator transform for multivariable
systems, i.e., [

˜G11(z) G12(z)
G21(z) G22(z)

]
=

[
G̃11(z) G̃12(z)

G̃21(z) G̃22(z)

]
.

6.2. Pole locations. It was established in section 5.2 that the McMillan degree
of a Hambo operator transform is equal to the McMillan degree of the original system.
Hence the number of poles of G̃(λ) is equal to that of G(z). The locations of the poles

of G̃(λ) are determined as follows.
Proposition 6.1. Consider a system G(z) ∈ RH2 and a Hambo basis generated

by an inner function Gb(z). If G(z) has a pole at z = ai, its Hambo operator transform

G̃(λ) will have a pole at µi = Gb(
1
ai

) = G−1
b (ai).

Proof. This assertion can be proved on the basis of (5.20). That is, if G(z)

has a state space realization (A,B,C,D), G̃(λ) will have a state space realization
(Ã, B̃, C̃, D̃) with

Ã =

∞∑
k=0

gb(k)A
k,(6.4)

where gb(k) represents the impulse response sequence of Gb(z). Consider any eigen-
value ai of A and a corresponding eigenvector xi ∈ C

n, Axi = xiai. If we mul-
tiply (6.4) from the right with xi, we find Ãxi = xi

∑∞
k=0 gb(k)a

k
i = xiGb(

1
ai

) =

xiG
−1
b (ai). Therefore, Ã has eigenvalue Gb(

1
ai

) with corresponding eigenvector
xi.
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Corollary 6.2. The Hambo operator transform G̃(λ) of a system G(z) ∈ H2 is
stable.

Proof. By the maximum modulus theorem [34] it holds that for an inner func-
tion Gb(z), |Gb(z)| < 1 outside the unit disk. Hence |Gb( 1

a )| < 1 for all a < 1.

Consequently, G̃(λ) is stable if G(z) is stable.

Corollary 5.2 showed that for G(z) ∈ H2−, Ğ(λ) = G̃(λ)W0(λ). Since this must
be an element of Hnb

2 , it therefore must hold that the unstable pole of W0 which lies

at 1
Db

is cancelled by a zero at 1
Db

of det G̃(λ), and hence we can immediately conclude

that the poles of Ğ(λ) constitute a subset of the poles of G̃(λ).

Corollary 6.3. Let G(z) ∈ H2− have McMillan degree n with poles at ai with
1 ≤ i ≤ n. Then the Hambo signal transform Ğ(λ) is stable, and its poles form a
subset of {µi}1≤i≤n with µi = Gb(

1
ai

). Hence the McMillan degree of Ğ(λ) is smaller
than or equal to n.

On the basis of Corollary 6.3, one can make the following statement about the
convergence rate of an expansion in terms of Hambo basis functions [13].

Proposition 6.4. Let a Hambo basis function expansion of G(z) ∈ H2− be
given by G(z) =

∑
k∈N

ğT (k)Vk(z) =
∑
k∈N

∑nb
i=1 ğ(k)iΦk,i(z). Further, let G(z)

have McMillan degree n and poles ai, 1 ≤ i ≤ n. Then with µ defined as µ =
max1≤i≤n |Gb( 1

ai
)|, it holds that there exists a positive constant c ∈ R such that

max1≤i≤nb |ğ(k)i| ≤ cµk−1.

This is simply a result of the well-known fact that the convergence of an impulse
response sequence is dominated by the pole with the largest modulus. If the poles of
G(z) are a subset of the poles ξj , 1 ≤ j ≤ nb, of Gb(z), then it holds that Gb(

1
ai

) = 0
for 1 ≤ i ≤ n. Hence it follows that in this case ğ(k) = 0 for all k > 1, and the basis
function expansion converges to zero in one step. This illustrates the mechanism
that the convergence becomes very fast when the poles in the basis generating inner
function lie close to the poles of G(z).

6.3. Eigenstructure of Hambo operator transforms. In this section, we
analyze some of the structural properties of Hambo operator transforms. A direct
relation between the eigenvalues of a Hambo operator transform G̃(λ) and its pre-

image G(z) is established. It is further shown how G̃(λ), evaluated on the unit
circle, can be diagonalized by means of a similarity transformation with an orthogonal
matrix, thus revealing information about the singular values of the Hambo operator
transform. We first observe the following result which was previously shown to hold
in [43, 44].

Lemma 6.5. Given a Hambo basis generating inner function Gb(z) and its cor-
responding dual basis generating inner function N(λ), for z �= 0

zV T
1 (z) N(λ)|λ−1=Gb(z)

= V T
1 (z).(6.5)

Proof. The proof follows by direct evaluation of N(Gb(z))V1(z) using Gb(z) =
Cb(zI −Ab)

−1Bb +Db, making the assumption that z /∈ σ(Ab):

N(Gb(z))V1(z) =
(
Ab +Bb(Gb(z)−Db)

−1Cb
)
(zI −Ab)

−1Bb

= Ab(zI −Ab)
−1Bb +Bb

(
Cb(zI −Ab)

−1Bb
)−1

Cb(zI −Ab)
−1Bb

= Ab(zI −Ab)
−1Bb +Bb = V1(z)z.



HAMBO TRANSFORM THEORY 1369

By the inner property of N(λ) and Gb(z), this latter equation can be rephrased as
(6.5). Since Ab has only a finite number of eigenvalues, continuity shows that the
result is valid for all z ∈ C.

We see that for z �= 0, V T
1 (z) is a left eigenvector of N(λ)|λ−1=Gb(z)

, with z−1

the corresponding eigenvalue. This has the following consequence.
Proposition 6.6. Consider a Hambo basis generated by the inner function Gb(z)

and a transfer function G(z) ∈ H2. Then the Hambo operator transform G̃(λ) satisfies

V T
1 (z) G̃(λ)

∣∣∣
λ−1=Gb(z)

= G(z)V T
1 (z)(6.6)

for all z �= 0.
Proof. It follows by direct substitution of Lemma 6.5 in Proposition 5.1 that

V T
1 (z) G̃(λ)

∣∣∣
λ−1=Gb(z)

=

∞∑
τ=0

g(τ)V T
1 (z) N(λ)τ |λ−1=Gb(z)

=

∞∑
τ=0

g(τ)z−τV T
1 (z).

Consider a certain fixed value of λ denoted as λ0. Because Gb(z) is an in-
ner function of McMillan degree nb, the equation λ0

−1 = Gb(z) will have nb so-
lutions which we will denote as zi. Defining the matrix X({zi}) as X({zi}) =[
V1(z1) V1(z2) · · · V1(znb)

]
, one can write, using Proposition 6.6, XT ({zi})G̃(λ0) =

diagG(zi)X
T ({zi}). If the solutions zi to λ0

−1 = Gb(z) are distinct, it holds that
V T

1 (zi)V1(
1
zj

) = 0 for zi �= zj . This follows directly from the following result, which

is known as the Christoffel–Darboux formula [6, 4] for the Hambo basis. It gives
an expression for the reproducing kernel of the subspace spanned by the functions
Φ1,i(z), 1 ≤ i ≤ nb, which is equal to K(z, z′) = V T

1 (z′)V1(
1
z ).

Lemma 6.7 (Christoffel–Darboux formula). Consider a Hambo basis generating
inner function Gb(z). It holds for all z1, z2 ∈ C, z1 �= z2, that

V T
1 (z1)V1

(
1

z2

)
=

Gb(z1)Gb(
1
z2

)− 1

1− z1
z2

.(6.7)

Proof. The proof follows from the properties of the orthogonal realization (Ab, Bb,
Cb, Db). Using that zV1(z) = AbV1(z) +Bb, we have that

z1V
T
1 (z1)V1

(
1

z2

)
1

z2
= (V T

1 (z1)A
T
b +BT

b )

(
AbV1

(
1

z2

)
+Bb

)

= V T
1 (z1)A

T
b AbV1

(
1

z2

)
+ V T

1 (z1)A
T
b Bb +BT

b AbV1

(
1

z2

)
+BT

b Bb.

Substituting ATb Ab = I − CTb Cb, A
T
b Bb = −CTb Db, and BT

b Bb = 1−DT
b Db results in

z1V
T
1 (z1)V1

(
1

z2

)
1

z2
= V T

1 (z1)V1

(
1

z2

)
−Gb(z1)Gb

(
1

z2

)
+ 1,

which can be rephrased as (6.7).
We now have that, if the solutions zi to λ−1

0 = Gb(z) are distinct, it holds that

XT ({zi})G̃(λ0)X

({
1

zi

})
= diagG(zi) diag V

T
1 (zi)V1

(
1

zi

)
.
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The case where |λ0| = 1 is a simple but important situation for which it holds that
the solutions zi to λ−1

0 = Gb(z) are all distinct. This follows directly from the fact
that any scalar inner function with McMillan degree nb can be written as a Blaschke

product Gb(z) = ±∏nb
k=1

1−ξ∗k
z−ξ , and thus the map eiω → Gb(e

iω) will go through the
unit circle nb times as ω goes from 0 to 2π, and hence there are nb different solutions
0 ≤ ω1 < ω2 < · · · < ωnb < 2π with Gb(e

iωk) = 1.
A further consequence of the observation that V T

1 (z)V1(
1
z ) > 0 if |z| = 1 is that

for |λ0| = 1, the matrix X({ 1
zi
})(diag

√
V T

1 (zi)V1(
1
zi

))−1 is an orthogonal matrix.

This brings us the following diagonal decomposition of G̃(λ0).
Proposition 6.8. Let zi, with 1 ≤ i ≤ nb, be the solutions to λ−1

0 = Gb(zi) with

|λ0| = 1. Then, defining R = diag
√
V T

1 (zi)V1(
1
zi

), it holds that

R−1XT ({zi})G̃(λ0)X

({
1

zi

})
R−1 = diagG(zi).

X({ 1
zi
})R−1 is an orthogonal matrix. Hence the singular values of G̃(λ0) are equal

to |G(zi)|.
This proposition also shows that G̃(λ) is Hermitian when |λ| = 1.

6.4. Norm invariance under Hambo operator transformation. It was
shown before that the Hambo transforms of scalar stable finite dimensional LTI
systems are again stable finite dimensional LTI systems, albeit that they have in-
put/output dimension nb × nb. For the particular case of the Hambo operator trans-
form, it was further shown that the McMillan degree, Hankel singular values, and
�2-gain are also invariant under Hambo operator transformation. This leads to the
following observations.

Corollary 6.9. The Hankel and H∞-norms of a system G(z) ∈ H∞ are in-
variant under Hambo operator transformation.

The assertion for the Hankel norm follows from invariance of the Hankel singu-
lar values. Invariance of the H∞-norm follows from the fact that the H∞-norm is
equal to the �2-gain. Alternatively, it follows from Proposition 6.8, which shows that
supω∈[0,2π) σ̄(G̃(eiω)) = supω∈[0,2π) |G(eiω)|. Given the definition of the Hambo oper-
ator transform, it is not surprising that these norms are invariant as they are both
norms that are induced by the �2-norm for signals, which is invariant under Hambo
signal transformation as follows, e.g., from Proposition 4.2. It is important to take
notice of the fact that the H2-norm is not invariant under Hambo operator transfor-
mation. On the basis of Proposition 5.3, we can, however, conclude the following.

Corollary 6.10. The H2-norm of the Hambo operator transform of G(z) ∈ H2

satisfies

‖G̃‖2 = ‖VkG‖2 ∀k ∈ Z.

Proof. The proof follows by taking the trace of both sides of (5.4) with G1(z) =
G2(z) = G(z).

7. Extensions and derivatives. In this section, we briefly discuss some closely
related subjects in the context of the Hambo transform theory.

Time-varying transforms. In [7] a more generalized transform theory is developed,
where the transforms are directly based on the Takenaka–Malmquist functions, as
discussed in section 2. The main difference with the Hambo transforms is that the
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transforms for the generalized case turn out to be scalar time-varying operators instead
of multivariable time-invariant systems.

Multivariable systems. In this paper, the Hambo operator transform has been
restricted to the class of scalar systems. An important issue here is that for scalar
systems the transformed system turns out to be an element of Hnb×nb

2 . While it
is straightforward (see, e.g., [25, 7]) to define Hambo transforms for multivariable
p×m systems, the transform will blow up to dimensions pnb ×mnb. An alternative
method which does not increase the input/output dimension, using a time-varying
transformation, is discussed in [7].

Unstable systems. This paper primarily considers stable systems. It is not difficult
to extend the transformation formulas of section 5.3 to unstable systems as well. In
fact, the same formulas are valid with the exception of systems that contain poles
that are reciprocals of basis poles. The problem in the latter case is that the resulting
transform may be a noncausal system. This is explained by the following example for
the Laguerre basis functions.

Let a be the (stable) pole of the Laguerre basis functions (2.4), and let G(z) ∈ H⊥
2

be given byG(z) = 1
z−1−a . The Hambo transform ofG(z) can be calculated with (5.2),

using that N(λ) = 1+aλ
λ+a . This results in a noncausal G̃(λ) = λ−a

1+a2 . So, while the
Hambo transform is still well defined, the state space formulas cannot be used as is.

Realization. In [37, 8, 7], the problems of exact and partial realization in terms
of Hambo functions have been solved. This concerns the situation where a sequence
of expansion coefficients {ğ(k), k = 1, . . . , N} is given and a system G(z) of minimal
degree is sought such that the first N expansion coefficients of G(z) coincide with the
given set. Such a situation typically arises in an identification setting, as described in
[39]. In fact, the state space relations described in section 5.3 are a direct spin-off of
this research.

Frequency warping. The variable substitution of (5.3) is sometimes referred to as a
frequency transformation, as it maps T to T. With z = eiω and λ = eiϑ, it holds that
this transformation, defined as ϑ = β(ω), constitutes a continuously differentiable
nondecreasing (hence bijective) mapping from ω ∈ [0, 2π) to ϑ ∈ [0, 2nbπ). The
properties of this β mapping, and in particular its inverse β−1, are analyzed in [35],
where it is used in a frequency domain approach to Hambo basis function modelling.
A discrete set of equidistantly distributed frequency points in the ϑ domain is mapped
by β−1 to a nonequidistantly distributed set of frequency points in the ω domain. This
frequency distortion, or “warping” property, is exploited in [41] for the case nb = 1 to
enable the application of the fast Fourier transform (FFT) algorithm to nonuniformly
spaced samples of a discrete time Fourier transform (DTFT).

(Future) applications. The theory on Hambo transforms proved to be a powerful
tool in the derivation of variance expressions for identification in terms of orthogonal
basis functions [39]. Furthermore, as stated before, this theory has been instrumental
in the derivation of approximate realization algorithms that are based on expansions
in orthonormal basis functions. In [7] it is shown that these algorithms can also
be used to solve certain classes of interpolation problems. Other promising future
directions for use of the transform theory are, for instance, the application of system
identification in the transform domain, extending the results of [40, 11, 10], and control
design in the transform domain, utilizing the property that any linear system can be
transformed into a system with all poles located at the origin.

8. Conclusions. In this paper, we have analyzed a signals and systems trans-
form that is induced by the Hambo functions. These functions, which are a special
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case of the Takenaka–Malmquist functions, are induced by the balanced states of
scalar inner (stable all-pass) functions and encompass the classical pulse, Laguerre,
and Kautz functions. The induced signals and systems transforms generalize the
Z-transform and the Laguerre transform to a multidimensional representation. The
transforms have been analyzed in detail, providing insight into their structural prop-
erties. Explicit and efficient algorithms have been provided that enable the calculation
of minimal state space realizations of the operator transform and its inverse.
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Abstract. The purpose of this paper is to investigate when a storage function is a state function
in discrete time. As shown by Trentelman and Willems [Systems Control Lett., 32 (1997), pp. 249–
259], [SIAM J. Control Optim., 36 (1998), pp. 1703–1749], every storage function is a state function
in continuous time. At first glance, the same claim seems to hold also in discrete time. Contrary
to this expectation, this is not true in general. In fact, the discrete time counterpart involves not
only some different but also some more difficult issues compared with the continuous time case. This
paper addresses these issues exactly and shows that every nonnegative storage function is a state
function of a supply rate with a linear time-invariant dynamical system in discrete time.
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1. Introduction. Dissipativeness is one of the most important properties in dy-
namical systems (cf. [1], [2], [10], [14], [15], [16], [17], [23], [24]). The reason for this
is that various important system characteristics, such as bounded realness, positive
realness, and so on, can be formalized as dissipativeness. Intuitively, dissipativeness
means that a dynamical system always dissipates energy at a dissipation rate for a
given supplied power called a supply rate. This is equivalent to saying that an in-
crease in stored energy, called a storage function, cannot exceed the supplied power.
A storage function measures the amount of energy that is stored inside the system
at any instant of time. Thus it is reasonable to expect that a storage function can
be described by using an internal variable that stores the information of past trajec-
tories, that is, state variables. In the standard system theory, it is presumed that
a storage function is described by a quadratic function of state variables. By using
such a static quadratic form, control system synthesis and analysis based on dissi-
pativeness can be reduced to solve certain linear matrix inequalities, or equalities,
which can be handled easily by numerical computations. From a theoretical point
of view, the above presumption should be proved. In this connection, Trentelman
and Willems proved the fundamental fact based on quadratic differential forms in [10]
and [23] that every storage function is a state function. This result is very interest-
ing in that the proof is self-contained via quadratic differential forms in a behavioral
framework. Furthermore, this result has been used to develop various applications
of dissipativeness via quadratic differential forms, for instance the generalized Pick
matrix condition for halfline nonnegativity (cf. [23]), H∞ control in a behavioral
context (cf. [11]), J-spectral factorization (cf. [13]), deterministic Kalman filtering
(cf. [3]), H∞ filtering (cf. [12]), the KYP lemma, and so on. Similarly to the standard
system theory, these applications are very effective for synthesizing desired systems or
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filters in a behavioral framework. In view of the fact that the behavioral approach is
more general than the standard systems approach, these applications are also useful
in more generalized settings.

The above types of results for dissipativeness are usually obtained in continuous
time. The discrete time version of dissipativeness also plays a crucial role, since it
is used to derive various synthesis and analysis tools for discrete time systems. In
particular, the filtering problems are included in specific topics in discrete time. The
reason for this is that filters are used to obtain desired signals from noisy discrete
time data. If we can develop discrete time dissipativeness, it may enable us, as in
the continuous time case (cf. [3], [12]), to obtain useful filtering algorithms which
are applicable to the actual discrete time data in a behavioral framework. Moreover,
interpolation problems like Nevanlinna–Pick are also deeply related to discrete time
dissipativeness. In fact, Rapisarda and Willems considered subspace Nevanlinna–
Pick interpolation problems and derived the most powerful unfalsified model based
on dissipativeness and quadratic differential forms in continuous time (cf. [9]). The
notion of the most powerful unfalsified model is also a topic relevant to discrete
time data. Thus, discrete time dissipativeness will be useful for solving discrete time
interpolation problems and obtaining effective algorithms applicable to actual data.

From this motivation, the authors suggested quadratic difference forms in [5] in
order to develop discrete time dissipativeness. Although we derived basic properties
there, many important properties that should be clarified still remain to be studied.
In general, some of the important results in the continuous time case can be easily
connected to those in the discrete time case (cf. [1], [6]). It is, however, probable that
there do exist some differences in other important results related to dissipativeness
between the continuous and the discrete time cases. From a theoretical point of
view, they must be clarified. The relationship between states and storage functions
is one such topic. In the continuous time case, as stated above, Trentelman and
Willems have shown in [10] and [23] that every storage function is a state function.
At first glance, it seems easy to prove that every storage function is a state function
in discrete time in a similar way as in the continuous time case. If this is true, many
applications of discrete time dissipativeness can be developed. The fact is, however,
that every storage function is not always a state function in discrete time, as shown
by a counterexample in section 4. There may be not only different issues from the
continuous time case but also even more difficult issues. This paper addresses such
issues by clarifying when a storage function is a state function in discrete time. With
regard to this problem, we show that every nonnegative storage function is a static
quadratic function of any state variable of a given dynamical system augmented with
a given supply rate in discrete time. Similarly to the continuous time case, various
applications of discrete time dissipativeness involve conditions on storage functions.
Therefore, the results in this paper enable us to obtain more treatable conditions.
Moreover, our results are obtained using only quadratic difference forms and some
materials within behavioral system theory. Their derivations are thus self-contained
in a behavioral framework, and hence interesting and meaningful from a theoretical
point of view.

This paper is organized as follows. In section 2, some pertinent facts related to
discrete time dynamical systems and quadratic difference forms are prepared by using
the results obtained in [5], [7], [8], [10], [21], [22], and [23]. In section 3, the basic
properties of discrete time dissipativeness are explained and the existence of extremal
storage functions is shown for a certain class of supply rates, which is used as a lemma
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to prove our main result. In section 4, we explain the problem we are trying to attack
here. We then provide an illustrative example to demonstrate that not every storage
function is a storage function for a given supply rate in discrete time. In section 5, we
provide a sufficient condition for a storage function to be a state function by showing
that every nonnegative storage function is a state function in discrete time. We also
provide another sufficient condition on dissipation rates. Since the nonnegativity of
storage functions is a key concept in this paper, we derive a necessary and sufficient
condition for the existence of nonnegative storage functions as well as that for a storage
function to be nonnegative in section 6. In section 7, we apply the results obtained
in the previous sections to a more general case. Concluding remarks and open issues
are stated in section 8. Notations and a brief review of behavioral system theory are
given in Appendices A and B, respectively. The detailed proofs of theorems are shown
in Appendix C.

2. Preliminaries.

2.1. Discrete time dynamical systems and state functions. In this paper,
we assume that a dynamical system Σ = (Z,Rq,B) is linear, time-invariant, complete,
and controllable. We note that Σ is controllable if and only if B can be represented
by

w = M(σ)�,(1)

where M(ξ) ∈ R
q×d[ξ]. Here, � is observable from w if and only if M(λ) is full column

rank for all λ ∈ C. In the following, we give a necessary and sufficient condition for a
given f = F (σ)� to be a state function of a system represented by (1).
Proposition 2.1. Let Σ = (Z,Rq,B) denote a controllable dynamical system

and (1) be an image representation of B. Assume that M(λ) is full column rank
for all λ ∈ C, which implies that there exists a partition of M(ξ) into M(ξ) =
col
[
U(ξ), Y (ξ)

]
such that U(ξ) is nonsingular and Y (ξ)U(ξ)−1 is proper, possi-

bly after permuting the components of w appropriately and, accordingly, the rows of
M(ξ). Let Bs denote the full behavior of a minimal state space system whose manifest
behavior is B. Let F (ξ) ∈ R

•×d[ξ] induce f = F (σ)�, and consider the following new
image representation:

col
[
w, f

]
= col

[
M(σ), F (σ)

]
�.

Let Bext be the manifest behavior of the above image representation. Then, there
exists a real constant matrix H such that f = Hx for all f and x for which there
exists w ∈ B such that (w, f) ∈ Bext and (w, x) ∈ Bs if and only if F (ξ)U(ξ)−1 is
strictly proper.

Proof. The statement is straightforward from the continuous time case in section 8
in [8] and Theorem 5.2 in [10].

2.2. Quadratic difference forms and two-variable polynomial matrices.
Quadratic difference forms are appropriate mathematical tools related to discrete time
dissipativeness. They are used throughout this paper, so here we briefly introduce
some necessary definitions and properties. See [23] and [5] for more details of the
continuous time case and the discrete time case, respectively.

An element of R
p×q[ζ, η] is given by

Φ(ζ, η) =
∑
k,l=0

Φklζ
kηl.(2)
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The sum in (2) ranges over nonnegative integers and is assumed to be finite, and
Φkl ∈ R

q×q. For Φ(ζ, η) ∈ R
p×q[ζ, η], let R

q×q
s [ζ, η] denote the set of two-variable

polynomial matrices satisfying Φ(ζ, η) = Φ(η, ζ)T . For all w ∈ (Rq)Z , Φ(ζ, η) ∈
R
q×q
s [ζ, η] induces a quadratic difference form QΦ : (Rq)Z �→ RZ as defined by

QΦ(w)(t) :=
∑
k,l=0

w(t+ k)TΦklw(t+ l).

Given Φ(ζ, η) ∈ R
q×q
s [ζ, η], by replacing the indeterminates ζ and η with ξ−1 and ξ,

respectively, we obtain a one-variable dipolynomial matrix Φ(ξ−1, ξ) ∈ R
q×q[ξ−1, ξ].

For a given arbitrary Φ(ζ, η) ∈ R
q×q
s [ζ, η], we define the following infinite matrix:

Φ̃ :=




Φ0,0 Φ0,1 · · · Φ0,l · · ·
ΦT0,1 Φ1,1 · · · Φ0,l · · ·
...

...
Φk,0 · · · Φk,l · · ·
...

...



.

Here all but a finite number of the elements of Φ̃ are zero. Since we concen-
trate on the finite nonzero block of Φ̃ in this paper, we regard Φ̃ as an element of
R
q(N(Φ)+1)×q(N(Φ)+1), where N(Φ) := min{n′ ∈ Z such that Φkl = 0,∀k and l > n′}.

We call Φ̃ the coefficient matrix of Φ(ζ, η).
In a similar way to the constant symmetric matrix case, the nonnegativity and the

positivity of a quadratic difference form induced by Φ(ζ, η) ∈ R
q×q
s [ζ, η] are defined

by

Φ(ζ, η) ≥ 0 :⇔ QΦ(w)(t) ≥ 0 ∀w ∈ (Rq)Z and ∀t ∈ Z
and

Φ(ζ, η) > 0 :⇔ Φ(ζ, η) ≥ 0 and QΦ(w) = 0⇒ w = 0,

respectively. It follows from Proposition 2.1 in [5] that Φ(ζ, η) ≥ 0 is equivalent to
Φ̃ ≥ 0.

For Φ(ζ, η) =
∑N(Φ)
k,l=0 Φklζ

kηl ∈ R
q×q
s [ζ, η], factorize Φ̃ = M̃TΣΦM̃ such that

M̃ ∈ R
•×q(N(Φ)+1) is full row rank and det(ΣΦ) �= 0, i.e., rank(ΣΦ) = rank (Φ̃). With

such a factorization of Φ̃, we obtain a canonical factorization (cf. [10], [23]) of Φ(ζ, η)
as

Φ(ζ, η) = M(ζ)TΣΦM(η),(3)

where M(ξ) := M̃col
[
I, ξI, . . . , ξn−1I, ξnI

] ∈ R
•×q[ξ]. We call M(ξ) a

canonical factor of Φ(ζ, η). Note that Φ(ζ, η) has many canonical factors, and all
of them can be obtained from one canonical factor by replacing M(ξ) by PM(ξ),
where P is a nonsingular matrix such that ΣΦ = PTΣΦP . Moreover, for an arbitrary
canonical factor M(ξ) and an arbitrary factor, say M ′(ξ), which is not necessarily a
canonical factor, it is easy to show that there exists a constant matrix L such that
M(ξ) = LM ′(ξ).

For our last point, we explain the observability of a quadratic difference form.
Let Φ(ζ, η) = M(ζ)TΣΦM(η) ∈ R

q×q
s [ζ, η] denote a canonical factorization. It is easy

to show that if one canonical factor is full column rank for all λ ∈ C, then the other
canonical factors are also full column rank for all λ ∈ C. In view of this fact, we call
Φ(ζ, η) observable if a canonical factor is observable.
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3. Discrete time dissipativeness. First, we can regard QΦ induced by Φ(ζ, η)
∈ R

q×q
s [ζ, η] as the power entering into the physical system Σ = (Z,Rq,B). The reason

for this is that the power can be described by characterizing a quadratic expression
involving system variables and shifted variables. By using quadratic difference forms,
we can formalize dissipativeness of dynamical systems in discrete time as follows (cf.
Definition 3.1 in [5], Definition 4.2 in [10], and Definition 5.1 in [23]).
Definition 3.1. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ.

1. Σ = (Z,Rq,B) is said to be dissipative for QΦ if
∑t=∞
t=−∞ QΦ(w)(t) ≥ 0 for

all w ∈ B
⋂
lq2.

2. QΨ induced by Ψ(ζ, η) ∈ R
q×q
s [ζ, η] is said to be a storage function for QΦ and

Σ = (Z,Rq,B) if QΨ(w)(t+ 1)−QΨ(w)(t) ≤ QΦ(w)(t) (called a dissipation
inequality) holds for all t ∈ Z and for all w ∈ B.

3. Q∆ induced by ∆(ζ, η) ∈ R
q×q
s [ζ, η] is said to be a dissipation rate for QΦ and

Σ = (Z,Rq,B) if
∑t=∞
t=−∞QΦ(w)(t) =

∑t=∞
t=−∞ Q∆(w)(t) and Q∆(w)(t) ≥ 0

for all t ∈ Z and for all w ∈ B
⋂
lq2.

In the case of B = (Rq)Z , it follows from Lemma 3.1 in [5] that
∑t=∞
t=−∞QΦ(w)(t) =∑t=∞

t=−∞ Q∆(w)(t) for all w ∈ lq2 is equivalent to the condition

Φ(λ−1, λ) = ∆(λ−1, λ)(4)

for all nonzero λ ∈ C.
Another important notion is “lossless,” which means that the power supplied to

the system can be stored as an increase of the internal energy of the system without
dissipation.
Definition 3.2. Σ = (Z,Rq,B) is said to be lossless for a supply rate QΦ induced

by Φ(ζ, η) ∈ R
q×q
s [ζ, η] if

∑t=∞
t=−∞ QΦ(w)(t) = 0 for all w ∈ B

⋂
lq2.

The next theorem gives an interrelation between a supply rate, a storage function,
and a dissipation rate (cf. Proposition 3.3 in [5], Theorem 4.3 in [10], and Proposition
5.2 in [23]).
Theorem 3.3. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Assume that

a dynamical system Σ = (Z,Rq,B) has an image representation w = W (σ)�, where
W (λ) ∈ R

q×•[λ]is full column rank for all λ ∈ C. Then, the following four conditions
are equivalent.

1. For all w ∈ lq2
⋂

B,
∑∞
t=−∞QΦ(w)(t) ≥ 0.

2. W (e−jω)TΦ(e−jω, ejω)W (ejω) ≥ 0 for all ω ∈ [0, 2π).
3. QΦ and Σ = (Z,Rq,B) admit a storage function.
4. QΦ and Σ = (Z,Rq,B) admit a dissipation rate.

Moreover, for the supply rate QΦ, the following one-one relation holds between storage
functions QΨ induced by Ψ(ζ, η) ∈ R

q×q
s [ζ, η] and dissipation rates Q∆ induced by

∆(ζ, η) ∈ R
q×q
s [ζ, η] :

QΨ(w)(t+ 1)−QΨ(w)(t) = QΦ(w)(t)−Q∆(w)(t)(5)

for all time t ∈ Z and w ∈ B or, equivalently,

(ζη − 1)W (ζ)TΨ(ζ, η)W (η) = W (ζ)TΦ(ζ, η)W (η)−W (ζ)T∆(ζ, η)W (η).(6)

In the case of Σ = (Z,Rq, (Rq)Z), (5) holds for all w ∈ (Rq)Z and (6) is described
by

(ζη − 1)Ψ(ζ, η) = Φ(ζ, η)−∆(ζ, η).(7)
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Here, we introduce some notation. For a supply rate QΦ induced by Φ(ζ, η), we define

S(Φ) := {Ψ(ζ, η) ∈ R
q×q
s [ζ, η] | QΨ induced by Ψ(ζ, η) is a storage function

for QΦ and Σ = (Z,Rq, (Rq)Z)}

and

D(Φ) := {∆(ζ, η) ∈ R
q×q
s [ζ, η] | Q∆ induced by ∆(ζ, η) is a dissipation rate

for QΦ and Σ = (Z,Rq, (Rq)Z)}.

Next, for a fixed ∆(ζ, η) ∈ D(Φ), let Ψ(Φ,∆) denote a two-variable polynomial matrix
inducing the storage function corresponding to the dissipation rate induced by ∆(ζ, η)
for QΦ and Σ. Similarly, for a fixed Ψ(ζ, η) ∈ S(Φ), let ∆(Φ,Ψ) denote a two-variable
polynomial matrix inducing the dissipation rate corresponding to the storage function
induced by Ψ(ζ, η) for QΦ and Σ.

Finally, we present the following theorem on the existence of extremal storage
functions. This is not only a preparation of the proof of our main results (detailed
discussions are given in the proof of Theorem 5.1) but also the self-standing important
result.
Theorem 3.4. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ for Σ =

(R,Rq, (Rq)Z). Assume that Φ(e−jω, ejω) > 0 for all ω ∈ [0, 2π). Then, there ex-
ist Ψ+(ζ, η) and Ψ−(ζ, η) ∈ S(Φ) satisfying Ψ−(ζ, η) ≤ Ψ(ζ, η) ≤ Ψ+(ζ, η) for any
other Ψ(ζ, η) ∈ S(Φ). In addition, Ψ+(ζ, η) and Ψ−(ζ, η) are expressed by Ψ+(ζ, η) =
(Φ(ζ, η)−A(ζ)TA(η))/(ζη−1) and Ψ−(ζ, η) = (Φ(ζ, η)−H(ζ)TH(η))/(ζη−1). Here
A(ξ) and H(ξ) are spectral factors of Φ(ξ−1, ξ) such that Φ(ξ−1, ξ) = A(ξ−1)TA(ξ) =
H(ξ−1)TH(ξ) and, moreover, det(A(ξ)) is anti-Hurwitz and det(H(ξ)) is Hurwitz.

Proof. See Appendix C.

4. Problem formulation. In the following sections, we treat a quadratic sup-
ply rate QΦ induced by Φ(ζ, η) ∈ R

q×q
s [ζ, η] and a (trivial) dynamical system Σ =

(Z,Rq, (Rq)Z) for the purpose of simplifying discussions. In section 7, we show that
simple modifications of discussions for the case of B = (Rq)Z yield similar results in
the case where B can be described by an image representation w = W (σ)�.

First, we define a dynamical system induced by Φ(ζ, η) and Σ = (Z,Rq, (Rq)Z)
as

Σsupply := (Z,Rr, Im(M(σ))),

where M(ξ) ∈ R
r×q[ξ] is obtained from a canonical factorization Φ(ζ, η) = M(ζ)TΣΦ

×M(η), and r := rank(ΣΦ). In other words, the manifest behavior of Σsupply can be
described by an image representation v = M(σ)w (we should note from the definition
of Σsupply that manifest variables “w” of Σ are regarded as latent variables of Σsupply).
Let BΦ,s denote the full behavior of a minimal state space system whose manifest
behavior is Im(M(σ)). Under this setting, for Ψ(ζ, η) ∈ R

q×q
s [ζ, η], we investigate

whether there exists a constant matrix K = KT ∈ R
•×• such that (M(σ)w, x) ∈ BΦ,s

implies QΨ(w) = xTKx. We denote the set of two-variable polynomial matrices
inducing quadratic state functions of Σsupply by

Fs(Φ) := {Ψ(ζ, η) ∈ R
q×q
s [ζ, η] | ∃K = KT ∈ R

•×• such that

(M(σ)w, x) ∈ BΦ,s implies QΨ(w) = xTKx}.(8)
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For any state x there exists a constant matrix H such that Hx is a minimal state (cf.
Proposition 7.10 in [22]); thus Ψ(ζ, η) ∈ Fs(Φ) implies that QΨ can also be described
by a quadratic function of any state variables of Σsupply.

Under the above preparations, the problem we attack in this study is formulated
as follows.
Problem 4.1. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate, and consider Ψ(ζ, η)

∈ S(Φ). When is Ψ(ζ, η) ∈ Fs(Φ) in discrete time?
Next, we make a comparison between the continuous and the discrete time cases.

Let Ψ(ζ, η) = F (ζ)TΣΨF (η) and ∆(ζ, η) = D(ζ)TD(η) denote canonical factoriza-
tions of two-variable polynomial matrices inducing a storage function and a dissipation
rate, respectively. In continuous time, the dissipation equation can be described by

(ζ + η)Ψ(ζ, η) = Φ(ζ, η)−∆(ζ, η)(9)

(cf. Theorem 4.3 in [10]). To prove that a storage function is a state function, it suffices
to show that F (ξ)U(ξ)−1 is strictly proper in the case where Φ(ζ, η) is observable (cf.
Theorem 6.1 in [10] ). First, by setting ζ = −ξ and η = ξ, (9) can be described
by M(−ξ)ΣΦM(ξ) = D(−ξ)TD(ξ). Next, premultiplying and postmultiplying it by
U(−ξ)−T and U(ξ)−1, respectively, we can see that U(−ξ)−TD(ξ)TD(ξ)U(ξ)−1 is
proper, which implies that D(ξ)U(ξ)−1 is also proper. By using this properness and
(9), we can also see that U(ζ)−TF (ζ)TΣΨF (η)U(η)−1 is strictly proper with respect
to ζ and η. It then follows from Theorem 6.1 in [10] that every storage function
is a state function. Of course, even if M(ξ) is not observable, the same property
holds (cf. Theorem 6.1 in [10]). In discrete time, by using Theorem 3.3 and (4), the
dissipation equation (7) can be described byM(ξ−1)TΣΦM(ξ) = D(ξ−1)TD(ξ), which
yields U(ξ−1)−TM(ξ−1)TΣΦM(ξ)U(ξ)−1 = U(ξ−1)−TD(ξ−1)TD(ξ)U(ξ)−1. Here we
should note that, unlike the continuous time case, the properness of U(ξ−1)−TD(ξ−1)T

×D(ξ)U(ξ)−1 does not necessarily imply that ofD(ξ)U(ξ)−1. Hence, U(ζ)−TF (ζ)TΣΨ

×F (η)U(η)−1 is not necessarily proper with respect to ζ and η. In fact, we can give
a simple counterexample as follows.

Example 4.1. Consider a supply rate induced by

Φ(ζ, η) = 1 + ζ + η + 2ζη(10)

and a dynamical system Σ = (Z,R,RZ). One canonical factorization of Φ(ζ, η) is
given by Φ(ζ, η) = M(ζ)TΣΦM(η), where M(ξ) :=col

[
1 + ξ, ξ

]
and ΣΦ := I2.

Defining U(ξ) := 1 + ξ enables us to observe that M(ξ)U(ξ)−1is proper. Moreover,
(M(ξ−1)U(ξ−1))T is also proper, so U(ξ−1)−TΦ(ξ−1, ξ)U(ξ)−1 is proper. Note that
u := U(σ)w = (1 + σ)w is an input variable of Σsupply = (Z,R, Im(M(σ))), with w
being a latent variable of Σsupply. Moreover, by taking f = w in Proposition 2.1, we
can see that w is a state variable of Σsupply.

Here, as one ∆(ζ, η) in D(Φ), we can take ∆(ζ, η) = 1 + ζ + η + ζη + ζ3η3. One
canonical factorization of it is given by ∆(ζ, η)=D(ζ)TD(η), where D(ξ) :=col[1 +
ξ, ξ3].

It is clear that D(ξ)U(ξ)−1 is not proper, while U(ξ−1)−T∆(ξ−1, ξ)U(ξ)−1 is
proper. By using (7), Ψ(ζ, η) := Ψ(Φ,∆) can be described by Ψ(ζ, η) = −ζη −
ζ2η2. One canonical factorization of it is given by Ψ(ζ, η) = F (ζ)TΣΨF (η), where
F (ξ) :=col[ξ, ξ2], and ΣΨ := −I2. Clearly, F (ξ)U(ξ)−1 = col[ −1

ξ+1 + 1, 1
ξ+1 − (1 − ξ)]

is not strictly proper. Thus, it follows from Proposition 2.1 that F (σ)w cannot be
described by a static function of a state x. In addition, F (σ)w can be written by
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F (σ)w = col
[ −x+ u, x− (1− σ)u

]
, implying QΨ(w) = −(−x + u)2 − (x − (1 −

σ)u)2. Hence, we can see that Ψ(ζ, η) /∈ Fs(Φ), which means that this storage function
QΨ cannot be described by a static quadratic function of a state x of Σsupply.

5. Sufficient conditions for a storage function to be a state function. In
this section, we show the sufficient conditions for Problem 4.1 as the main results of
this paper. First, we give a sufficient condition for Problem 4.1 related to nonnegative
storage functions.
Theorem 5.1. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Assume that

Φ(ζ, η) is observable. Consider Ψ(ζ, η) ∈ S(Φ). If Ψ(ζ, η) ≥ 0, then Ψ(ζ, η) ∈ Fs(Φ).
Proof. See Appendix C.
Remark 5.1. We should consider the relationship between Theorem 5.1 and

related studies on discrete time dissipativeness. In [2] (see also [1]), the notion of dis-
sipative scattering (or passive scattering, respectively) was introduced as a particular
dissipativeness and defined by ‖u(t)‖2−‖y(t)‖2 ≥ ‖x(t+1)‖2−‖x(t)‖2, (t ≥ 0), where
u(t), y(t), and x(t) are inputs, outputs, and states, respectively, of the dynamical sys-
tem described by x(t+1) = Ax(t)+Bu(t), y(t) = Cx(t)+Du(t). This inequality is a
specific example of the dissipation inequality stated in Definition 3.1. In this special
class of dissipativeness, a nonnegative state function was used as a starting point to
characterize the storage function. Accordingly, Theorem 5.1 guarantees the validity of
this notion of dissipative scattering based on the standard state space representation.

We give an example validating Theorem 5.1 as follows.
Example 5.1. Again, consider the supply rate QΦ induced by (10). In view of

Theorem 5.1, we can take Ψ(ζ, η) = 1
2 = F (ζ)TF (η) ≥ 0 , where F (ξ) := 1√

2
. Since

F (ξ)U(ξ)−1 = 1/(
√
2(1 + ξ)) is strictly proper, it follows from Proposition 2.1 that

Ψ(ζ, η) ∈ Fs(Φ).
Next, we give another sufficient condition for Problem 4.1 by imposing a certain

assumption on dissipation rates.
Theorem 5.2. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Assume that

Φ(ζ, η) is observable. For this supply rate, consider ∆(ζ, η) ∈ D(Φ). Assume that

rank(∆̃) = rank(∆(0, 0)),(11)

where ∆̃ is the coefficient matrix of ∆(ζ, η). Then Ψ(Φ,∆) ∈ Fs(Φ).
Proof. See Appendix C.
The following example also illustrates that a storage function whose corresponding

dissipation rate satisfies the rank condition (11) is a state function.
Example 5.2. Again, consider the supply rate QΦ induced by (10). In view

of Theorem 5.2, we can take ∆(ζ, η) = 3+
√

5
2 + ζ + η + 3−√

5
2 ζη as one element of

D(Φ). One of the canonical factorizations of ∆(ζ, η) is given by ∆(ζ, η) = D(ζ)TD(η),

where D(ξ) :=
√

5+1
2 +

√
5−1
2 ξ. It is easy to verify that (11) holds and D(ξ)U(ξ)−1

is proper. By using (7), Ψ(ζ, η) := Ψ(Φ,∆) can be described by Ψ(ζ, η) = 1+
√

5
2 =

F (ζ)TΣΨF (η), where F (ξ) :=

√
1+

√
5

2 and ΣΨ = 1. Since F (ξ)U(ξ)−1 =

√
1+

√
5

2 (1 +

ξ)−1 is strictly proper, it follows from Proposition 2.1 that Ψ(ζ, η) ∈ Fs(Φ).
It follows from Proposition 3.2 in [5] that a dissipation rate is equal to zero in the

discrete time lossless case. In this case, (11) holds automatically. Thus, we obtain the
following theorem.
Theorem 5.3. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Assume that

Σ = (Z,Rq, (Rq)Z) is lossless for QΦ and Φ(ζ, η) is observable. Then S(Φ) ⊆ Fs(Φ).
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In other words, “every storage function is a state function in the discrete time
lossless case.” In the lossless case, the supplied power to the system can be stored as
an increase of the internal energy of the system without dissipation.

Remark 5.2. For simplicity and conciseness, we have supposed that Φ(ζ, η) is
observable in the above three theorems. However, it is neither true in the observable
case nor in the nonobservable case that a storage function is a function of the state.
Thus, we need to mention the results in the nonobservable case. First, consider the
case in which the rank of a canonical factor M(λ) is invariant for all λ ∈ C. Similarly
to the proof of Theorem 6.1 in [10], we can show that the same results as in the above
three theorems also hold in this case. Second, consider the case where we have no
assumption about Φ(ζ, η). Similarly to (8), define

Fsa(Φ) := {Ψ(ζ, η) ∈ R
q×q
s [ζ, η] | ∃K = KT ∈ R

•×• such that

((M(σ)w,w), x) ∈ BΦ,a,s implies QΨ(w) = xTKx},
where BΦ,a,s is the full behavior of a minimal state space system whose manifest
behavior is Ker(

[
I −M(σ)

]
). Then the same statement holds in each of the above

three theorems without the observability assumption on Φ(ζ, η) if we replace Fs(Φ)
with Fsa(Φ). The proofs are omitted because of their similarity to those in the
observable case as well as space limitations.

6. Existence of nonnegative storage functions. In Theorem 5.1, the exis-
tence of nonnegative storage functions is assumed, so we need to consider when there
exists a nonnegative storage function for a given supply rate. The following theorem
provides a solution to this problem.
Theorem 6.1. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Then, there

exists a nonnegative storage function for QΦ if and only if
∑T
t=−∞QΦ(w)(t) ≥ 0 for

all T ∈ Z and w ∈ lq2.
Proof. See Appendix C.
Next, we consider when a storage function is nonnegative.
Theorem 6.2. Let Φ(ζ, η) ∈ R

q×q
s [ζ, η] induce a supply rate QΦ. Let Ψ(ζ, η) ∈

S(Φ). Then, QΨ induced by Ψ(ζ, η) is nonnegative if and only if ∆(ζ, η) := ∆(Φ,Ψ)

satisfies
∑T
t=−∞QΦ(w)(t) ≥

∑T
t=−∞Q∆(w)(t) for all T ∈ Z and w ∈ lq2.

Proof. This equivalence relation follows immediately by summing the dissipation
equation of (5) along w ∈ l2 from −∞ to T .

The above result means that the difference between the supplied energy to the
system and the dissipated energy to its environment can be wholly stored as the
internal net energy of the system. At the same time, a state indicates the internal
status of the system. Thus, the above internal net energy should be described by a
state function. Although Theorem 5.1 is a sufficient condition, we can observe that
the statement of this theorem fits the above physical situation.

7. Discussions for a general case. In this section, we treat a general case;
i.e., the behavior B of a given dynamical system Σ = (Z,Rq,B) can be described
by an image representation w = W (σ)� with W (ξ) ∈ R

q×d[ξ] and a latent variable
� ∈ (Rd)Z . Let Φ(ζ, η) = M(ζ)TΣΦM(η) denote a canonical factorization. In this
section, let BΦ,s denote the full behavior of a minimal state space system whose
manifest behavior can be represented by {v = M(σ)w, w ∈ B} ( i.e., Im(M(σ)W (σ))).
Our aim in this section is to investigate whether a storage function for QΦ and Σ can
be described by a static quadratic function of any state of BΦ,s. As in the proof of
Theorem 6.2 in [10], we can apply the results and discussions for the case of B = (Rq)Z
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in the previous sections to this case. The following lemma guarantees the validity of
these applications.

Lemma 7.1. Define Φ̂(ζ, η):=W (ζ)TΦ(ζ, η)W (η) ∈ R
d×d
s [ζ, η]. Let M̂(ζ)TΣΦ̂M̂(η)

denote a canonical factorization of Φ̂(ζ, η). Let BΦ̂,s denote the full behavior of a

minimal state space system whose manifest behavior is Im(M̂(σ)). Consider Ψ(ζ, η) ∈
R
q×q
s [ζ, η] and define Ψ̂(ζ, η) := W (ζ)TΨ(ζ, η)W (η). If there exists a constant matrix

K = KT ∈ R
•×• such that (M̂(σ)�, xm) ∈ BΦ̂,s implies QΨ̂(�) = xTmKxm, then there

also exists a constant matrix K ′ = K ′T ∈ R
•×• such that (M(σ)w, x) ∈ BΦ,s implies

QΨ(w) = xTK ′x.
Proof. This lemma can be shown by using the proof of Theorem 6.2 in [10], and

hence the proof is omitted here.

Clearly, if Ψ(ζ, η) induces a storage function for QΦ and Σ = (Z,Rq, Im(M(σ))),
then Ψ̂(ζ, η) induces a storage function for QΦ̂ and a (trivial) dynamical system Σ̂ :=

(Z,Rd, (Rd)Z). Note that Φ̂(ζ, η) and Σ̂ = (Z,Rd, (Rd)Z) correspond to Φ(ζ, η) and
Σ = (Z,Rq, (Rq)Z), respectively, in sections 4, 5, and 6. By Lemma 7.1 and these
facts, it is sufficient to investigate whether a storage function QΨ̂ is described by a
static quadratic function of any minimal state of BΦ̂,s. It is clear that Ψ(ζ, η) ≥ 0

implies Ψ̂(ζ, η) ≥ 0. Together with Theorem 5.1, these observations show that if
Ψ(ζ, η) ≥ 0, then QΨ is a state function of this original supply rate QΦ with this
dynamical system Σ. This result can be formalized as the following theorem, which
corresponds to Theorem 5.1.

Theorem 7.2. Let Φ(ζ, η) ∈ R
q×q
s [ζ, η] induce a supply rate. Consider a dynam-

ical system Σ = (Z,Rq,Im(W (σ))). Let Ψ(ζ, η) ∈ R
q×q
s [ζ, η] induce a storage function

for QΦ and Σ. Assume that W (ζ)TΦ(ζ, η)W (η) is observable. If Ψ(ζ, η) ≥ 0, then
there exists a constant matrix K = KT ∈ R

•×• such that (M(σ)w, x) ∈ BΦ,s implies
QΨ(w) = xTKx.

Remark 7.1. In the case whereW (ζ)TΦ(ζ, η)W (η) is not observable, it is sufficient
for us to slightly change the statement of theorem, similarly to that of Theorem 5.1
as stated in Remark 5.2.

In connection with the existence of nonnegative storage functions, we have the
following theorem that corresponds to Theorem 6.1. The proof is an immediate con-
sequence of that of Theorem 6.1.

Theorem 7.3. Let Φ(ζ, η) ∈ R
q×q
s [ζ, η] induce a supply rate QΦ. Consider a

dynamical system Σ = (Z,Rq,Im(W (σ))). Then, there exists a nonnegative storage

function for QΦ and Σ if and only if
∑T
t=−∞QWTΦW (�)(t) ≥ 0 for all T ∈ Z and

� ∈ ld2.
Finally, the following theorem clarifies when a storage function is nonnegative,

which corresponds to Theorem 6.2. The proof is also an immediate consequence of
that of Theorem 6.2.

Theorem 7.4. Let Φ(ζ, η) induce a supply rate QΦ. Consider a dynamical system
Σ = (Z,Rq,Im(W (σ))). Let Ψ(ζ, η) induce a storage function QΨ for QΦ and Σ. Let
∆(ζ, η) induce the dissipation rate corresponding to QΨ. Then, QΨ is nonnegative

if and only if ∆(ζ, η) satisfies
∑T
t=−∞QWTΦW (�)(t) ≥ ∑T

t=−∞QWT∆W (�)(t) for all

T ∈ Z and � ∈ ld2 .
8. Conclusions. In this paper, for a given supply rate QΦ, we have investigated

when a discrete time storage function is a state function of a given dynamical system
augmented with a given supply rate. As the main solution to this problem, we have
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shown that if a storage function is nonnegative, then it is also described by a static
quadratic function of any state of the augmented system. In addition to this sufficient
condition, we have also shown another sufficient condition for a storage function to
be a state function. This condition is related to dissipation rates and guarantees that
every storage function is a state function in the discrete time lossless case.

In our opinion, the above sufficient condition involving nonnegativities of storage
functions can be connected with physical situations intuitively. Therefore, we conclude
that every nonnegative storage function is a state function, and this finding is the
most useful and interesting result of this paper. Since the conditions obtained in
this paper are sufficient conditions, we must notice that a storage function satisfying
the conditions neither in Theorem 5.1 nor in Theorem 5.2 may be a state function.
However, the results of this paper will be useful for expanding the discrete time
dissipation theory from both practical and theoretical viewpoints.

Further studies are as follows. First, we will derive not only sufficient conditions
but also necessary conditions for a storage function to be a state function. Second, we
will consider the physical meaning of the assumption on dissipation rates implied by
(11). Third, we will study how Theorems 5.1 and 5.2 are related to each other. Finally,
by using the results of the above investigations, we will develop various applications
stated in section 1.

Appendix A. Notation. Let Z, R, and C denote the set of integers, real
numbers, and complex numbers, respectively. Let R

q (Cq) denote the set of real
(complex, respectively) vectors of size q. For λ ∈ C, λ̄ denotes the conjugate of
λ. For a ∈ R

q, ‖a‖2:=aTa. For a ∈ C
q, a∗ denotes the conjugated transpose of a

and ‖a‖2:=a∗a. Let R
p×q denote the set of real matrices of size p × q. Let R

•×•

(R• ) denote the set of matrices (vectors, respectively) whose size are suitable. For
a constant matrix A, let “rank(A)” denote the rank of A. Let Iq and 0p×q denote
the identity matrix of size q × q and the zero matrix of size p× q, respectively. If the
size of an identity matrix or a zero matrix is transparent, we omit its suffix. For an
arbitrary subset Z

′ of Z, let “min{Z′}” denote the minimum integer of Z
′.

Let R[ξ] denote the set of polynomials in the indeterminate ξ with coefficients in R.
Similarly, let R[ζ, η] denote the set of two-variable polynomials in the indeterminates
ζ and η with coefficients in R. In addition, let R[ξ−1, ξ] denote the set of (one-
variable) dipolynomials with coefficients in R; i.e., an element of R[ξ−1, ξ] consists of
not only nonnegative but also negative powers of indeterminate ξ. The set of their
matrix versions are written, respectively, by R

p×q[ξ], R
p×q[ζ, η], and R

p×q[ξ−1, ξ] for
real coefficient matrices of size p × q. We use the symbol “λ” in order to denote an
element of C and “ξ” in order to denote the indeterminate of one-variable polynomials
and dipolynomials. For a nonsingular dipolynomial matrix D(ξ−1, ξ) ∈ R

•×•[ξ−1, ξ],
we call it a unimodular matrix on R

•×•[ξ−1, ξ] if there exist a nonzero α ∈ R and d ∈ Z

such that det(D(ξ−1, ξ)) = αξd. For a nonsingular polynomial matrixD(ξ) ∈ R
•×•[ξ],

we call it Hurwitz (anti-Hurwitz) if det(D(λ)) �= 0 for all λ ∈ C such that |λ| ≥ 1
(|λ| ≤ 1, respectively). For given matrices Ai (i = 1, . . . , n) having the same number
of columns, col[A1, A2, . . . , An] denotes the matrix [AT1 , AT2 , . . . , ATn ]T .

Let (Rq)Z denote the set of real time series vectors of size q. For w ∈ (Rq)Z ,
the shift operator σ is defined by (σw)(t) := w(t + 1). The backward shift of w
is also defined by (σ−1w)(t) := w(t − 1). Let lq2 denote the set defined by {w ∈
(Rq)Z |∑t=∞

t=−∞ ‖w(t)‖2 < ∞}. For T ∈ Z, let lq2|T denote the set defined by {w ∈
(Rq)Z |∑t=T

t=−∞ ‖w(t)‖2 <∞}. For w1, w2 ∈ (Rq)Z and T ∈ Z, let w1∧Tw2 denote the
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trajectory defined by (w1 ∧T w2)(t) = w1(t) for t ≤ T and (w1 ∧T w2)(t) = w2(t) for
t > T . For w ∈ (Rq)Z and i, j ∈ Z (i ≤ j), we use the notation w|[i,j] :=col[w(i), w(i+

1), . . . , w(j)] ∈ R
q(j−i+1). For an arbitrary R(ξ) ∈ R

p×q[ξ], let Ker(R(σ)) denote the
set defined by {w ∈ (Rq)Z |R(σ)w = 0}. Similarly, for an arbitraryM(ξ) ∈ R

q×d[ξ], let
Im(M(σ)) denote the set defined by {w ∈ (Rq)Z |∃� ∈ (Rd)Z such that w = M(σ)�}.
Appendix B. Behavioral system theory. In this section, we give a review

of the behavioral system theory briefly. For more details, see these useful references:
[8], [18], [19], [20], [21], and [22].

A discrete time dynamical system is defined as a triple Σ = (Z,W,B), where
Z is the discrete time axis, W is the signal space (e.g., W = R

q), and B ⊆ W
Z is

the (manifest) behavior. From Proposition 4.1 A in [21], a dynamical system Σ =
(Z,Rq,B) is linear, time-invariant, and complete if and only if Σ can be described by
a kernel representation R(σ−1, σ)w = 0 with R(ξ−1, ξ) ∈ R

•×q[ξ−1, ξ] for all w ∈ B.
In addition to manifest variables w, there are many cases in which some auxiliary
variables, say �, are required to describe a dynamics. It is called a latent variable, and
a dynamical system with latent variables is defined as a quadruple Σa = (Z,W,A,Ba),
where A is the signal space of latent variables and Ba ⊆W

Z×A
Z is the full behavior.

A dynamical system Σ = (Z,Rq,B) is said to be controllable if for all w1, w2 ∈ B
there exist w ∈ B and T (∈ Z) ≥ 0 such that w(t) = w1(t) for t < 0 and w(t) =
(σ−Tw2)(t) for t ≥ T . As stated in Proposition 4.3 in [21], a linear time-invariant
complete system Σ is controllable if and only if it can be described by an image
representation w = M(σ−1, σ)� with M(ξ−1, ξ) ∈ R

q×•[ξ−1, ξ] for all (w, �) ∈ Ba.
If {(w, �1), (w, �2) ∈ Ba} implies �1 = �2, � is said to be observable from w. If Σ
has an image representation w = M(σ−1, σ)�, � is observable from w if and only if
M(λ−1, λ) is full column rank for all nonzero λ ∈ C. A controllable system has many
observable image representations. If M(ξ−1, ξ) is full column rank, then there exists
a nonsingular matrix P ∈ R

q×q such that PM(ξ−1, ξ) = col
[
U(ξ−1, ξ), Y (ξ−1, ξ)

]
,

where det(U(ξ−1, ξ)) �= 0 and Y (ξ−1, ξ)U(ξ−1, ξ)−1 is proper. We can regard u :=
U(σ−1, σ)� (y := Y (σ−1, σ)�) as inputs (outputs, respectively).

In w = M(σ−1, σ)� induced by M(ξ−1, ξ) ∈ R
q×d[ξ−1, ξ], B =Im(M(σ)) is

invariant under postmultiplying M(ξ−1, ξ) by an arbitrary unimodular matrix of
R
d×d[ξ−1, ξ] in the time axis T = Z. In particular, if M(ξ−1, ξ) induces an observable

image representation, it is easy to see that there exists a unimodular matrix V (ξ−1, ξ)
such that M(ξ−1, ξ)V (ξ−1, ξ) is a polynomial matrix and M(λ−1, λ)V (λ−1, λ) is full
column rank for all λ ∈ C. Moreover, in the case where M(ξ−1, ξ) does not induce
an observable image representation, the set of nonzero unobservable modes including
multiplicities is also invariant. Thus, it is enough to focus on mathematical repre-
sentations induced by polynomial matrices if we consider B. Of course, the same
discussion holds for kernel representations. Hence, we treat representations induced
by polynomial matrices in this paper.

Finally, we prepare the notions of state space systems. Let Σs = (Z,Rq,Rn,Bs)
denote a system with latent variables. Then Σs is said to be a state space system
if {(w1, x1), (w2, x2) ∈ Bs and x1(0) = x2(0)}=⇒{(w1, x1) ∧0 (w2, x2) ∈ Bs}. Here,
a latent variable x is said to be a state variable of Σ. A state variable x plays
a role as a memory that stores the information of the past trajectory. It follows
from Proposition 4.10 in [21] that Σs is a state space system if and only if there
exist constant matrices E ∈ R

•×n, F ∈ R
•×n, and G ∈ R

•×q such that Σs can be
represented by Eσx + Fx + Gw = 0 for all (w, x) ∈ Bs. It is referred to as a state
representation of B. Of course, a state space representation of B is not unique. Let
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Σs = (Z,Rq,Rn,Bs) denote a state space system whose manifest behavior is B. For
all state space systems Σ′

s = (Z,Rq,Rn
′
,B′

s) inducing the same manifest behavior B,
Σs is said to be minimal if n ≤ n′ holds.

Appendix C. Proofs.

Proof of Theorem 3.4. As is well known, it follows from Φ(e−jω, ejω) > 0 for all
ω ∈ [0, 2π) that there exist spectral factors such that Φ(ξ−1, ξ) = A(ξ−1)TA(ξ) =
H(ξ−1)TH(ξ), where det(A(ξ)) is anti-Hurwitz and det(H(ξ)) is Hurwitz. It is
also clear that A(ζ)TA(η) ≥ 0, so this is an element of D(Φ). Define Ψ+(ζ, η) :=
Ψ(Φ, A(ζ)TA(η)). From (7), we can write their relation as

QΨ+(w)(t+ 1)−QΨ+(w)(t) = QΦ(w)(t)− ‖A(σ)w(t)‖2(12)

for all t ∈ Z and w ∈ (Rq)Z . Consider another Ψ(ζ, η) ∈ S(Φ) and ∆(ζ, η) := ∆(Φ,Ψ).
Define Ψd(ζ, η) := Ψ+(ζ, η) − Ψ(ζ, η) and h := N(Ψd). Subtracting the dissipation
relation for Ψ(ζ, η) and ∆(ζ, η) from (12) yields

w|T[1,h+1]Ψ̃dw|[1,h+1] − w|T[0,h]Ψ̃dw|[0,h] = Q∆(w)(t)− ‖(A(σ)w)(t)‖2,(13)

where Ψ̃d is the coefficient matrix of Ψ̃d(ζ, η).

Here, suppose that A(ξ) is described by A(ξ) =: Amξ
m + · · · + A1ξ + A0. Since

det(A(ξ)) is an anti-Hurwitz polynomial, it has no poles in the unit disk. Thus,
det(A(0)) = det(A0) �= 0. This enables us to observe that for arbitrary w(m), . . . ,
w(1), there exists w(0) such that w(0) = −A−1

0 (Amw(m)+· · · + A1w(1)). Similarly,
we have w(t) = −A−1

0 (Amw(t +m)+· · · + A1w(t + 1)) for all t < 0. That is, there
exists a trajectory w ∈ lq2|m such that A(σ)w(t) = 0 in t ≤ 0 for arbitrary w(m), . . . ,
w(1) ∈ R

q. Define ν as the maximum integer of h + 1, m, and N(∆). Then we can
see that there exists w ∈ lq2|ν such that w(ν), . . . , w(1) ∈ R

q are arbitrary and w(t) in
t ≤ 0 satisfies the difference equation A(σ)w(t) = 0. Substituting this w into (13) and

summing it from t = −∞ to 0 yields w|T[1,h+1]Ψ̃dw|[1,h+1] =
∑0
t=−∞Q∆(w)(t) ≥ 0. It

follows from the arbitrariness of w(h + 1), . . . , w(1) ∈ R
q that this inequality means

aT Ψ̃da ≥ 0 for all a ∈ R
q(h+1). Hence, we conclude that Ψd(ζ, η) ≥ 0, which implies

Ψ+(ζ, η) ≥ Ψ(ζ, η).

Regarding the minimum storage function, the proof is analogous and is left to the
reader.

Proof of Theorem 5.2. Theorem 5.2 is used to prove Theorem 5.1. Thus, we prove
Theorem 5.2 before the proof of Theorem 5.1.

Without loss of generality, the observability of Φ(ζ, η) enables us to split a canon-
ical factor M(ξ) into M(ξ) = col

[
U(ξ), Y (ξ)

]
, where U(ξ) is nonsingular and

Y (ξ)U(ξ)−1 is proper, after appropriate permutations of rows. Here, consider the
following two additional assumptions:

(a) U(ξ) is column reduced.
(b) U(0) is nonsingular.

Under these assumptions, we show that Theorem 5.2 holds. Next, we eliminate these
assumptions step by step.

1. Proof under the assumptions. First, we prepare the following lemma. It is easy
to see that the statement is true, so we leave the proof to the reader.

Lemma C.1. Let M(ξ) ∈ R
•×q[ξ] and U(ξ) ∈ R

q×q[ξ]. Assume that det(U(ξ)) �=
0, det(U(0)) �= 0, and M(ξ)U(ξ)−1 is proper. Then U(ξ−1)−TM(ξ−1)T is proper.
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Let Φ(ζ, η) = M(ζ)TΣΦM(η), Ψ(ζ, η) = F (ζ)TΣΨF (η), and ∆(ζ, η)=D(ζ)TD(η)
denote canonical factorizations. Consider a dissipation equation

(ζη − 1)F (ζ)TΣΨF (η) = M(η)TΣΦM(ζ)−D(ζ)TD(η).(14)

By replacing ζ and η with ξ−1and ξ in (14), respectively, we obtain M(ξ−1)TΣΦM(ξ)
= D(ξ−1)TD(ξ). Premultiplying this equation by U(ξ−1)−T and postmultiplying it
by U(ξ)−1 yields

U(ξ−1)−TM(ξ−1)TΣΦM(ξ)U(ξ)−1 = U(ξ−1)−TD(ξ−1)TD(ξ)U(ξ)−1.(15)

Since M(ξ)U(ξ)−1 is proper and U(0) is nonsingular, it follows from Lemma C.1 that
U(ξ−1)−TM(ξ−1)T is proper. Thus the two matrices on both sides of (15) are proper.

Next, we show that D(ξ)U(ξ)−1 is proper. Here, assume that D(ξ)U(ξ)−1 is
nonproper; i.e., there exist L(ξ) ∈ R

•×q[ξ], π(ξ) ∈ R[ξ], and Sj ∈ R
•×q (j = 0, . . . , p)

satisfying

D(ξ)U(ξ)−1 =
L(ξ)

π(ξ)
+ S0 + S1ξ + · · ·+ Sp−1ξ

p−1 + Spξ
p,(16)

where L(ξ)/π(ξ) is strictly proper. Notice that π(0) �= 0 because of det(U(0)) �= 0.
Substitute L(ξ) and π(ξ)Iq into M(ξ) and U(ξ), respectively, in Lemma C.1. It then
follows from π(0) �= 0 that L(ξ−1)T /π(ξ−1) is proper. By noting this fact and some
algebraic manipulations, the right-hand side of (15) can be written by

U(ξ−1)−TD(ξ−1)TD(ξ)U(ξ)−1

=

{
L(ξ−1)T

π(ξ−1)
+ ST0 +

ST1
ξ

+ · · ·+ STp
ξp

}{
L(ξ)

π(ξ)
+ S0 + S1ξ + · · ·+ Spξ

p

}

=

{(
L(ξ−1)T

π(ξ−1)
+ ST0

)
Sp

}
ξp +

{(
L(ξ−1)T

π(ξ−1)
+ ST0

)
Sp−1 + ST1 Sp

}
ξp−1

+

{(
L(ξ−1)T

π(ξ−1)
+ ST0

)
Sp−2 + ST1 Sp−1 + ST2 Sp

}
ξp−2

· · ·+
{(

L(ξ−1)T

π(ξ−1)
+ ST0

)
S1 + ST1 S2 + ST2 S3 + · · ·+ STp−1Sp

}
ξ + proper part.

(17)

It is easy to see that the constant part of L(ξ−1)T /π(ξ−1) +ST0 is equal to L(0)T /π(0)

+ST0 . Let D(λ) be described by D(ξ) =
∑h
i=0 Diξ

i. Then rank (
[
D0 D1 · · · Dh

]
)

= rank(∆̃) holds, because D(λ) is obtained by a canonical factorization of ∆(ζ, η).
Moreover, DT

0 D0 = ∆(0, 0), and thus rank(∆(0, 0)) = rank(D0) holds. By using these
facts and (11), we can obtain

rank(
[
D0 D1 · · · Dh

]
) = rank(∆̃) = rank(∆(0, 0)) = rank(D0).(18)

Since ∆(ζ, η) = D(ζ)TD(η) is a canonical factorization, the matrix on the left-hand
side of (18) is full row rank. Thus (18) implies that D0 (= D(0)) is also full row rank.
In addition, U(0)−TD(0)T is full column rank due to det(U(0)) �= 0. Substituting ξ =
0 to (16) and transposing it yields U(0)−TD(0)T = L(0)T /π(0)+ST0 , so L(0)

T /π(0)+
ST0 is full column rank. At the same time, the left-hand side of (17) has no polynomial
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part due to the properness of (15). This implies that the highest order term of the
right-hand side of (17) vanishes; that is, (L(0)T /π(0)+ST0 )Sp must be a zero matrix.
Thus Sp is equal to 0•×q. Substituting Sp = 0•×q into (17), the highest order term is
described by {(L(0)T /π(0)+ST0 )Sp−1}ξp−1. This term must also vanish, so it follows
from the same reason that Sp−1 = 0•×q. In the same way, by repeating the above
discussion up to the first order term in (17), we obtain Si = 0•×q, i = 1, . . . , p in (16).
Consequently, D(ξ)U(ξ)−1 is proper.

Next, we show that F (ξ)U(ξ)−1 is strictly proper. The technique of this part is
similar to that of the continuous time case (cf. the proofs of Theorem 5.5 in [23] and
Theorem 6.1 in [10]). Postmultiplying (14) by U(η)−1 yields

(ζη − 1)F (ζ)TΣΨF (η)U(η)−1 = M(ζ)TΣM(η)U(η)−1 −D(ζ)TD(η)U(η)−1.(19)

From the above discussions, the right-hand side of (19) is proper with respect to η.
Assume that F (η)U(η)−1 is described by F (η)U(η)−1 = R(η)+P0 +P1η+ · · ·+Plη

l,
where R(ξ) is the strictly proper rational function of column size q and Pi ∈ R

•×q

(i = 0, . . . , l). Substituting this expression into (19) and equating powers of η in (19)
enables us to obtain that F (ζ)TΣΨPi = 0q×q, i = 0, . . . , l. At the same time, the
columns of F (ζ)T ∈ R

q×•[ζ] are linearly independent over R, so ΣΨPi = 0•×q for all i.
This implies Pi = 0•×q for all i because of the nonsingularity of ΣΨ. Thus F (ξ)U(ξ)−1

is strictly proper. It then follows from Proposition 2.1 that Ψ(ζ, η) ∈ Fs(Φ) under
assumptions (a) and (b).

2. Elimination of assumption (b). If U(0) is not nonsingular, then it is impossible
to use the above discussion to show that D(ξ)U(ξ)−1 is proper. In order to overcome
this difficulty, we first modify the original U(ξ) to U(ξ) + εIq for some ε ∈ R so as
to satisfy assumption (b). Next, by using assumption (a), we prove the properness
of (U(ξ) + εIq)

−TD(ξ−1)TD(ξ)(U(ξ) + εIq)
−1. Finally, we show that this properness

implies that of D(ξ)U(ξ)−1. The remaining proof is similar to that stated in the above
discussion.

First, we modify the original Φ(ζ, η) so as to satisfy assumption (b). Before
going to this modification, we prepare some notation as a matter of convenience of
the following proof. In a canonical factorization Φ(ζ, η) = M(ζ)TΣΦM(η), let r de-
note the size of ΣΦ. Moreover, ΣΦ is a signature matrix, so it can be described by
ΣΦ =diag{Γ11,Γ22}, where Γ11 ∈ R

q×q and Γ22 ∈ R
(r−q)×(r−q). Note that the ob-

servability of Φ(ζ, η) guarantees r ≥ q. Under these preparations, factorize Φ(ζ, η) =
Mε(ζ)

TΣΦεMε(η) for an arbitrary ε ∈ R, where Mε(ξ) := col[Uε(ξ), Y (ξ), Iq,−εU(ξ)],

Uε(ξ) := U(ξ) + εIq, ΣΦε :=

[
ΣΦ 0r×(r+q)

0(r+q)×r Σε

]
, and Σε :=

[ −ε2Γ11 Γ11

Γ11 0q×q

]
.

Next, we prove that Uε(ξ
−1)−TD(ξ−1)TD(ξ)Uε(ξ)

−1 is proper. Note that
Mε(ξ)Uε(ξ)

−1 can be written by

Mε(ξ)Uε(ξ)
−1=



U(ξ) + εIq

Y (ξ)
Iq

−εU(ξ)


(U(ξ) + εIq)

−1=




Iq
Y (ξ)U(ξ)−1(Iq + εU(ξ)−1)−1

U(ξ)−1(Iq + εU(ξ)−1)−1

−ε(Iq + εU(ξ)−1)−1


 .(20)

It follows from Lemma 6.3.11 in [4] and assumption (a) that U(ξ)−1 is proper.
Since U(ξ)−1 is proper, Iq + εU(ξ)−1 is biproper or, equivalently, (Iq + εU(ξ)−1)−1

is biproper for almost every ε ∈ R. Thus, by (20), Mε(ξ)Uε(ξ)
−1 is also proper

for almost every ε ∈ R. Furthermore, it is also possible to take this ε so that
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det(Uε(0)) = det(U(0) + εIq) �= 0. Applying Lemma C.1 with the properness of
Mε(ξ)Uε(ξ)

−1 and det(Uε(0)) �= 0 enables us to observe that Uε(ξ
−1)−TMε(ξ

−1)T is
proper, which implies that Uε(ξ

−1)−TΦ(ξ−1, ξ)Uε(ξ)
−1 is also proper. By premul-

tiplying and postmultiplying Φ(ξ−1, ξ) = D(ξ−1)TD(ξ) by Uε(ξ
−1)−T and Uε(ξ)

−1,
respectively, we can see that Uε(ξ

−1)−TD(ξ−1)TD(ξ)Uε(ξ)
−1 is also proper.

Finally, we prove the properness ofD(ξ)U(ξ)−1. For Uε(ξ
−1)−TD(ξ−1)TD(ξ)Uε(ξ)

−1,
notice that D(0) is full row rank and det(Uε(0)) �= 0 holds. In this point, repeating
the same technique in the proof under the assumptions leads to the conclusion that
D(ξ)Uε(ξ)

−1 is proper. Rewriting this proper rational function as D(ξ)Uε(ξ)
−1 =

D(ξ)U(ξ)−1(Iq + εU(ξ)−1)−1 and using the fact that (I + εU(ξ)−1)−1is biproper, we
can see that D(ξ)U(ξ)−1 is proper. The strictly properness of F (ξ)U(ξ)−1 can be
shown by applying the same technique in the previous argument.

3. Elimination of assumption (a). We first prepare the following lemma. The
proof is based on algebraic computations of polynomial matrices, so we leave the proof
to the reader.
Lemma C.2. Let ∆(ζ, η) ∈ R

q×q
s [ζ, η]. For an arbitrary unimodular matrix

V (ξ) ∈ R
q×q[ξ], define ∆′(ζ, η) := V (ζ)T∆(ζ, η)V (η). Then,

rank(∆(0, 0)) = rank(∆′(0, 0)) and rank(∆̃) = rank(∆̃′),

where ∆̃ and ∆̃′ are the coefficient matrices of ∆(ζ, η) and ∆′(ζ, η), respectively.
We suppose that U(ξ) is not column reduced. In this case, there exists a uni-

modular matrix V (ξ) ∈ R
q×q[ξ] such that U(ξ)V (ξ) is column reduced (cf. p. 386 of

[4]). By using this V (ξ), consider (ζη − 1)V (ζ)TΨ(ζ, η)V (η) = V (ζ)TΦ(ζ, η)V (η) −
V (ζ)T∆(ζ, η)V (η). Since U(ξ)V (ξ) is column reduced, it follows from Lemma 6.3.11
in [4] that (U(ξ)V (ξ))−1 is proper. In addition, it follows from Lemma C.2 and
the unimodularity of V (ξ) that V (ζ)T∆(ζ, η)V (η) satisfies (11). Hence, by repeat-
ing the previous discussion, we can observe that (U(ζ)V (ζ))−T (V (ζ)TΨ(ζ, η)V (η))
(U(η)V (η))−1 = U(ζ)−TΨ(ζ, η)U(η)−1 is strictly proper with respect to ζ and η.
This completes the proof of Theorem 5.2.

Proof of Theorem 5.1. Similarly to Theorem 5.2, the observability of Φ(ζ, η)
enables us to split a canonical factor M(ξ) into M(ξ) = col

[
U(ξ), Y (ξ)

]
, where

U(ξ) is nonsingular and Y (ξ)U(ξ)−1 is proper, after appropriate permutations of rows.
Here, consider the following two additional assumptions:

(a’) U(ξ) is column reduced.
(b’) Φ(e−jω, ejω) > 0 for all ω ∈ [0, 2π).

As in the proof of Theorem 5.2, we show that the statement holds under the above
assumptions. Next, we eliminate these assumptions. Note that the nonnegativity of
Ψ(ζ, η) is invariant after postmultiplying and premultiplying it by V (ζ)T and V (η),
respectively, where V (ξ) is an arbitrary unimodular matrix of R

q×q[ξ]. Thus, the
elimination of (a’) is similar to that of (a) in the proof of Theorem 5.2. For this
reason, we consider only the elimination of (b’) here.

1. Proof under the assumptions. Using assumption (b’), we can obtain Φ(ξ−1, ξ)=
A(ξ−1)TA(ξ), where A(ξ) =: A0+ · · · +Amξ

m is an anti-Hurwitz spectral factor.
It then follows from Theorem 3.4 that the maximum storage function is induced
by Ψ+(ζ, η) = Ψ(Φ, A(ζ)TA(η)). In addition, the existence of nonnegative storage
functions yields Ψ+(ζ, η) ≥ 0, so a canonical factorization of Ψ+(ζ, η) can be described
by Ψ+(ζ, η) = F+(ζ)TF+(η), where F+(ξ) ∈ R

•×q[ξ].
Consider an arbitrary nonnegative storage function induced by Ψ(ζ, η) ∈ S(Φ). A

canonical factorization of Ψ(ζ, η) can also be described by Ψ(ζ, η) = F (ζ)TF (η), where
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F (ξ) ∈ R
•×q[ξ]. As in the proof of Theorem 3.4, define Ψd(ζ, η) = Ψ+(ζ, η)−Ψ(ζ, η)

and Ψ̃d. It follows from Ψ+(ζ, η) ≥ Ψ(ζ, η) that Ψ̃d ≥ 0. Here, for an arbitrary λ ∈ C

and α ∈ C
q, define a complex vector a := col

[
Iq, λIq, . . . , λhIq

]
α ∈ C

q(h+1),

where h := N(Ψd). The nonnegativity of Ψ̃d implies α∗Ψ+(λ̄, λ)α −α∗Ψ(λ̄, λ)α ≥ 0;
i.e.,

α∗F+(λ̄)TF+(λ)α ≥ α∗F (λ̄)TF (λ)α ≥ 0(21)

for all λ ∈ C and α ∈ C
q. Next, by using an arbitrary u ∈ C

q, define α′ := U(λ)−1u.
Since we can apply an arbitrary complex vector α in (21), substituting α′ into α in
(21) leads to

‖F+(λ)U(λ)−1u‖2 ≥ ‖F (λ)U(λ)−1u‖2 ≥ 0(22)

for all u ∈ C
q and almost every λ ∈ C, i.e., λ satisfying det(U(λ)) �= 0.

At the same time, consider the anti-Hurwitz spectral factor A(ξ) of Φ(ξ−1, ξ).
Since A(0) is nonsingular, it is easy to see that A(ζ)TA(η) satisfies (11). Hence, it
then follows from F+(ζ)TF+(η)=Ψ(Φ, A(ζ)TA(η)) and Theorem 5.2 that F+(ξ)U(ξ)−1

is strictly proper. By using this fact, |λ| → ∞ in (22) leads to

lim
|λ|→∞

‖F (λ)U(λ)−1u‖2 = 0

for all u ∈ C
q. Due to the arbitrariness of u, F (ξ)U(ξ)−1 is strictly proper. It then

follows from Proposition 2.1 that Ψ(ζ, η) ∈ Fs(Φ) under the assumptions (a’) and
(b’).

2. Elimination of assumption (b). We suppose that (b’) does not hold. By using a

canonical factorM(ξ) of Φ(ζ, η), we introduce Φα(ζ, η) :=
[
U(ζ)T Y (ζ)T

][ U(η)
Y (η)

]
+

αIq for an arbitrary positive real α. Note that Φα(ζ, η) > 0. Let Mα(ξ) denote a
canonical factor of Φα(ζ, η). Suppose that Mα(ξ) is not full column rank; i.e., there
exists a nonzero a ∈ R

q such that Mα(ξ)a = 0. This contradicts the positivity
of Φα(ζ, η) = M(ζ)TM(η) + αIq = Mα(ζ)

TMα(η). Thus, Mα(ξ) is full column
rank, which implies that Mα(ξ) is described by Mα(ξ) =col

[
Uα(ξ), Yα(ξ)

]
, where

det(Uα(ξ)) �= 0 and Yα(ξ)Uα(ξ)
−1 is proper after appropriate permutations of rows.

It is clear that Φα(e
−jω, ejω) > 0 for all ω ∈ [0, 2π), which implies that Φα(ζ, η)

satisfies assumption (b’). It then follows from Theorem 3.4 that the maximum stor-
age function for QΦα can be described by using an anti-Hurwitz spectral factor of
Φα(ξ

−1, ξ), say Aα(ξ), as Ψ+
α (ζ, η) = (Φα(ζ, η) − Aα(ζ)

TAα(η))/(ζη − 1), where
Ψ+
α (ζ, η) induces the maximum storage function. Due to this fact, the same discus-

sion in the proof under the assumptions enables us to observe that Uα(ζ)
−TΨ+

α (ζ, η)
Uα(η)

−1 is strictly proper with respect to ζ and η.
Here we consider

(ζη − 1)Ψ(ζ, η) ≤ Φ(ζ, η) ≤ Φα(ζ, η).(23)

The first inequality is the dissipation inequality for the original supply rate in-
duced by Φ(ζ, η), and the second one is transparent from the definition of Φα(ζ, η).
Equation (23) also means that S(Φ) ⊆ S(Φα). Thus, Ψ(ζ, η) ≤ Ψ+

α (ζ, η) holds for
all Ψ(ζ, η) ∈ S(Φ). Assume that Ψ(ζ, η) ∈ S(Φ) is nonnegative. In addition, let
Ψ(ζ, η) = F (ζ)TF (η) and Ψ+

α (ζ, η) = F+
α (ζ)TF+

α (η) denote canonical factorizations.
Then, similarly to (22), ‖F+

α (λ)Uα(λ)
−1u‖2 ≥ ‖F (λ)Uα(λ)

−1u‖2 ≥ 0 holds for all
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u ∈ C
q and almost every λ ∈ C, i.e., λ satisfying det(Uα(λ)) �= 0. Since F+

α (λ)Uα(λ)
−1

is strictly proper, taking |λ| → ∞ leads to lim|λ|→∞ ‖F (λ)Uα(λ)
−1u‖2 = 0. Due to

the arbitrariness of u, F (ξ)Uα(ξ)
−1 is strictly proper.

In the following, in order to show that F (ξ)U(ξ)−1 is also strictly proper, we
investigate the properness of Uα(ξ)U(ξ)−1. Since Mα(ξ) is a canonical factor and
Φα(ζ, η) > 0, we can see that

Φα(ζ, η) =
[
U(ζ)T Y (ζ)T

] [U(η)
Y (η)

]
+ αIq =

[
Uα(ζ)

T Yα(ζ)
T
] [Uα(η)

Yα(η)

]
.(24)

By premultiplying and postmultiplying (24) by U(ζ)−T and U(η)−1, respectively, we
also obtain

U(ζ)−T
[
U(ζ)T Y (ζ)T

] [ U(η)
Y (η)

]
U(η)−1 + αU(ζ)−TU(η)−1

= U(ζ)−TUα(ζ)T
(
Iq + Uα(ζ)

−TYα(ζ)TYα(η)Uα(η)−1
)
Uα(η)U(η)−1.(25)

In (25), it follows from assumption (b’) that U(ξ)−1 is proper, so the left-hand side
is also proper with respect to the indeterminates of ζ and η. Moreover, it is easy
to see that (Iq + Uα(ζ)

−TYα(ζ)TYα(η)Uα(η)−1) in the right-hand side is proper with
respect to ζ and η and its constant term is a positive definite matrix, say V . Suppose
that Uα(ξ)U(ξ)−1 is not proper. Let P (ξ) =: P1ξ + · · · + Pkξ

k ∈ R
q×q[ξ] denote

the pure polynomial part of Uα(ξ)U(ξ)−1. This means that there exists a term de-
scribed by PTk V Pk(ζη)

k and PTk V Pk �= 0, which contradicts the properness of the
left-hand side. Thus, we obtain PTk V Pk = 0 and then Pk = 0 due to V > 0. Re-
peating the same technique, we can see that the matrices Pi (i = k − 1, . . . , 1) are
equal to zero. Thus, Uα(ξ)U(ξ)−1 is proper. By using this result, we conclude that
F (ξ)−1Uα(ξ)

−1Uα(ξ)U(ξ)−1 = F (ξ)U(ξ)−1 is strictly proper. This completes the
proof of Theorem 5.1.

Proof of Theorem 6.1. (Only if). Assume that there exists a nonnegative Ψ(ζ, η)
∈ S(Φ). Summing QΨ (w)(t+1)−QΨ(w)(t) ≤ QΦ(w)(t) from t = −∞ to an arbitrary

t = T along an arbitrary w ∈ lq2 yields 0 ≤ QΨ(w)(T + 1) ≤ ∑t=T
t=−∞QΦ(w)(t).

(If). Since
∑T
t=−∞QΦ(w)(t) ≥ 0(∀T ∈ Z) implies

∑∞
t=−∞QΦ(w)(t) ≥ 0 for all

w ∈ lq2, it also implies Φ(e−jω, ejω) ≥ 0 for all ω ∈ [0, 2π) (cf. Proposition 3.1 (1) in
[5]).

First, suppose that Φ(e−jω, ejω) > 0 for all ω ∈ [0, 2π). In this case, it is possible
to calculate an anti-Hurwitz spectral factorization Φ(ξ−1, ξ) = A(ξ−1)TA(ξ). More-
over, it follows from the proof of Theorem 3.4 that A(ζ)TA(η) is one dissipation rate
in D(Φ). Define Ψ+(ζ, η) := Ψ(Φ, A(ζ)TA(η)). Then, we can write their relation as
(12). Substituting an arbitrary w ∈ lq2 to (12) and summing it from t = −∞ to 0
yields

w|T[1,h+1]Ψ̃
+w|[1,h+1] =

0∑
t=−∞

{
QΦ(w)(t)− ‖(A(σ)w)(t)‖2

}
,(26)

where Ψ̃+ is the coefficient matrix of Ψ+(ζ, η) and h :=N(Ψ+). Again, by using the
proof of Theorem 3.4, we can see that there exists a trajectory w ∈ lq2|ν such that
(A(σ)w)(t) = 0 from 0 to −∞ for arbitrary w(1), . . . , w(ν), where ν is the maximum
integer of h + 1, N(Φ), and the degree of A(ξ). Substituting this w into (26) allows
us to obtain Ψ̃+ ≥ 0, which also implies Ψ+(ζ, η) ≥ 0.
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Next, we consider the general case; i.e., Φ(e−jω, ejω) ≥ 0 for all ω ∈ [0, 2π). Define
Φα(ζ, η) := Φ(ζ, η) + αI for an arbitrary real α > 0. Then, Φα(e

−jω, ejω) > 0 for all
ω ∈ [0, π) holds, so the assumption in the statement of Theorem 3.4 is satisfied. Thus,
there exist storage functions Ψ+

α (ζ, η) and Ψ−
α (ζ, η) ∈ S(Φα) such that Ψ−

α (ζ, η) ≤
Ψα(ζ, η) ≤ Ψ+

α (ζ, η) for any other Ψ(ζ, η) ∈ S(Φα). At the same time, Ψ+
α (ζ, η) ≥ 0

is an immediate consequence of the previous discussion. Since our purpose is to show
the existence of nonnegative storage functions for QΦ, it suffices to show that Ψ+

0 (ζ, η)
:= limα→+0 Ψ

+
α (ζ, η) ∈ S(Φ) and Ψ+

0 (ζ, η) ≥ 0.
We show the convergence of limα→+0 Ψ

+
α (ζ, η). For arbitrary real numbers α1 and

α2 such that 0 < α2 < α1, we define Φαi(ζ, η) := Φ(ζ, η) + αiI, where i = 1, 2. Since
Φαi(λ

−1, λ) (i = 1, 2) are positive on the unit circle, it follows from Theorem 3.4 that
there exist maximum and minimum storage functions for QΦαi . For each i = 1, 2, let
Ψ+
αi(ζ, η) ∈ S(Φαi) denote the maximum storage functions and hi := N(Ψ+

αi). Then,
the corresponding dissipation relation can be described by

QΨ+
αi
(w)(t+ 1)−QΨ+

αi
(w)(t) = QΦαi(w)(t)− ‖Aαi(σ)w(t)‖2,(27)

where Aαi(ξ) ∈ R
q×q[ξ] is an anti-Hurwitz spectral factor of Φαi(ξ

−1, ξ) (i = 1, 2). For
each i = 1, 2, summing (27) from −∞ to 0 along an arbitrary w ∈ lq2 and subtracting
one from the other yields

QΨ+
α1
(w)(1)−QΨ+

α2
(w)(1)=

0∑
t=−∞

{
(α1 − α2)‖w(t)‖2+‖Aα2(σ)w(t)‖2−‖Aα1(σ)w(t)‖2

}
.

(28)

Letmi denote the degree of Aαi(ξ) (i = 1, 2). In the same way as the proof of Theorem
3.4, it follows from |Aα1(0)| �= 0 that there exists an anti-Hurwitz trajectory w such
that Aα1(w)(t) = 0 from−∞ to 0 for an arbitrary w(1), . . . , w(m1). Consider w ∈ lq2|ν
such that w(ν), . . . , w(1) are arbitrary and w(t) in t ≤ 0 satisfies Aα1(σ)w(t) = 0,
where ν is the maximum integer of h1 + 1, h2 + 1, m1, and m2. Then, substituting
this w ∈ lq2|ν into (28) yields

QΨα1+(w)(1)−QΨα2+(w)(1) =

0∑
t=−∞

{
(α1 − α2)‖w(t)‖2 + ‖Aα2(σ)w(t)‖2

}
> 0

for arbitrary w(1), . . . , w(ν). This implies Ψ+
α1(ζ, η) > Ψ+

α2(ζ, η). Similarly, we obtain
Ψ−
α2
(ζ, η) > Ψ−

α1
(ζ, η). Hence, we can see that Ψ−

α1
(ζ, η) < Ψ−

α2
(ζ, η) < Ψ+

α2
(ζ, η) <

Ψ+
α1
(ζ, η) for arbitrary real numbers α1 and α2 such that 0 < α2 < α1. This implies

the convergence of limα→+0 Ψ
+
α (ζ, η) and limα→+0 Ψ

−
α (ζ, η).

Next, we show Ψ+
0 (ζ, η) := limα→+0 Ψ

+
α (ζ, η) and Ψ−

0 (ζ, η) := limα→+0 Ψ
−
α (ζ, η)

are included in S(Φ). For fixed w ∈ (Rq)Z and t ∈ Z, QΨ+
α
(w)(t) and QΨ+

α
(w)(t+ 1)

converge to QΨ+
0
(w)(t) and QΨ+

0
(w)(t + 1), respectively, as α → 0. By noting this

fact, for α > 0, define gw(t)(α) := QΦ(w)(t)+α‖w(t)‖2−QΨ+
α
(w)(t+1)+QΨ+

α
(w)(t)

and g0
w(t) := QΦ(w)(t)−QΨ+

0
(w)(t+ 1) +QΨ+

0
(w)(t). It follows from the dissipation

inequality that

gw(t)(α) ≥ 0 ∀α > 0.(29)

Moreover, it is clear that limα→+0 gw(t)(α) = g0
w(t), so

∀ε > 0,∃δ(ε) > 0 such that 0 < α < δ(ε)⇒ g0
w(t) − ε < gw(t)(α) < g0

w(t) + ε.(30)
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By using these facts and notations, we show Ψ+
0 (ζ, η) ∈ S(Φ), which is equivalent to

g0
w(t) ≥ 0. Suppose that g0

w(t) < 0. Then, there exists a sufficiently small ε1 > 0 such

that g0
w(t) + ε1 < 0. By setting this ε1 to ε in (30), we obtain gw(t)(α) < g0

w(t) + ε1 < 0

for α satisfying 0 < α < δ(ε1). Thus, g0
w(t) < 0 contradicts (29). Therefore, we

conclude Ψ+
0 (ζ, η) ∈ S(Φ). Similarly, we can also obtain Ψ−

0 (ζ, η) ∈ S(Φ).
Finally, the remaining proof is to show Ψ+

0 (ζ, η) ≥ 0. Again, we prove it by
a contradiction. Suppose that a canonical factorization of Ψ+

0 (ζ, η) is described by

Ψ+
0 (ζ, η) = F (ζ)Tdiag{Ir+,−Ir−}F (η), where F (ξ) =

∑h0

k=0 F
kξk ∈ R

(r−+r+)×q[ξ]
and r+ (r−) is the number of positive (negative, respectively) eigenvalues of the
coefficient matrix of Ψ+

0 (ζ, η). Since F (ξ) is a canonical factor, there exist w0, . . . , wh0

such that [
0
f

]
=
[
F 0 F 1 · · · Fh0

]
col
[
w0, w1, . . . , wh0

]

for an arbitrary nonzero f ∈ R
r− . This implies that there exist w ∈ (Rq)Z and t ∈ Z

such that QΨ+
0
(w)(t) < 0, where w(t + k) = wk, (k = 0, . . . , h0). This also means

that there exists a sufficiently small ε2 > 0 such that QΨ+
0
(w)(t) + ε2‖w(t)‖2 < 0 for

this w and t. At the same time, Ψ+
α (ζ, η) is the decreasing function with respect to

α and Ψ+
0 (ζ, η) = limα→0 Ψ

+
α (ζ, η), so for all ε > 0 there exists δ(ε) > 0 such that

0 < α < δ(ε) ⇒ 0 < QΨ+
α
(w)(t) − QΨ+

0
(w)(t) < ε‖w(t)‖2. By setting ε2 to ε, we

obtain QΨ+
α
(w)(t) < QΨ+

0
(w)(t) + ε2‖w(t)‖2 < 0 for α satisfying 0 < α < δ(ε2). This

contradicts Ψ+
α (ζ, η) ≥ 0 for α > 0. By using the same technique again, we can also

show that Ψ+
0 (ζ, η) < 0 contradicts Ψ+

α (ζ, η) ≥ 0 for α > 0. Therefore, Ψ+
0 (ζ, η) ≥ 0

holds. This completes the proof.
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Abstract. We consider an infinite time horizon discounted cost minimization problem for a class
of Itô processes. The available controls are drift and diffusion coefficients and the added bounded
variation process. We show that the value function is twice continuously differentiable and derive an
optimal policy which has feedback-type drift and diffusion coefficients. When the absolute value of
the optimal drift grows faster than the running cost function, the optimal bounded variation process
is identically zero. When it grows weaker than the running cost function, optimal bounded variation
process is a local time-type process. In this case, we relate the control problem with an optimal
stopping problem. We also establish the Abelian limit relations between the value functions of the
discounted cost problem and the stationary problem.

Key words. stochastic optimal control, principle of smooth fit, optimal stopping, diffusion
processes with reflections
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1. Introduction. We consider a class of discounted stochastic control problems
where the controlled state process is a one-dimensional Itô process. The controller
is allowed to control the drift and diffusion parameters as well as an added bounded
variation process. The controller’s objective is to minimize the overall cost which is
an infinite time horizon integral with two components: a running cost due to the
location of the state process, and a cost for using the bounded variation process
which is proportional to the increase in total variation. The running cost is minimal
near the origin, and it grows as the state moves away from the origin. The precise
mathematical model will be described in section 2.

The problem considered here is related to the seminal work of [4], which initiated
the derivation of explicit optimal policies for bounded variation control problems. In
an interesting article [9], Karatzas considered three stochastic control problems related
to the Brownian motion: the discounted control problem, the finite horizon control
problem, and the stationary (Ergodic) control problem. Explicit optimal policies are
derived there, and the Abelian limit relationships among the value functions are also
established. In our work, the case of zero mean and the constant diffusion agrees with
the results of [9]. In [15], Ma considered the discounted cost problem for a diffusion
process with a linear drift term, and the available control is the bounded variation
process. There, the optimal control is a “local time”-type process which enforces the
optimal process to take values in a finite interval. Our results in section 5 are similar.
But in [15], the running cost function h(x) described below in (2.4) is assumed convex
and the “discount factor” α in (2.4) below has a positive lower bound. Thus, the
consideration of the Abelian limit limα→0 αVα(x) is not possible, where Vα is the value
function. In contrast, here h(x) need not be convex, α is allowed to take any positive
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value, and we compute the Abelian limit in section 6. In [14], one can find a novel
approach of relating similar stochastic control problems with linear programming
problems over the space of probability measures to obtain general existence theorems
for optimal Markovian controls. The higher dimensional discounted control problem
for Brownian motion is considered in the articles of [5], [6], [13], [21], and [23].
The optimal process, in general, is a reflected Brownian motion, and the reflecting
boundary turned out to be the free boundary associated with the Hamilton–Jacobi–
Bellman (HJB) equation.

Arisawa and Lions [3] consider an ergodic control problem (also known as the
stationary control problem) in a compact state space. They systematically analyze
the stationary problem and establish the Abelian limit relationships of value functions.
They also point out that the existence of a solution to the HJB equation related to the
stationary problem, in general, is not known. We refer to a recent article [17] for some
results in this direction. Here we also provide a solution to the HJB equation of the
stationary problem in section 6. In [22], the author has analyzed the stationary control
problem with the same control parameters and established the optimal policy under
quite general conditions. We use the results in [22] to establish Abelian relationships
for the value function.

In a series of articles (see [1] and [2]), Alvarez considered bounded variation control
problems for diffusions with an absorbing barrier at the origin and with a controlled
increasing process in place of the bounded variation process. He used the connection
between stochastic control and optimal stopping to derive optimal policies. This is a
known theme in stochastic control; see [10] and [11]. This relationship is used in [18]
to derive an optimal policy for a discounted control problem with degenerate variance
controls without the presence of a bounded variation process. In [19], the authors
provide a solution to the stationary control problem for degenerate variance controls
and establish the Abelian limit relationships of the value functions of the related
control problems.

In section 2 we develop the mathematical model and state the basic assumptions.
Section 3 is devoted to a simple verification lemma which enables us to find optimal
strategies. In many of the above mentioned articles (see [1], [2], [4], [9], [15]), the
optimal policy involves a local time-type process for the bounded variation control.
However, with the generality of the problem considered here, the running cost function
h(x) may grow much slower than µ0(x) as |x| tend to infinity, where µ0(x) represents
the maximum magnitude of the drift that can be enforced at x as described in (2.3).
In this case, it is optimal not to use the bounded variation process at all. This result
is proved in section 4.

In section 5, we consider the situation where h(x) grows faster than µ0(x). Here
our optimal state process is a reflecting diffusion on a finite interval. To obtain this
result, first we solve an auxiliary optimal stopping problem whose value function
is indeed the derivative of the value function of the control problem. In section 6,
we establish the Abelian relationship between the value functions of the discounted
control problem and the stationary control problem. We also derive a solution to the
HJB equation of the stationary problem.

In [8], Fujita and Morimoto address an ergodic control problem without the pres-
ence of a bounded variation control process A(t). They control only the drift process
u1(t). With our notation, |u1(t) ≤ 1, u2(t) ≡ 1, and A(t) ≡ 0. Their optimal policy
is similar to our unbounded optimal process in section 4. They also derive explicit
expressions for the optimal value λ0. In a simple example with h(x) = x2 their opti-
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mal value λ0 = 1
2 . In contrast, with our model µ0(x) ≡ 1 and h(x) = x2; the optimal

process is a reflecting diffusion in a finite interval as described in section 6. By solving
(6.16)–(6.18) explicitly, we can show that the optimal value λ0 is the positive root of
the equation (x2 − 6)ex + 2x + 2 = 0 and λ0 ≈ 0.33590 approximately. Thus, the
efficient use of the control A(t) is justified since it lowers the overall cost.

In our problem, if the position of the state process at time t− is r, then the
available choices for mean-variance pair at time t can be considered as belonging to
the control set C(r) = {(µ, σ) : |µ| ≤ µ0(r), |σ| ≥ σ0(r)}. In contrast with many
articles in stochastic control literature, our control sets C(r) are not compact. In fact,
each C(r) is unbounded.

2. Problem formulation. Consider a stochastic process Xx(t) which can be
considered as a weak solution to a one-dimensional stochastic differential equation

Xx(t) = x+

∫ t

0

u1(s)ds+

∫ t

0

u2(s)dW (s) +A(t),(2.1)

where x belongs to R, and {W (t) : t ≥ 0} is a standard Brownian motion adapted
to a right-continuous filtration {Ft : t ≥ 0} on some probability space (Ω, F, P ). F0

contains all the P -null sets in F ; each Ft is contained in F and is independent of the
increments {W (t+ s)−W (t) : s ≥ 0}. The processes u1(t) and u2(t) are real valued,
progressively measurable with respect to {Ft}, and satisfy condition (2.2) below. The
process A(t) is also {Ft}-adapted, right continuous with left limits, and is of bounded
variation on finite intervals. Hence A(t) is also progressively measurable. Let |A|(t)
be the total variation of the process A on the interval [0, t].

The processes u1(t), u2(t), and A(t) are considered to be control processes. We
assume that there is an increasing sequence of stopping times (τn) with respect to
{Ft} such that limn→∞ τn = +∞ and for each T > 0,

(i) E

[
|A|(T ∧ τn) +

∫ T∧τn

0

(|u1(s)|+ |u2(s)|2) ds
]
<∞ and

(ii) lim
n→∞E

[|Xx(τn)|e−ατn] = 0,

(2.2)

where α > 0 is a constant associated with the cost function in (2.4) below. Part (i) of
(2.2) is imposed to make sense of (2.1). Both parts of (2.2) will be effectively used in
the proof of the verification lemma in section 3. Both conditions of (2.2) are satisfied

if E[
∫ T
0

(|u1(s)| + u2
2(s))ds] < ∞ for each T > 0 and if the cost J(x, u,A) defined in

(2.4) is finite. With our assumption A.2 below, the finiteness of J(x, u,A) implies
that E[|A|(T )] < ∞ for each T > 0 and guarantees the existence of a sequence (Tn)
such that limn→∞ Tn = +∞ and limn→∞ e−αTnE [|Xx(Tn)|] = 0.

We make the following basic assumptions on the functions µ0(y), σ0(y), and h(y)
throughout this article. Additional assumptions will be made in each section appro-
priately.

A.1. µ0(y) and σ0(y) are nonnegative even functions and are continuously differ-
entiable on R. Furthermore, µ0(y) is decreasing on (−∞, 0), increasing on
(0,+∞), and σ0(y) satisfies infR σ0(y) > 0.

A.2. h(y) is a continuously differentiable, nonnegative even function and is de-
creasing on (−∞, 0) and increasing on (0,∞). Also we let h(0) = 0 and
h(y) ≥ c0 + c1|y| for all y, where c0 and c1 are constants and c1 > 0.
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At each time instant t ≥ 0, the controller is required to choose A(t) as well as the
drift-diffusion pair (u1(t), u2(t)) satisfying (2.2) and

|u1(t)| ≤ µ0(X(t−)) and |u2(t)| ≥ σ0(X(t−)) for each t ≥ 0.(2.3)

(We let X(0−) ≡ X(0) when t = 0.)
For a given x in R, we call ((Ω, F, P ), (Ft),W (t), Xx(t), u(t), A(t)) an admissible

control system if (i) Xx(t) is a weak solution to (2.1) with respect to {Ft}-Brownian
motion W (t), and the control processes u(t) ≡ (u1(t), u2(t)) and A(t) in the proba-
bility space (Ω, F, P ), and (ii) the control processes u(t) and A(t) satisfy the above
described assumptions and (2.2) and (2.3).

This definition of admissible control systems is quite standard; for example, see [7].
Let

∑
(x) be the collection of all available control systems. For each admissible control

system we define the associated cost function by

J(x, u,A) = E

[∫ ∞

0

e−αt(h(Xx(t))dt+ c.d|A|(t))
]
,(2.4)

where α > 0 is a constant. For simplicity we assume c = 1. Our control problem is to
minimize J(x, u,A) over all available admissible control systems in

∑
(x). We define

the value function

V (x) = inf∑
(x)
J(x, u,A).(2.5)

We intend to characterize a set of optimal controls u∗(t) = (u∗1(t), u∗2(t)), A∗(t) and
derive an optimal state process X∗(t) which yields J(x, u∗, A∗) = V (x) for each x
in R.

The formal HJB equation for the value function V (x) is given by

min

{
inf

|u1|≤µ0(x)

1

2
u2

2V
′′(x) + u1V

′(x)− αV (x) + h(x), 1− |V ′(x)|
}

= 0.(2.6)

In sections 4 and 5 we verify that the value function is a C2-function and that it
satisfies (2.6).

In our approach, first we consider the case where the variance coefficient is not
available for control. Hence we take u2(s) ≡ σ0(Xx(s−)) and obtain the optimal
strategy. In the next step, we approach the general case.

Therefore, for each x in R, we introduce a subcollection
∑

1(x) of
∑

(x) by taking
u2(s) identically equal to σ0(X(s−)) in (2.1) where

∑
(x) is defined prior to (2.4).

In this case, each admissible control system ((Ω, F, P ), (Ft),W (t), Xx(t), u(t), A(t)) in∑
1(x) satisfies

(i) Xx(t) = x+

∫ t

0

u1(s)ds+

∫ t

0

σ0(Xx(s−))dW (s) +A(t)(2.7)

and

(ii) conditions (2.2) and (2.3) with u2(t) ≡ σ0(Xx(t−)) for all t.(2.8)

For this collection
∑

1(x), we define the analogous value function U(x) by

U(x) = inf∑
1(x)

J(x, u,A),(2.9)

where J(x, u,A) is defined in (2.4).
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Our optimal policies also solve the following control problem of a more theoretical
nature. Consider a weak solution

Xx(t) = x+

∫ t

0

u2(s)dW (s) + Λ(t),(2.10)

where W (t) is a Brownian motion, the control u2(t) satisfies the previous assump-
tions, and |u2(t)| ≥ σ0(Xx(t−)). The control Λ(t) is a bounded variation process
which satisfies all the assumptions of A(t),Λ(0) = 0, and, in addition, we assume the
following conditions: Let

Λ(t) = Λ1(t) + Λ2(t)(2.11)

be the Lebesgue decomposition of Λ(t) with Λ1(t) the absolutely continuous control,
and let Λ2(t) be the singular control (possibly with the jumps) with respect to the
Lebesgue measure. We assume Λ1 and Λ2 are adapted to {Ft} and let dΛ1

dt = u1(t).
We consider Λ1(t) as a cost-free control process subject to the constraint |u1(t)| ≤
µ0(Xx(t−)), where µ0 is described in A.1. The singular control process Λ2(t) incurs
a cost when used, but it is not subject to any further constraints. Consider the cost
function

Ĵ(x, u2,Λ) = E

[∫ ∞

0

e−αt(h(Xx(t))dt+ d|Λ2|(t))
]
,(2.12)

where |Λ2|(t) denotes the total variation process of Λ2 on [0, t]. The control problem is

to minimize Ĵ(x, u2,Λ) over all available controls u2 and Λ. Observe that Ĵ(x, u2,Λ) =
J(x, u,Λ2), where J is given in (2.4), and since our optimal bounded variation control
process A(t) for (2.5) is either identically zero or is a singular process with respect to

the Lebesgue measure, it follows that infu2,Λ Ĵ(x, u2,Λ) is also equal to V (x) and the

same optimal policies minimize Ĵ(x, u2,Λ). Our results obtain the conditions under
which it is optimal to choose Λ2 identically zero. In the case when a nonzero Λ2 is
optimal, it is identical to the optimal A(t) process described in section 5.

3. A verification lemma. Here we formulate a simple verification lemma which
is adequate for the purpose of this paper. This lemma is closely related to Theorem
2.1 of [15]. For results on very general verification theorems, we refer to Chapter 8
of [7].

Lemma 3.1. Let Q(x) be a twice continuously differentiable even function satis-
fying the following conditions:

(i) − 1 ≤ Q′(x) ≤ 0 for x ≤ 0 and 0 ≤ Q′(x) ≤ 1 for x ≥ 0.(3.1)

(ii)
σ2

0(x)

2
Q′′(x)− µ0(x)sign(x)Q′(x)− αQ(x) + h(x) ≥ 0 for every x.(3.2)

Then the following conclusions hold.
(a) U(x) ≥ Q(x) for all x, where U(x) is defined as in (2.9).
(b) In addition to (i) and (ii), assume Q′′(x) ≥ 0 for all x; then V (x) ≥ Q(x),

where V (x) is defined in (2.5).
Proof. It suffices to consider the processes Xx(t) satisfying (2.1) and that the

corresponding cost J(x, u,A) given in (2.4) is finite; otherwise J(x, u,A) ≥ Q(x) is
trivial. This together with (A.2) implies that E

∫∞
0
e−αt|Xx(t)|dt, E ∫∞

0
e−αtd|A|(t),

and E[|A(T )|] are all finite. Consequently, lim inft→∞E|Xx(t)|e−αt = 0. We use
these facts in the proof below. Let (τn) be as in (2.2).
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To prove (a), we apply the generalized Itô formula (cf. Meyer [16, p. 285]).

Q(Xx(T ∧ τk))e−α(T∧τk)

= Q(x) +

∫ T∧τk

0

e−αsQ′(Xx(s−))σ0(Xx(s−)dW (s) +

∫ T∧τk

0

e−αsQ′(Xx(s−))dA(s)

+

∫ T∧τk

0

e−αs
(

1

2
σ2

0(Xx(s−))Q′′ + u1(s)Q′ − αQ
)

(Xx(s−))ds

+
∑

0<s≤T∧τk
e−αs[∆Q(Xx(s))−Q′(Xx(s−))∆A(s)],

(3.3)

where ∆Q(Xx(s)) = Q(Xx(s))−Q(Xx(s−)).
Since |Q′(x) ≤ 1 for all x, the quantities E[

∑
0<s≤T∧τk e

−αs|∆Q(Xx(s))|] and

E[
∑

0<s≤T∧τk e
−αs|Q′(Xx(s−))|.|∆A(s)|] are all bounded above by E

∫∞
0
e−αtd|A|(t),

and hence they are finite. Let {Ac(t)} be the continuous part of {A(t)}. Then since
|Q′(x)| ≤ 1 for all x, we have

E

∫ TΛτk

0

e−αsQ′(Xx(s−))dA(s) + E
∑

0<s≤T
e−αs[∆Q(Xx(s))−Q′(Xx(s−))∆A(s)]

= E

∫ TΛτk

0

e−αsQ′(Xx(s−))dAc(s) + E
∑

0<s≤T
e−αs∆Q(Xx(s))

≥ −E
∫ TΛτk

0

e−αsd|A|(s).
(3.4)

By (2.2) and (2.8), E[
∫ T∧τk
0

e−αsQ′(Xx(s−))σ0(Xx(s−))dW (s)] = 0, and by a
straightforward computation using (3.1), (3.2), and (3.4) in (3.3), we obtain

E
[
e−α(T∧τk) [|Q(0)|+ |Xx(T ∧ τk)|]

]
+ J(x, u,A) ≥ Q(x).

By (2.2), limk→∞E [|Xx(τk)|e−ατk ] = 0 and also limT→∞ inf e−αTE|Xx(T )| = 0 as
we observed above. Hence by letting τk → +∞ and then T → +∞ we obtain
J(x, u,A) ≥ Q(x) for each x and (a) follows.

Proof of (b) is essentially the same once we obtain the inequality described below
by employing (3.2) and the fact Q′′(x) ≥ 0 for all x. For each x and (u1, u2) which
satisfy |u1| ≤ µ0(x) and |u2| ≥ σ0(x),

1

2
u2

2Q
′′(x) + u1Q

′(x)− αQ(x) + h(x)

≥ σ2
0(x)

2
Q′′(x)− µ0(x) sign(x)Q′(x)− αQ(x) + h(x) ≥ 0.

The last inequality follows from (3.2). Now the proof of (b) follows from the same
argument as in (a).

4. An unbounded optimal process. Consider a weak solution

Zx(t) = x−
∫ t

0

µ0(Zx(s)) sign(Zx(s))ds+

∫ t

0

σ0(Zx(s))dW (s)(4.1)
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on some probability space (Ω, F, P ) with respect to a Brownian motion {W (t) : t ≥
0}. Zx(t) is satisfying (2.1) with feedback controls u1(s) = −µ0(Zx(s)) sign(Zx(s)),
u2(s) = σ0(Zx(s)), and A(t) is identically zero. Throughout this section, we assume
the following assumptions in addition to A.1 and A.2 given in section 2, and they will
guarantee that Zx(t) is an admissible state process satisfying (2.2) and Zx(t) is finite
for each t.

(i) For each x > 0, α+ µ′0(x) > h′(x).(4.2)

(ii) Let ρ0(x) =
µ0(x)

σ2
0(x)

for x > 0, and we assume either

(a)

∫ ∞

1

ρ0(u)du = +∞ or (b)

∫ ∞

1

u

σ2
0(u)

du = +∞.(4.3)

The assumptions (4.2) and (4.3) are restricted only to this section.
We introduce a sequence of stopping times {τn} for each n > |x| by

τn = inf{t ≥ 0 : |Zx(t)| ≥ n}
= +∞ if the above set is empty.

(4.4)

Proposition 4.1. Assume (4.3) and let {Zx(t)} be defined by (4.1).
Then limN→∞E[|Zx(τN )|e−ατN I[τN<∞]] = 0, and hence Zx(t) is finite for each

t > 0 and Zx(t) satisfies the admissibility condition (2.2) with respect to the sequence
{τn} defined in (4.4).

Proof. Let H0(x) be the solution to the differential equation

σ2
0(x)

2
H ′′

0 (x)− µ0(x)H ′
0(x)− αH0(x) = 0 for x > 0, H0(0) = 1, H ′

0(0) = 0.

(4.5)

First we establish

lim
x→∞H ′

0(x) = +∞ and thus lim
x→∞

H0(x)

x
= +∞.(4.6)

Since µ0(x) ≥ 0, by elementary analysis, H0(x) has no positive local maxima, and
hence H0(x) is increasing and therefore H ′′

0 (x) is positive. Therefore, H0(x) is convex
and limx→∞H0(x) = +∞. Let ρ0(x) be given in (4.3). Introduce A(x) =

∫ x
0
ρ0(r)dr.

Then using (4.5) we obtain

H ′
0(x) = e2A(x)

∫ x

0

2αH0(r)

σ2
0(r)

e−2A(r)dr.(4.7)

Assume (4.3)(a). Since H0(r) ≥ 1 it follows that H ′
0(x) ≥ e2A(x)

∫ 1

0
2α

σ2
0(r)

e−2A(r)dr

for x > 1, and thus limx→∞H ′
0(x) = +∞ as limx→∞A(x) = +∞.

Now assume

∫ ∞

1

u

σ2
0(u)

du = +∞ as in (4.3)(b).(4.8)

It suffices to consider that the case limx→∞A(x) = L is finite. Since H0(x) is strictly
convex, H0(x) > m0 +m1(x− 1), where m0 = H0(1) and m1 = H ′

0(1) > 0. By (4.7)
we have

H ′
0(x) >

[∫ 1

0

2αH0(r)

σ2
0(r)

dr +

∫ x

1

2α(m0 +m1(u− 1))

σ2
0(u)

du

]
for x > 1.(4.9)
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By (4.8), the right-hand side of (4.9) also tends to infinity. Hence limx→∞H ′
0(x) =

+∞ also follows in this case. Since limx→∞H ′
0(x) = +∞, by L’Hopital’s rule,

limx→∞
H0(x)
x = +∞. This proves (4.6).

Next we extend H0(x) to R as an even function. So for x < 0, H0(x) = H0(−x).

For each N > |x|, introduce HN (x) = H0(x)
H0(N) . Then HN satisfies

σ2
0(x)

2
H ′′
N (x)− µ0(x) sign(x)H ′

N (x)− αHN (x) = 0 for all x,

H ′
N (0) = 0, HN (±N) = 1.

(4.10)

HN (x) is an even function and by Itô’s lemma, we observe that the process Y (t) =
HN (Zx(t ∧ τN ))e−α(t∧τN ) is a positive martingale. Consequently,

E[e−aτN I[τN<T ] + e−αT I[T<τN ]] ≤ HN (x).(4.11)

By letting T tend to infinity, we have E[e−ατN I[τN<∞]] ≤ H0(x)
H0(N) . Therefore

E[|Zx(τN )|e−ατN I[τN<∞]] ≤ ( N
H0(N) )H0(x). Hence using (4.6), limN→∞ N

H0(N) = 0,

and we obtain

lim
N→∞

E[|Zx(τN )|e−ατN I[τN<∞]] = 0.(4.12)

This clearly implies τ∞ ≡ +∞ a.s., where τ∞ is the explosion time for Zx(t).
To verify the admissibility condition (2.2) with respect to {τN} defined above

notice that

E

∫ T∧τN

0

[µ0(Zx(s)) + σ2
0(Zx(s))]ds ≤

[
max

[−N,N ]
(µ0(x) + σ2

0(x))

]
T <∞.(4.13)

Hence by (4.12) and (4.13), condition (2.2) follows.
Remark 1. Using the assumption (4.3), one can directly verify the Khasminski’s

criteria for nonexplosion [20, p. 297] of a diffusion process for (Zx(t)).
Remark 2. Using Itô’s lemma for H0(Zx(T ∧ τn)) and Gronwall’s inequality we

can derive E[H0(Zx(T ))] ≤ H0(x)eαT , and thus E|Zx(T )| is finite.
Next, we assume A.1, A.2, and (4.2) above. For each n ≥ 1, let Wn(x) be the

solution of the differential equation

σ2
0(x)

2
W ′′

n (x) + (σ0(x)σ′0(x)− µ0(x))W ′
n(x)− (α+ µ′0(x))Wn(x) + h′(x) = 0(4.14)

for 0 < x < n and with the boundary conditions Wn(0) = 0 and Wn(n) = 1.
Since µ′0, σ

′
0 and h′ are continuous and µ′0(x) ≥ 0, we extend each Wn(x) to

[0,+∞) so that Wn satisfies (4.14) on [0,∞). We prove the following lemma which
leads to our main theorem.

Lemma 4.2. Assume (4.2). Let Wn(x) be defined on [0,∞) satisfying (4.14).
(i) For each n, 0 < Wn(x) < 1 for 0 < x < n and Wn(x) > 1 for x > n.
(ii) For any x > 0, {Wn(x)} is decreasing in n, and henceW∞(x) = limn→∞Wn(x)

exists.
(iii) For each x > 0, 0 < W∞(x) < 1, W∞(0) = 0, and W∞ satisfies the same

differential equation (4.14) on (0,∞) as Wn.
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Proof. Let Wn be a solution to (4.14) and introduce φ(x) by

φ(x) =
h′(x)

α+ µ′0(x)
for x ≥ 0.(4.15)

For each c > 0 such that W ′
n(c) = 0 we have

σ2
0(c)

2
W ′′

n (c) = (α+ µ′0(c))(Wn(c)− φ(c)).(4.16)

By (4.2), φ(x) < 1 for all x > 0. Thus, (4.16) implies that Wn cannot have nonpositive
local minima on (0, n). Furthermore, if x = c is a local maxima with 0 < c < n, then
0 < Wn(c) < 1. Hence 0 < Wn < 1 on (0, n) and W ′

n(n) ≥ 0. Using (4.16) again,
it follows that W ′

n(n) > 0 and Wn cannot have local maxima for x > n. This proves
(i). To prove (ii) and (iii), let n > m ≥ 1. Since Wm and Wn both satisfy (4.14),
Wm(0) = Wn(0) = 0, and Wn(m) < Wm(m) = 1, it follows that Wm(x) > Wn(x)
for all x > 0 and {Wn} is a decreasing sequence. Thus W∞(x) = limn→∞Wn(x)
exists and 0 ≤ W∞(x) < 1. Now let ψ(x) = W1(x) −W2(x) for all x > 0. Then
ψ(0) = 0 and ψ(x) > 0 for all x > 0. For each n ≥ 1, since Wn satisfy (4.14), we

can represent Wn by Wn(x) = W1(x)− tnψ(x), where tn = 1−Wn(1)
1−W2(1)

> 0. Since {Wn}
is decreasing in n, the sequence (tn) is increasing and is bounded above by 1

1−W2(1)
.

Thus limn→∞ tn = t∞ exists and consequently W∞(x) = W1(x)−t∞ψ(x) for all x > 0
and W∞ satisfies (4.14). Thus (ii) and (iii) are complete.

Next we introduce an even function F : R→ R as follows:

F (x) =
σ2

0(0)

2α
W ′

∞(0) +

∫ x

0

W∞(r)dr for x ≥ 0(4.17)

and

F (x) = F (−x) for x < 0.(4.18)

Clearly, F ′(x) = W∞(x), F ′(0) = W∞(0) = 0, and
σ2
0(0)
2 F ′′(0) = αF (0). Now we

claim that F satisfies

σ2
0(x)

2
F ′′(x)− µ0(x) sign(x)F ′(x)− αF (x) + h(x) = 0 on R(4.19)

and

F (0) =
σ2

0(0)

2α
W ′

∞(0) ≥ 0, F ′(0) = 0.(4.20)

Also, F ≥ 0, −1 ≤ F ′(x) ≤ 0 for x ≤ 0, and 0 ≤ F ′(x) ≤ 1 for x ≥ 0.(4.21)

Since F, µ0, σ0 and h are even functions, it suffices to verify (4.19) on [0,∞). Let R(x)

be the left-hand side of (4.19) on [0,∞). Then R(0) =
σ2
0(0)
2 W ′

∞(0)−αF (0) = 0, and
R′(x) is identically zero on (0,∞) since W∞ satisfies (4.14). Thus (4.19) follows.
(4.20) is obvious and (4.21) is a consequence of Lemma 4.2(iii). Next we state and
prove the main theorem in this section.
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Theorem 4.3. Assume (4.2) and (4.3). Let F be defined by (4.17) and (4.18).
Then

(i) F (x) = U(x) for all x, where U is the value function of the control problem
defined in (2.9). Moreover, Zx(t) defined in (4.1) is an optimal process.

(ii) In addition to (4.2) and (4.3), assume that φ(x) defined in (4.15) is increas-
ing. Then F (x) = V (x), where V is the value function for the control problem
described in (2.5). Moreover, Zx(t) is an optimal process.

Proof. Step 1. First we show that F (x) is the cost function due to process Zx(t)
in (4.1). Let τN be defined by (4.4). By a direct application of Itô’s lemma to
F (e−α(T∧τN )Zx(T ∧ τN )) and employing Proposition 4.1, we obtain

F (x) = E

[∫ ∞

0

e−αth(Zx(t))dt

]
.(4.22)

Step 2. Next we prove F (x) = U(x), where U is given in (2.9) by using the verifi-
cation lemma, Lemma 3.1. By (4.21), F clearly satisfies Lemma 3.1(i). F also satisfies
(4.19), and hence it satisfies the assumption (3.2) there. Consequently, U(x) ≥ F (x),
but by (4.22) it follows that F (x) = U(x) and Zx(t) in (4.1) define an optimal process.

Step 3. To prove (ii), we intend to apply Lemma 3.1. All we have to do is to verify
F ′′(x) ≥ 0 for all x. It suffices to show F ′′(x) ≥ 0 for x ≥ 0. Notice F ′′(x) = W ′

∞(x),
where W∞ is given in Lemma 4.2. By (4.22), F (0) > 0, and thus F ′′(0) > 0 by
(4.19). Now suppose that F ′′(x1) < 0 for some x1 > 0. Since W∞(x) ≡ F ′(x)
for x ≥ 0 and also W∞(x) is the decreasing limit of {Wn(x)}, where Wn(x) satisfy
(4.14) with Wn(0) = 0, and Wn(n) = 1, it follows that there exist large N and two
points 0 < ξ1 < ξ2 such that WN has a local maxima at x = ξ1 and local minima
at x = ξ2. Hence W ′′

N (ξ1) ≤ 0 ≤ W ′′
N (ξ2) and using (4.14) together with the fact

W ′
N (ξ1) = W ′

N (ξ2) = 0 we obtain
σ2
0(ξ1)
2 W ′′

N (ξ1) = (α + µ′0(ξ1))[WN (ξ1) − φ(ξ1)] ≤
0 and

σ2
0(ξ2)
2 W ′′

N (ξ2) = (α+ µ′0(ξ2))[WN (ξ2)− φ(ξ2)] ≥ 0, where φ is given by (4.15).
Since µ′0(x) ≥ 0, we have φ(ξ1) ≥ WN (ξ1) > WN (ξ2) ≥ φ(ξ2) which contradicts the
fact that φ is increasing. Hence F ′′(x) ≥ 0 for all x and F (x) ≤ V (x) for all x, using
Lemma 3.1. Moreover, by (4.22), Zx(t) is an optimal process and F (x) = V (x) for
all x. This completes the proof.

5. A bounded optimal process.

5.1. Assumptions and reflecting diffusions. In this section we make the
following assumption regarding the functions µ0 and h in addition to A.1 and A.2

of section 2. Let φ(x) = h′(x)
α+µ′

0(x) be the function defined on R as in (4.15). Notice

φ(0) = 0. We assume the following:

(i) There exist positive constants R > β > 0 and δ0 > 0 such that φ(x) < 1 for

x < β, φ(β) = 1, φ(x) > 1 for x > β, and φ(x) > 1 + δ0 for every x > R.(5.1)

Our candidate for an optimal policy is derived from the class of diffusion processes
with reflecting barriers at −a and +a. Therefore for each a > 0, we consider a weak
solution to the equation

Xa
x(t) = x−

∫ t

0

µ0(Xa
x(s)) sign(Xa

x(s))ds+

∫ t

0

σ0(Xa
x(s))dW (s) +Ka(t),(5.2)

where the bounded variation process Ka is given by

dKa(t) = dL−a(t)− dLa(t) for t > 0(5.3)
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and

d|Ka|(t) = dL−a(t) + dLa(t),(5.4)

and {W (t) : t ≥ 0} is a Brownian motion process in some probability space (Ω, F, P )
with respect to a filtration {Ft}. L−a(t) and La(t) are local time processes of Xa

x(t)
at −a and +a, respectively. If x ∈ [−a, a], then Xa

x(t) ∈ [−a,+a] for all t ≥ 0. If
x /∈ [−a, a], there will be an initial jump to the nearest point of {−a,+a} at t = 0, and
then (5.2) and (5.3) follow. In this case X(0+) ∈ {−a,+a} and Ka(0) corresponds
to the jump size at t = 0. Clearly, {Xa

x(t)} satisfies the assumptions (2.2)–(2.3), and
hence they are admissible processes.

Let

Va(x) = E

∫ ∞

0

e−αt(h(Xa
x(t))dt+ d|Ka|(t)).(5.5)

Then by Itô’s lemma, it is easy to verify that Va satisfies the following differential
equation:

σ2
0(x)

2
V ′′
a (x)− µ0(x) sign(x)V ′

a(x)− αVa(x) + h(x) = 0 for − a < x < a,(5.6)

V ′
a(x) = −1 for x ≤ −a and V ′

a(x) = 1 for x ≥ a.(5.7)

By symmetry, Va is an even function. We expect the optimal process reflects at −a∗
and a∗ and the corresponding V ′′

a∗ vanishes at −a∗ and a∗ so that the principle of
smooth fit holds (see [4], [15]). Hence we expect to find a point a∗ > 0 such that Va∗

satisfies (5.6) and (5.7), V ′
a∗ is continuous on R, and |V ′

a∗(x)| ≤ 1 for all x. It suffices
to consider (5.6) and (5.7) on [0,∞). Thus we let Wa(x) = V ′

a(x) on (0, a), and it
satisfies

σ2
0(x)

2
W ′′

a (x) + (σ0(x)σ′0(x)− µ0(x))W ′
a(x)− (α+ µ′0(x))Wa(x) + h′(x) = 0,(5.8)

Wa(0) = 0 and Wa(a) = 1.(5.9)

We need to find the point a = a∗ so that Wa∗(x) satisfies an additional condition

W ′
a∗(a∗) = 0 and 0 < Wa∗(x) < 1 for 0 < x < a∗.(5.10)

We establish the existence of a unique point a∗ > 0 with the aid of an optimal stopping
problem.

5.2. An auxiliary stopping problem. By considering (5.8), (5.9), and (5.10),
we formulate the following optimal stopping problem. For each x > 0, consider the
process

Yx(t) = x+

∫ t

0

[σ0(Yx(s))σ′0(Yx(s))− µ0(Yx(s))]ds+

∫ t

0

σ0(Yx(s))dW (s)(5.11)

which is a weak solution to the above equation with respect to a Brownian motion
{W (t)} adapted to a filtration {Ft} in a probability space (Ω, F, P ). We introduce
the stopping time τ0 by

τ0 = inf{t > 0 : Yx(t) = 0}
= +∞ if the above set is empty.

(5.12)
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Introduce the set∏
= {τ ≥ 0 : τ is a stopping time with respect to {Ft}}(5.13)

and consider the stopping problem

S(x) = inf
τ∈∏E

[
e−R(τ)I[τ<τ0] +

∫ τ∧τ0

0

e−R(u)h′(Yx(u))du

]
,(5.14)

where

R(t) =

∫ t

0

(α+ µ′0(Yx(s)))ds.(5.15)

We claim that the optimal stopping time is of the form τa∗ , where τa∗ is the first
hitting time of the level a∗ by the process Yx(t) for some a∗ > 0. Va∗ characterized by
(5.5)–(5.7) turned out to be the value function for the control problem and V ′

a∗(x) =
S(x) for each x > 0. To verify these assertions, first we define the stopping time τa
by

τa = inf{t > 0 : Yx(t) = a}
= +∞ if the above set is empty.

(5.16)

We introduce the stochastic representation for the solution Wa(x) of (5.8) and (5.9):

Wa(x) = E

[
e−R(τa)I[τa<τ0] +

∫ τa∧τ0

0

e−R(u)h′(Yx(u))du

]
(5.17)

for each x in [0, a], where R(t) is given in (5.15). By Itô’s lemma, it is easy to verify
that Wa also satisfies (5.8) and (5.9). We extend each Wa to R

+ so that it satisfies the
differential equation (5.8) on the interval (0,∞). On [0, a], Wa has the representation
(5.17) and V ′

a(x) = Wa(x). We use these facts in our next lemma which derives an
upper bound for optimal a∗.

Lemma 5.1. Assume (5.1). Then there exists a constant a1 > R such that for
each a > a1, sup[0,a]Wa(x) > 1, where R is given in (5.1).

Proof. We assume the contrary. Suppose that there exists a strictly increasing
sequence (bn) so that bn > R for all n, limn→∞ bn = +∞, and sup[0,bn]Wbn(x) ≤ 1
for each n. We claim 0 < Wbn(x) < 1 for 0 < x < bn. Suppose Wbn(xn) = 1 and
0 < xn < bn; then Wbn has a local maximum at xn. Hence we use (5.8) to obtain
h′(xn) ≥ α+µ′0(xn) and therefore by (5.1), xn ≥ β. SinceWbn(xn) = Wbn(bn) = 1 and
Wbn satisfies (5.8), it has a local minimum at a point x = zn, where β ≤ xn < zn < bn
and Wbn(zn) < 1. Again using (5.8) at x = zn we obtain α + µ′0(zn) > h′(zn) which
contradicts (5.1). Thus our claim is true and furthermore W ′

bn
(bn) ≥ 0. Next we

claim W ′
bn

(bn) > 0 for all n. Suppose that W ′
bn

(bn) = 0. By (5.8) and (5.1), since
bn > β we have W ′′

bn
(bn) < 0. First, as in the above argument, we observe that Wbn

cannot have any local minima at a point x = z satisfying z > β and Wbn(z) ≤ 1.
Hence Wbn achieves its maximum at x = bn and decreasing on [bn,∞). Next we
compare Wbn and Wbn+1 . Wbn+1(bn) < Wbn(bn) = 1, Wbn(bn+1) < Wbn+1(bn+1) = 1,
and Wbn(0) = Wbn+1(0) = 0. Therefore Wbn and Wbn+1 both satisfy (5.8) and meet
at x = 0 and at a point x = qn, where bn < qn < bn+1. Hence Wbn ≡Wbn+1 , and this
leads to a contradiction as Wbn+1

(bn) < 1. Thus W ′
bn

(bn) > 0 for all n.
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Our next claim is W ′
bn

(0) ≤ W ′
b1

(0) for all n. Suppose not. Assume W ′
bm

(0) >
W ′

b1
(0) for some m. Since Wbm(0) = Wb1(0) = 0, there exist c1 > 0 such that

Wbm(c1) > Wb1(c1). Again Wbm and Wb1 satisfy (5.8) and meet at x = 0 and at
another point on (c1, b1), and hence Wbm ≡Wb1 . This contradicts the fact Wbm(b1) <
Wb1(b1) = 1. Consequently, we conclude that supnW

′
bn

(0) ≤W ′
b1

(0).

By (5.6) we observe that αVbn(0) =
σ2
0(0)
2 W ′

bn
(0) ≤ σ2

0(0)
2 W ′

b1
(0), where Vbn is

given in (5.5) and V ′
bn

(x) ≡Wbn(x) on [0, bn]. Hence by (5.6) we obtain

σ2
0(bn)

2
W ′

bn(bn) + h(bn)− µ0(bn) =
σ2

0(0)

2
W ′

bn(0) + α

∫ bn

0

Wbn(r)dr.(5.18)

Since W ′
bn

(bn) > 0 and supnW
′
bn

(0) ≤W ′
b1

(0), and sup[0,bn]Wbn(x) ≤ 1, we obtain

h(bn)− µ0(bn) <
σ2

0

2
W ′

b1(0) + αbn for all n.(5.19)

But (5.1) implies that

h(bn)− µ0(bn) > α(1 + δ0)(bn −R) + δ0µ0(bn) + [h(R)− (1 + δ0)µ0(R)](5.20)

and consequently by (5.19) and (5.20)

α(1 + δ0)

(
1− R

bn

)
− (1 + δ0)µ0(R)

bn
< α+

σ2
0(0)

2bn
W ′

b1(0).(5.21)

By letting bn → +∞ we obtain α(1 + δ0) ≤ α which is a contradiction as α > 0 and
δ0 > 0. This proves the lemma.

Now we derive the solution to the stopping problem described in (5.14).
Theorem 5.2. Assume (5.1). Then
(i) there exist a∗ > 0 such that the function Wa∗ defined by (5.17) satisfies (5.8),

(5.9), and (5.10);
(ii) let S(x) be the value function for the stopping problem as in (5.14) for x ≥ 0.

Then

S(x) =

{
Wa∗(x) for x ≤ a∗,
1 for x > a∗.

(5.22)

Thus S′(x) is continuous on (0,∞), and S′′(x) is continuous on (0,∞) except at
x = a∗. But S′′(a∗−) and S′′(a∗+) both exist finitely.

Moreover, an optimal stopping time τ∗ is defined by

τ∗ =

{
τa∗ if 0 < x < a∗,
0 if x ≥ a∗.(5.23)

Proof. Let β > 0 be as in assumption (5.1). Thus for each a in (0, β) we consider
the function Wa(x) which satisfies (5.8) and (5.9) on (0,+∞). By Lemma 4.2, 0 <
Wa(x) < 1 for each x in (0, a). Thus W ′

a(a) ≥ 0, but if W ′
a(a) = 0, then by (5.7) and
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(5.8), Wa has a strict local minima at x = a, and this contradicts 0 < Wa(x) < 1 on
(0, a). Hence W ′

a(a) > 0. We let

a∗ = sup{b < 0 : for each 0 < a < b, Wa(x) ∈ (0, 1) for x in (0, a)}.(5.24)

Thus, 0 < β < a∗ < a1 <∞, where a1 is given in Lemma 5.1, and hence a∗ is finite.
We claim that 0 < Wa∗(x) < 1 andW ′

a∗(a∗) = 0. If (an) is a sequence increasing to a∗,
then Wan(x) is decreasing to Wa∗(x) as in Lemma 4.2. Hence Wa∗(x) < 1. But Wa∗

satisfies (5.17); henceWa∗(x) > 0 on (0, a∗) andWa∗(a∗) = 1. ThusW ′
a∗(a∗) ≥ 0. But

if W ′
a∗(a∗) > 0, we extend Wa∗ to [0,∞) satisfying (5.8) and consider Wa∗(x)− tψ(x),

where ψ(x) is a positive solution to homogeneous equation related to (4.14), ψ(0) = 0,
and t is a parameter. Thus elementary arguments show that for 0 < t < ε1, Wa∗ − tψ
also satisfies the conditions of the set in (5.24), and hence a∗ + ε also belong to the
set in (5.24) leading to a contradiction. Consequently, W ′

a∗(a∗) = 0.
To prove (ii), we let

Ŝ(x) =

{
Wa∗(x) for 0 ≤ x < a∗,
1 for x ≥ a∗.(5.25)

By (i), Ŝ is C1, and Ŝ′′ is continuous everywhere except at x = a∗. Also Ŝ′′(a∗−)

is finite and negative by (5.8) and Ŝ(a∗+) = 0. Notice that

1

2
σ2

0(x)Ŝ′′(x) + (σ0(x)σ′0(x)− µ0(x))Ŝ′(x)− (α+ µ′0(x))Ŝ(x)(5.26)

=

{
−h′(x) if x < a∗,
−(α+ µ′0(x)) if x > a∗.

But a∗ > β > 0; hence −(α + µ′0(x)) > −h′(x) for x > a∗. Consequently, the right-
hand side of (5.26) is greater than or equal to −h′(x) for all x �= a∗. For any τ in

∏
,

we apply Itô’s lemma [12, p. 219] to Ŝ(Yx(t ∧ τ ∧ τ0))e−R(t∧τ∧τ0) to obtain

E

[
e−R(τ∧τ0)Ŝ(Yx(τ ∧ τ0)) +

∫ τ∧τ0

0

e−R(s)h′(Yx(s))ds

]
≥ Ŝ(x).(5.27)

To obtain (5.27), we used a standard localization argument, the fact 0 ≤ Ŝ(x) ≤ 1
on [0,∞), the bounded convergence theorem, and the montone convergence theorem.

Since Ŝ(0) = 0 and 0 ≤ Ŝ(x) ≤ 1, now it follows that

E

[
e−R(τ)I[τ<τ0] +

∫ τ∧τ0

0

e−R(s)h′(Yx(s))ds

]
≥ Ŝ(x).

Consequently, S(x) ≥ Ŝ(x). But using τ = τ∗, where τ∗ is given in (5.23) and Itô’s
lemma, we obtain

E

[
e−R(τ∗)I[τ∗<τ0] +

∫ τ∗∧τ0

0

e−R(s)h′(Yx(s))ds

]
= Ŝ(x).(5.28)

Thus S(x) ≡ Ŝ(x) and τ∗ is optimal. This completes Theorem 5.2.
Now we are ready to prove the main theorem in this section. For the point a∗ > 0

derived in the previous theorem, we consider the reflecting diffusion process {Xa∗
x (t)}
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defined by (5.2)–(5.4) with values in [−a∗, a∗] for t > 0. If the initial point x is outside
[−a∗, a∗] we allow a jump to {−a∗, a∗} at t = 0 as described below (5.7). To simplify
the notation we denote Xa∗

x (t) by X∗
x(t) in the next theorem.

Theorem 5.3. Assume (5.1). Let {X∗
x(t)} be the above described reflecting

diffusion process which satisfies (5.2)–(5.4) with values in [−a∗, a∗] for t > 0, and let
Va∗(x) be the associated cost defined by (5.5). Then the following holds.

(i) {X∗
x(t)} is an optimal process for (2.9) and Va∗(x) = U(x) for all x.

(ii) In addition to (5.1), assume that φ(x) is increasing on [0,∞), where φ is
given by (4.15). Then {X∗

x(t)} is also optimal for the control problem (2.5)
and Va∗(x) = V (x) for all x.

(iii) In each case, the value functions of stochastic control problem and optimal
stopping problem (5.14) are related by V ′

a∗(x) = S(x) for all x, where S is
given in (5.14).

Proof. Let Va∗(x) be defined by (5.5). Clearly, Va∗ is an even function which
satisfies (5.6) and (5.7). For 0 ≤ x ≤ a∗, V ′

a∗(x) ≡Wa∗(x) and it satisfies (5.8), (5.9),
and (5.17). Moreover, Wa∗ satisfies (5.10) by Theorem 5.2. For x ≥ a∗, V ′

a∗(x) = 1.
Hence, by Theorem 5.2, V ′

a∗(x) = S(x) for x > 0, where S(x) is the value function
of the stopping problem (5.14). In particular, S(x) completely determines Va∗(x) by

(5.6)–(5.10). Since h(0) = 0, by (5.6) we obtain αVa∗(0) =
σ2
0(0)
2 W ′

a∗(0) and

Va∗(x) =
σ2

0(0)

2α
S′(0) +

∫ x

0

S(r)dr for x > 0.(5.29)

Va∗ is a twice continuously differentiable even function on R, since S(x) is C1 on [0,∞)
by Theorem 5.2. To establish (i) and (ii) of the theorem, we use the verification lemma,
Lemma 3.1, and hence first we verify the conditions (i) and (ii) of Lemma 3.1. The
condition (i) follows from (5.29), and it suffices to verify condition (ii).

By (5.6), condition (ii) holds for all x in [0, a∗]. By (5.6) and (5.10) we have
h(a∗) = αVa∗(a∗) + µ0(a∗). Since a∗ > β, by (5.1), we also have h′(x) > α + µ′0(x)
for x > β. Consequently, h(x) = h(a∗) +

∫ x
a∗ h

′(r)dr > αVa∗(a∗) + µ0(a∗) +
∫ x
a∗(α +

µ′0(r))dr for x > a∗. This yields h(x) > αVa∗(x)+µ0(x) for x > a∗. Since V ′
a∗(x) = 1

for x > a∗, we see that
σ2
0(x)
2 V ′′

a∗(x)−µ0(x)V ′
a∗(x)−αVa∗(x)+h(x) = h(x)−(αVa∗(x)+

µ0(x)) > 0 for x > a∗. Thus condition (ii) in Lemma 3.1 is satisfied, and consequently
Theorem 5.3(i) follows.

To obtain (ii) of the theorem, again we can use Lemma 3.1, once we verify
V ′′
a∗(x) ≥ 0 for all x. By (5.29) it is clear that V ′′

a∗(x) = 0 if |x| ≥ a∗. Since Va∗

is even, it remains to show V ′′
a∗(x) ≥ 0 on [0, a∗]. By (5.29), V ′′

a∗(0) = S′(0) > 0 since
Va∗(0) > 0 by (5.5). Now Wa∗(x) = V ′

a∗(x) on [0, a∗], we have W ′
a∗(0+) > 0, and

thus Wa∗ is strictly increasing on an interval [0, ε] for some ε > 0, Wa∗(0) = 0, and
Wα∗(a∗) = 1. Suppose that W ′

a∗(x) < 0 for some 0 < x < a∗. Thus, it is clear that
there exist 0 < c1 < c2 < a∗, where Wa∗ has a local maxima at x = c1, Wa∗ has
a local minima at x = c2, and Wa∗ is decreasing on [c1, c2]. Then by an argument
similar to Step 3 of the proof of Theorem 4.3 we obtain

φ(c1) ≥Wa(c1) > Wa(c2) ≥ φ(c2) and c1 < c2.(5.30)

This contradicts the added assumption that φ is increasing on [0,∞). Conse-
quently, V ′′

a∗(x) ≡ W ′
a∗(x) ≥ 0 on [0, a∗) and now by Lemma 3.2(b), we can conclude

Theorem 5.3(ii).
Part (iii) is immediate from (5.29) and Theorem 5.2. This completes the proof of

this theorem.
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6. Abelian relations.

6.1. Main results. We intend to compute the asymptotic behavior of the value
function as α tends to zero. In this section we write Vα for V and Uα for U to signify
the dependence on α, where the value functions V and U are introduced in (2.5) and
(2.9). We analyze the behavior of Uα here, and thus the same results hold for Vα as
well. With the usual notation as similar to (2.4) and (2.9), we introduce the value of
the stationary control problem by

λ0 = inf∑
1(x)

lim sup
T→∞

1

T
E[|A|(T ) +

∫ T

0

h(Xx(t))dt],(6.1)

where Xx(t) satisfies (2.1). The value λ0 is independent of the initial point x because
for any y, the process can jump to y within a very short time interval [0, ε] using the
A(t) process, but the cost of this jump disappears in the limit of (6.1) as T tend to
infinity.

Our aim here is to establish limα→0+ αUα(x) = λ0 (uniformly on compact sets)
under the assumptions in sections 4 and 5. For our optimal policy of the stationary
control problem described in Theorem 6.1 below, the limit in (6.1) (instead of lim sup)
exists and is equal to λ0. A similar result in the Brownian motion case was proved
in [9]. Throughout this section we assume there is a small interval [0, η] with η > 0
so that the assumption (2.2) holds for every α in (0, η]. Notice also that the sequence
(τn) in (2.2) may depend on α > 0. Furthermore, in section 4, the assumption (4.2)
depends on α, and here we replace it by a slightly stronger condition

µ′0(x) ≥ h′(x) for each x ≥ 0.(6.2)

Similarly with regard to assumption (5.1) in section 5, we replace it by (6.3) below so
that (5.1) holds uniformly for all α in (0, η].

There exists positive constants δ0 > 0, ε > 0, and R > 0 such that the function
h′(x)− µ′0(x) is monotone increasing on [0, R] and

h′(x)− µ′0(x) > δ0µ
′
0(x) + ε for all x ≥ R.(6.3)

Now we state our main theorem in this section.
Theorem 6.1. Under the assumptions A.1, A.2, (6.2), and (4.3) related to

section 4 or A.1, A.2, and (6.3) related to section 5, we have

lim
α→0

sup
|x|≤M

|αUα(x)− λ0| = 0 for each M > 0,(6.4)

where λ0 is given in (6.1). Furthermore, an optimal strategy for the stationary problem
(6.1) will be obtained.

Our first step is to prove the following technical lemma.
Lemma 6.2. Under the assumptions of Theorem 6.1, the following results hold.
(i) For every α > 0, |Uα(x)− Uα(0)| ≤ |x| for all x.
(ii) For each M > 0, limα→0+ sup|x|≤M |αUα(x)− αUα(0)| = 0.
Proof. In both sections 4 and 5 we observed that U ′

α is continuous and |U ′
α(x)| ≤ 1

for each α > 0. Hence (i) holds. Part (ii) is immediate from (i).
Thus, to establish (6.4) it suffices to show limα→0+ αUα(0) = λ0. We verify this

in the next subsections.
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6.2. Case of the unbounded optimal diffusion. Throughout this subsection
we make the assumptions A.1, A.2, (6.2), and (4.3) to use the results in section 4.
The function W∞ obtained in Lemma 4.2 depends on α, and henceforth we write Wα

instead of W∞.
Proof of Theorem 6.1 (under the assumptions of A.1, A.2, (6.2), and (4.3)). By

(4.19), (4.20), and Theorem 4.3 we obtain αUα(0) =
σ2
0(0)
2 W ′

α(0) and U ′
α(x) = Wα(x)

for x > 0. Wα satisfies the differential equation (4.14) for x > 0, together with
Wα(0) = 0 and 0 < Wα(x) < 1 for all x > 0. An elementary application of Itô’s
lemma yields the following stochastic representation for Wα(x) for x > 0:

Wα(x) = E

[∫ τ0

0

e
−
r∫
0

(α+µ′
0(Yx(s)))ds

h′(Yx(r))dr

]
,(6.5)

where Yx is given in (5.11) and the stopping time τ0 is given by (5.12). Now with the
same notation, we define

W0(x) = E

[∫ τ0

0

e
−
r∫
0

µ′
0(Yx(s))ds

h′(Yx(r))dr

]
for x ≥ 0.(6.6)

Clearly, W0(0) = 0 and by (4.2) we have 0 < W0(x) ≤ 1 for x > 0. Since
U ′
α ≡Wα, by (4.19) we obtain

αUα(0)

∫ x

0

2

σ2
0(r)

dr

(6.7)

= Wα(x) + 2

∫ x

0

(h(r)− µ0(r)Wα(r))

σ2
0(r)

dr − 2α

∫ x

0

1

σ2
0(r)

∫ r

0

Wα(u)du dr.

Since Wα is increasing to W0 as α tends to 0, the right-hand side of (6.7) converges
to a finite quantity as α→ 0+. Hence limα→0+ αUα(0) exists and is finite. Let

lim
α→0+

αUα(0) = ∧0, where 0 ≤ ∧0 < +∞.(6.8)

Thus by letting α→ 0+ in (6.7) we obtain

∧0

∫ x

0

2

σ2
0(r)

dr = W0(x) + 2

∫ x

0

h(r)− µ0(r)W0(r)

σ2
0(r)

dr for x > 0.(6.9)

Consequently, W0 satisfies the first order equation
σ2
0(x)
2 W ′

0(x)−µ0(x)W0(x)+h(x) =
∧0 for x > 0, W0(0) = 0, and 0 < W0(x) ≤ 1.

Introduce Q0(x) on R by

Q0(x) =

∫ x

0

W0(r)dr for x ≥ 0

= Q0(−x) for x < 0.

(6.10)

Then Q0 satisfies

σ2
0(x)

2
Q′′

0(x)− µ0(x) sign(x)Q′
0(x) + h(x) = ∧0 for all x,(6.11)
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Q0(0) = 0, Q′
0(0) = 0, 0 < Q′

0(x) ≤ 1 for x > 0, and −1 ≤ Q′
0(x) < 0 for x < 0.

Hence |Q0(x)| ≤ |x| for all x.
First we intend to show λ0 ≥ ∧0, where λ0 is given in (6.1). Let X0(t) be

any available process satisfying (2.1) and (2.2) for each α > 0 with X0(0) = 0 and

which has a finite value for lim supT→∞
1
T E[|A|(T ) +

∫ T
0
h(X0(t))dt]. Thus there are

constants M > 0 and T0 > 0 such that for all T > T0,

MT > E

[
|A|(T ) +

∫ T

0

h(X0(t))dt

]
.

Since h satisfies A.2 as similar to the proof of Lemma 3.1, this implies that the

quantities lim supT→∞
E|A|(T )

T and lim supT→∞
1
T E

∫ T
0
|X0(t)|dt are finite and, as a

consequence, lim infT→∞
E|X0(T )|

T = 0. Next we apply Itô’s formula to Q0(X0(t∧τn))
as similar to the proof of Lemma 3.1, where (τn) as in (2.2). Using the above properties
of Q0, we obtain

E|X0(T ∧ τn)|+ E

[
|A|(T ) +

∫ T

0

h(Xx(s))ds

]
≥ ∧0E[T ∧ τn].(6.12)

Notice that E|X0(T ∧ τn)| ≤ E|X0(T )|+ eαTE[|X0(τn)|e−ατn ]. Hence we obtain

eαTE
[|X0(τn)|e−ατn]+ E|X0(T )|+ E

[
|A|(T ) +

∫ T

0

h(Xx(s))ds

]

≥ ∧0E[T ∧ τn].

(6.13)

Now keeping T fixed and by letting τn tend to infinity and using (2.2) we have

E|X0(T )|+ E

[
|A|(T ) +

∫ T

0

h(Xx(s))ds

]
≥ ∧0T.(6.14)

Since lim infT→∞
E|X0(T )|

T = 0, by (6.14) we derive

lim sup
T→∞

1

T
E

[
|A|(T ) +

∫ T

0

h(X0(t))dt

]
≥ ∧0,

and thus λ0 ≥ ∧0.
Next we consider our candidate for the optimal process of the stationary problem.

Let Zx(t) be as in (4.1). In this case A(t) is identically zero. Let (τn) be as in (4.4).
Apply Itô’s lemma to Q0(Zx(T ∧ τn)) and use properties of Q0 and (6.11) to obtain

E[
∫ T
0
h(Zx(s))ds] ≤ Q0(x) + ∧0T . Hence we obtain

lim sup
T→∞

1

T
E

∫ T

0

h(Zx(s))ds ≤ ∧0.(6.15)

Thus λ0 ≤ ∧0, where λ0 as in (6.1). Consequently, λ0 = ∧0 and the process Zx(t)
defined in (4.1) is also optimal for the stationary problem (6.1). This completes the
proof.

The proof of the above lemma also yields the following important corollary, which
can be compared with the results obtained in [3] and [17].
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Corollary 6.3. Let Q0 be as in (6.10). Then
(i) Q0 is a C2-solution to the HJB equation of the stationary control problem;
(ii) limα→0+(Uα(x)− Uα(0)) = Q0(x) uniformly on compact sets.
Proof. Part (i) follows from (6.10), (6.11), and the discussion therein. The proof

of (ii) follows from (6.5), (6.6), and (6.11) and the fact that Wα(x) is increasing to
W0(x).

6.3. Case of the bounded optimal process. Throughout this subsection we
assume A.1, A.2, and (6.3). The condition (6.3) implies (5.1), and therefore the results
we derived in section 5 remain valid here. In [22] a general stationary control problem
for singular stochastic controls is resolved, and here we rely on the results developed
in [22].

Proof of Theorem 6.1 (under the assumptions A.1, A.2, and (6.3)). A.1, A.2, and
(6.3) imply the assumptions of Theorem 2.1 of [22] and, in particular, Proposition 4.4
of [22]. In our case x∗ = 0 and a∗ = −b∗ with the notation there. (See the remark on
page 6 of [22].) By Proposition 4.4 of [21], there exist a point b∗ > 0 and a function
Q0 (we use Q0 instead of V there) defined on R, related to the stationary problem
(6.1) and satisfying the following conditions:

(i) Q0(x)is a twice differentiable even function satisfying 0 ≤ Q′
0(x) ≤ 1 on(6.16)

[0, b∗] and Q′
0(x) ≡ 1 for x ≥ b∗.

(ii) λ0 = h(b∗)− µ0(b∗) > 0, where λ0 as in (6.1).(6.17)

(iii)
1

2
σ2

0(x)Q′′
0(x)− µ0(x) sign(x)Q′

0(x) + h(x) = λ0 for |x| < b∗ and(6.18)

≥ λ0 for |x| > b∗.
(iv) Also by (6.16) and the assumption (A.2), there exist two positive con-(6.19)

stants K1,K2 so that |Q0(x)| ≤ K1 + |x| ≤ K2(1 + h(x)) for all x.

Furthermore, from Theorem 2.1 of [22], an optimal state process for the stationary
control problem (6.1) is given by a reflecting diffusion with state space [−b∗, b∗] and
described by (5.2), (5.3), and (5.4) with a = b∗.

For each α > 0, let {X∗
α(t)} be the optimal reflecting diffusion process described

by Theorem 5.3 with initial data X∗
α(0) = 0 with the value for the discounted problem

Uα(0). We apply Itô’s lemma to Q0(X∗
α(t))e−αt and obtain

E[Q0(X∗
α(T ))e−αT ] = Q0(0) + E

∫ T

0

e−αtQ′
0(X∗

α(t))dA∗
α(t)

+ E

∫ T

0

e−αt
[

1

2
σ2

0(X∗
α(t))Q′′

0 − µ0(X∗
α(t)) sign(X∗

α(t))Q′
0 − αQ0

]
(X∗

α(t))dt.

(6.20)

Using (6.16), (6.17), and (6.18) we obtain

(6.21)

Uα(0) ≥ E
[∫ T

0

e−αt(h(X∗
α(t))dt+ d|A∗

α|(t))
]

≥ Q0(0) + λ0

∫ T

0

e−αtdt− αE
[∫ T

0

e−αtQ0(X∗
α(t))dt

]
− E [Q0(X∗

α(T ))e−αT
]
.

By Theorem 5.3, {X∗
α(t)} take values in a compact interval, and hence |Q0(X∗

α(t))| <
Mα for some constant Mα > 0 which may depend on α. By (6.19), we obtain
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E
∫ T
0
e−αtQ0(X∗

α(t))dt ≤ K2

(
1
α + Uα(0)

)
. Using this with (6.22) we obtain

(1 + αK2)Uα(0) ≥ Q0(0) + λ0

∫ T

0

e−αtdt− αK2

∫ T

0

e−atdt−Mαe
−αT .(6.22)

Next, first we let T tend to infinity and then multiply the inequality by α, and we let
α tend to zero to obtain

lim inf
α→0+

αUα(0) ≥ λ0.(6.23)

It remains to verify lim supα→0+ αUα(0) ≤ λ0. Let {X∗
0 (t)} be the optimal state

process for the stationary control problem (6.1) with the associated bounded variation
process {A∗

0(t)} and the initial position X∗
0 (0) = 0 with |X∗

0 (t)| ≤ b∗ as described in
Theorem 2.1 of [22]. We apply Itô’s lemma to Q0(X∗

0 (t))e−αt and as similar to (6.20)
we obtain

E

[∫ T

0

e−αt[h(X∗
0 (t))dt+ d|A∗

0|(t)]
]

= λ0

∫ T

0

e−αtdt

− αE
∫ T

0

e−αtQ0(X∗
0 (t))dt+Q0(0).(6.24)

By (6.16), Q0(x) ≥ Q0(0) for all x, and hence E[
∫ T
0
e−αt(h(X∗

0 (t))dt + d|A∗
0|(t))] ≤

λ0

∫ T
0
e−αtdt + Q0(0)e−αT . By letting T tend to infinity, we have Uα(0) ≤

E[
∫∞
0
e−αt(h(X∗

0 (t))dt+d|A∗
0|(t))] ≤ λ0

α , and we conclude that lim supα→0+ αUα(0) ≤
λ0. Hence, using (6.23), it follows that limα→0+ αUα(0) = λ0, where λ0 is the value
of the stationary problem (6.1). This completes the proof.

We also have the following important corollary, as similar to Corollary 6.3.
Corollary 6.4. Let Q0 be the function satisfying (6.16)–(6.18) and Q0(0) = 0.

Then
(i) Q0 is a C2-solution to the HJB equation corresponding to the stationary con-

trol problem;
(ii) limα→0+(Uα(x)− Uα(0)) = Q0(x) uniformly on compact sets.
Proof. Part (i) follows from (6.16)–(6.19). To prove (ii), since |U ′

α(x)| ≤ 1 for
all x, it suffices to show limα→0+ U ′

α(x) = Q′
0(x) for all x > 0. We sketch the proof

of this fact. In Theorem 5.2, the point a∗ may depend on α, and hence we relabel
it a∗α. Using (5.6), (5.7), and (5.10), we obtain h(a∗α) − µ0(a∗α) = αUα(a∗α) > 0.
By (6.3) and since h(0) = 0, there is a β0 > 0 so that sup[0,β0](h(x) − µ0(x)) <
0. Hence a∗α > β0 > 0 for every α. Let a∗∞ be any limit point (a∗∞ = +∞ is
allowed) of {a∗α : α > 0}. Thus a∗∞ ≥ β0 > 0. Let (aαn) be a sequence so that
limαn→0+ aαn = a∗∞. We consider (U ′

αn). Each U ′
αn satisfies (5.8) on (0, a∗αn) with

U ′
αn(0) = 0 and U ′′

αn(0) = 2αn
σ2
0(0)

Uαn(0). By Theorem 6.1, limαn→0+ U ′′
αn(0) = 2λ0

σ2
0(0)

.

Hence by elementary arguments, limαn→0+ U ′
αn(x) ≡ U ′

∞(x) exists for all x ≥ 0

and U ′
∞ satisfies (5.8) together with U ′

∞(0) = 0, U ′′
∞(0) = 2λ0

σ2
0(0)

, and U ′
∞(x) ≡ 1

for x > a∗∞. But Q′
0 also satisfies (5.8) on (0, b∗) together with the same boundary

conditions as U ′
∞ at the origin and Q′

0(x) ≡ 1 for x > b∗. Hence U ′
∞(x) ≡ Q′

0(x) for
0 ≤ x ≤ a∗∞ ∧ b∗. Now suppose a∗∞ < b∗, then Q′

0(a∗∞) = Q′
0(b∗) = 1. Using (6.17)

and (6.18) we conclude Q′
0(x) ≡ 1 on [a∗∞,+∞), and thus Q′

0(x) ≡ U ′
∞(x). A similar

result holds if b∗ < a∗∞. Consequently, limαn→0+ U ′
αn(x) = Q′

0(x) for all x ≥ 0. Thus,
limα→0+ U ′

α(x) = Q′
0(x) follows.
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Abstract. We consider the identification of a diffusion parameter in a second order elliptic
equation in two dimensions by interior measurements. The diffusion parameter is assumed to have
discontinuities. For its reconstruction we propose regularization algorithms with an adaptive grid.
The grid is adapted according to a measure of the smoothness of the regularized solution. For the
numerical computation we compare several iterative methods such as the minimal error method,
the steepest descent method, and an inexact iteratively regularized Gauss–Newton method. The
computations show that these algorithms can effectively identify the discontinuities.

Key words. parameter identification, regularization via moving grids, ill-posed problems
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1. Introduction. Our interest lies in the identification of a possibly discontin-
uous diffusion coefficient γ̃ defined on a domain Ω ⊂ R

2 in the equation

−div(γ̃∇u) = f, u|∂Ω = 0,(1.1)

where f ∈ L2(Ω) is given, and u(x), x ∈ Ω is measured.
To ensure ellipticity, we assume that positive constants γ1, γ2 exist such that

γ1 ≤ γ̃(x) ≤ γ2 almost everywhere. We want to find that part of γ̃ which differs from
a constant background diffusivity which we assume to be 1, without loss of generality.
Hence, our unknown is γ with γ̃ = 1 + γ. In what follows, we denote the nonlinear
operator that maps γ = γ̃−1 to the solution of (1.1) by F . The problem we are faced
with is an ill-posed equation

F (γ) = u,(1.2)

where u are the given data.
It is well known that this parameter identification problem is ill-posed and that,

for general data u, (1.2) does not necessarily have a solution. However, in the context
of regularization theory often least squares solutions of (1.2) are considered.

For nonlinear problems, the question of whether a least squares solution is also
a solution of (1.2) and if such a solution is unique is rather involved and is outside
the scope of this work. For sufficient conditions for uniqueness of a solution see, e.g.,
[7, 18].

To avoid such problems with existence of a solution we will in the following
always assume attainability; i.e., for exact data u there exists a γ† for which (1.2)
holds. Obviously in this case a least squares solution will also be a solution of (1.2).
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In many cases a standard regularization using Hilbert space norms (see, e.g.,
[5]) implemented, for example, by Tikhonov regularization does not give satisfactory
results, since the discontinuities either are smeared out, if regularization is too strong,
or oscillations occur when the regularization norm is too weak.

In particular for discontinuous solutions, the use of the BV-seminorm has been
quite effective for this kind of problem (cf., e.g., [4, 13]).

However, the BV-functional suffers from the drawback that it is not differentiable,
so usually a differentiable approximation to this functional is used. Moreover, BV-
regularization shows the so-called staircase effect [19]; i.e., regularized solutions have
the tendency to become piecewise constant.

Our motivation to use an adaptive grid for discontinuous solutions comes from
the work on regularization by curve and surface representations (cf. [10, 11, 12]).
Here the discontinuous functions are regarded as curves or surfaces. Regularization
is applied to their parameterizations. In the discretized case this has the effect that
the unknown γ is always defined on a grid, which changes with the iteration and is
adapted to the regularized solution.

In [8, 9] it was shown that in one and two dimensions H1-functions and a suitably
adaptive grid may be used to approximate any BV-function in the sense of weak
convergence.

The methods in [10, 11, 12, 16, 17] used a grid which is defined via optimization
problems. Unfortunately, in higher dimensions, these optimization functionals are
rather flat, leading to slow convergence. The resulting grid has the property that
the mesh size is small wherever the solution exhibits discontinuities, as expected.
So instead of computing the grid via optimization it seems more efficient to adapt
the mesh size directly to the smoothness of γ. This adaption can be implemented
efficiently by the deformation method.

We show that with this moving grid method we can use standard algorithms from
regularization theory in Hilbert spaces and still obtain good results for discontinuous
solutions with a small extra amount of recalculating the grid in each step.

2. Moving grid method.

2.1. General algorithm. For a numerical approach to problem (1.2), we have
to set up a discrete approximation to γ by, for instance, finite element functions
defined on a suitable grid.

In particular, if γ has discontinuities, and if the grid is kept fixed, a reasonable
approximation of γ requires a small mesh size leading to a large number of unknowns.
On the other hand, an adaptive grid allows a better resolution of discontinuities with a
moderate number of variables. Thus, it seems advantageous to combine regularization
with an adaptive grid.

Moreover, by our method we may use a discretization of γ that is smoother than
γ itself, for example continuous ansatz functions even for discontinuous γ. Since the
grid will be adaptive to the solution, the grid size will be small wherever γ has jumps,
and this compensates the approximation error at the nonsmooth parts.

In our examples we work with weakly differentiable ansatz functions. The grid
will be made finer wherever some measure of smoothness indicates a large gradient of
γ which is regarded as possible lack of differentiability.

This idea of a moving grid has been used for numerical computations in PDEs;
see, e.g., [20]. For instance, in the framework of hyperbolic equations the development
of shock waves and the corresponding lack of smoothness of the solutions may not be
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handled efficiently by a fixed grid. In the context of ill-posed problems, an adaptive
grid approach has been successfully applied in [14] to linear integral equations.

We restrict ourselves to a moving grid; i.e., the adaptive grid is a transformation
of a fixed, uniform one. Therefore, we need a transformation function φ which is
one-to-one and onto on Ω

φ : Ω→ Ω.(2.1)

A sufficient condition for a C1-function φ to fulfill these conditions is that

φ(∂Ω) = ∂Ω and detDφ > 0 in Ω.(2.2)

If c is defined on Ω on a fixed uniform grid, then we can find an approximation to
γ on an adaptive grid by c(φ−1), where φ is an appropriate transformation function
(again defined on a uniform grid).

We briefly describe the main ideas of our algorithm. In each step we find an
approximation cn(φ

−1
n ) of the solution, which is obtained by applying regularization

to the equation

F (c(φ−1
n )) = u(2.3)

with fixed φn. In the next step we compute an error estimator, which measures
the smoothness of cn(φ

−1
n ). Then we calculate a new transformation function φn+1

depending on this error estimation.
Thus, the general steps of the algorithm look as follows:
1. Start with a uniform grid and the identity as transformation function
φ0(ξ) = ξ ∈ Ω ⊂ R

2, n = 0.
2. Compute cn by regularization of the equation

F (c(φ−1
n )) = u;

set γn := cn(φ
−1
n ).

3. If a stopping criterion is satisfied, set γ = γn; otherwise
4. update the transformation function

φn+1 = T (φn, cn),(2.4)

where T is the method of choice to define the moving grid; go to step 2.
For the stopping rule in step 3 we used Morozov’s well-known discrepancy prin-

ciple (cf., e.g., [5]). A detailed description of steps 2 and 4 is given below.

2.2. Regularization method. Note that in step 2 we apply regularization only
to the function c and not to c(φ−1

n ). This motivation comes from the previously men-
tioned idea of regularization for surface representations, where it has been observed
that c(ξ) = γ(φ(ξ)) can be chosen in H1 even for functions γ being merely in BV.

Using the estimates in [12], it can be shown that F is a continuous and Fréchet-
differentiable operator from H1 to L2. Hence, we may use, e.g., Tikhonov regular-
ization with the H1-seminorm as regularization term. In this case cn is computed by
the minimization problem

cn = argmin
c∈H1(Ω)

J(c, φn),(2.5)

J(c, φn) := ‖F (c(φ−1
n ))− uδ‖2 + α‖∇c‖2L2(Ω).(2.6)
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Here uδ denotes the measured data, possibly contaminated with noise, where δ is the
noise level, i.e.,

‖u− uδ‖L2 ≤ δ.
With fixed φn, (2.5) is a convergent regularization method for the considered problem
(cf. [5]).

If φn satisfies (2.2), then the minimization problem (2.5) can also be written as

cn(φ
−1
n ) = argmin

w∈H1

‖F (w)− u‖2 + α‖([Dφn]−T∇w)(detDφ−1
n )

1
2 ‖2L2(Ω)(2.7)

with w = c(φ−1
n ). Here and in the following Dφ denotes the Jacobian matrix of φ.

Equation (2.7) indicates that each regularization step can be seen as usual
Tikhonov regularization with a weighted norm that is adapted to the grid.

Note that in (2.7) γn = cn(φ
−1
n ) is always in H1. This does not contradict our aim

to approximate discontinuous coefficients γ �∈ H1, since the algorithm does not yield
a uniform bound of ‖γn‖H1 for all n. In fact, only ‖([Dφn]−T∇γn)(detDφ−1

n )
1
2 ‖L2(Ω)

will be bounded.
Although our algorithm uses φn, where detDφn(ξ) > 0 always holds in Ω, after

some iterations regions will occur, where detDφn is numerically close to 0. These will
be the parts of γn corresponding to the discontinuities of γ.

If we allowed generalized diffeomorphisms with detDφn = 0 on some part of Ω0 ⊂
Ω (i.e., if the grid were degenerate in this case), then γn could have discontinuities
that approximate the discontinuities of the exact unknown γ. This idea has been
exploited in [10, 11, 12] in one and two dimensions.

Of course, we are not restricted to Tikhonov regularization; any other convergent
regularization method will be appropriate; in fact, for the numerical realization we
prefer iterative regularization methods. We implemented three of them: the minimal
error method, the steepest descent method, and an inexact iteratively regularized
Gauss–Newton method.

To describe the ideas we introduce some notation. In step 2 we have to solve
(2.3), where φn is kept fixed and c is the unknown. We use Fφn(c) := F (c(φ

−1
n )), and

F ′
φn

(c) for the Fréchet derivative with respect to c, and F ′
φn

(c)∗ for its adjoint (in the

space H1
0 ).

For exact data the iterate cn in step 2 is computed by

cn = lim
k→∞

cn,k ,

where cn,k is obtained out of one of the following iteration methods.
The minimal error and the steepest descent method use the iteration

cn,k+1 = cn,k + αksk, sk = −F ′
φn(cn,k)

∗(F ′
φn(cn,k)− uδ)(2.8)

with

αk =




‖Fφn(cn,k)− uδ‖2L2

‖sk‖2H1
0

for the minimal error method,

‖sk‖2H1
0

‖F ′
φn

(cn,k)sk‖2L2

for the steepest descent method.

(2.9)

Both iteration methods start with an appropriate initial value cn,0, which we set
cn,0 = γn−1(φn), c0,0 = 0. These iterations can be seen as Landweber iteration with
an iteration dependent steplength αk. Convergence and convergence rates for these
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two methods have been investigated in [15]. If the data are exact, i.e., δ = 0, then cn,k
converges under suitable conditions on Fφn to a minimal norm solution of (2.3). In
the noisy case the iteration is stopped according to Morozov’s discrepancy principle,
i.e., at the first iterate cn,k satisfying

‖Fφn(cn,k)− uδ‖L2 ≤ τδ
with a suitable parameter τ > 1.

The third iteration method we use is a variant of the iteratively regularized Gauss–
Newton algorithm. For the exact algorithm a new update for cn,k+1 is defined by the
equation (

F ′
φn

(cn,k)
∗F ′

φn
(cn,k) + αkI

)
(cn,k+1 − cn,k)

= −F ′
φn

(cn,k)
∗(Fφn(cn,k)− uδ) + αkcn,k .

(2.10)

The sequence αk plays the role of a regularization parameter and can be chosen
as geometrically decaying sequence αk = α0r

k with 0 < r < 1. Again Morozov’s
discrepancy principle is used to stop the iteration in the presence of data noise. For
the iteratively regularized Gauss–Newton iteration, convergence and convergence rates
have been proven in [1].

In our computations we prefer an inexact Gauss–Newton method: instead of solv-
ing system (2.10) exactly, we use a conjugate gradient (CG) method to approximate
the exact solution. That means that cn,k+1 = cn,k + νl, where νl denotes the lth step
of a CG method applied to the equation(

F ′
φn(cn,k)

∗F ′
φn(cn,k) + αkI

)
ν = −F ′

φn(cn,k)
∗(Fφn(cn,k)− uδ) + αkcn,k.(2.11)

In the CG method the operator on the left-hand side has to be applied to functions ν.
This means that we have only to calculate directional derivatives and hence it is not
necessary in the discretized version to compute and store the matrix corresponding
to the operator F ′

φn
(cn,k)

∗F ′
φn

(cn,k).

Since for the evaluation of F, F ′h, F ′∗z we always have to solve a PDE, we intend
to use a limited number of CG-iterations to save computation time. Thus we propose
to keep the number of CG-iterations fixed (l = 10 suffices). Alternatively, we stop the
iteration if (2.11) is solved with a precision to 10% of the initial error. These stopping
criteria keep the computational effort moderate; however, since the equation is not
solved exactly, the question of convergence of the algorithm arises. Practically, the
method shows convergence, and we expect that it could also be verified theoretically
from the following reasons: Note that the first step in a CG-iteration for (2.11) is
identical to a steepest descent step for the Tikhonov functional. On the other hand,
an exact solution (i.e., liml→∞ νl) of (2.11) is identical to one Gauss–Newton step for
this functional. Both iterations—steepest descent and iteratively regularized Gauss–
Newton—yield convergence under reasonable conditions, and our inexact iteration is
somewhere in between. Thus, we expect convergence also for the iteration with a
fixed number of CG-steps l.

2.3. Deformation method. We now turn to step 4 in our algorithm above: the
transformation T is defined via the deformation method. It provides direct control
over the cell size. We briefly describe the main ideas following [20].

Given a positive monitoring function m(ζ, t) > 0 depending on the space variable
ζ and time t, we want to construct a deformation function φ(ξ, t) such that

detDφ(ξ, t) = m(φ(ξ, t), t) , ξ ∈ Ω, t > 0 ,
φ(ξ, 0) = φinit(ξ), ξ ∈ Ω.

(2.12)
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In numerical computations for PDEs m usually describes the smoothness of the solu-
tions. Ifm is small—indicating lack of smoothness—then the volume of a grid element
will be small too. A necessary solvability condition for m is the normalization prop-
erty: ∫

Ω

(
1

m(ζ, t)
− 1

)
dζ = 0.(2.13)

Although (2.12) is a highly nonlinear PDE there is an elegant algorithm to solve it
(cf. [2]).

First, we define a velocity field v(ζ, t) by

div v(ζ, t) = − ∂
∂t

1

m(ζ, t)
, ζ ∈ Ω, t ≥ 0,

〈 v(ζ, t), n(ζ, t) 〉 = 0 ζ ∈ ∂Ω, t > 0;

here n(ζ, t) denotes the unit outward normal to ∂Ω. v may be calculated by the
gradient v = ∇w of the solution of the Neumann problem (for fixed t ≥ 0)

∆w(ζ, t) = − ∂
∂t

1

m(ζ, t)
, ζ ∈ Ω ,

∂

∂n
w = 0 on ∂Ω .

(2.14)

Note that the solvability condition of the Neumann problem is satisfied by the nor-
malization property (2.13). A function φ(ξ, t) satisfying (2.12) is obtained as solution
of the system of ODEs (for fixed ξ ∈ Ω)

d

dt
φ(ξ, t) = v(φ(ξ, t), t)m(φ(ξ, t), t) , t > 0 ,

φ(ξ, 0) = φinit(ξ) .
(2.15)

In our case, t plays the role of a homotopy parameter connecting the initial grid at
t = 0 with the final grid satisfying (2.12).

In each iteration in step 4 of our algorithm, we compute the deformation function
φn+1 by

detDφn+1(ξ) = mn(φn+1(ξ)).(2.16)

In our numerical realization we choose

mn(ζ) :=
Cn

(1 + β|∇γn(ζ)|2) 1
2

, γn(ζ) = cn(φ
−1
n (ζ)),(2.17)

β > 0 being a fixed parameter, and Cn such that the normalization property (2.13)
holds.

Since we are using the monitoring function (2.17), this would require the inversion
of φn. However, in [14] a variant of the above algorithm is described to circumvent
this inversion. The idea is to include the transformation function φn from the previous
step by defining

φn+1(ξ) := φn(σ(ξ, 1))
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with an unknown function σ(ξ, t), t ∈ [0, 1], such that (2.16) holds:

detDφn+1(ξ) = detDφn(σ(ξ, 1)) detDσ(ξ, 1) = mn(φn(σ(ξ, 1))).

This yields an equation for σ:

detDσ(ξ, 1) = m̃n(σ(ξ, 1))(2.18)

with

m̃n(ξ) =
mn(φn(ξ))

detDφn(ξ)
.

If we denote components of the deformation function in the nth step by a, b, i.e.,
φn(ξ) = (a(ξ), b(ξ)) and γn(ζ) = c(φ

−1
n (ζ)), the chain rule yields (ξ = (ξ1, ξ2))

m̃n(ξ) =
Cn

detD(a(ξ), b(ξ))(1 + β|∇γn(φn(ξ))|2) 1
2

=
Cn

(aξ1bξ2 − aξ2bξ1)2 + β((bξ2cξ1 − bξ1cξ2)2 + (aξ1cξ2 − aξ2cξ1)2) 1
2

.

We start with σ(ξ, 0) = id(ξ) = ξ and use the parameter t ∈ [0, 1] to connect
σ(ξ, 0) with σ(ξ, 1). The function σ(ξ, t) is chosen to solve

detσ(ξ, t) =
1

(1− t) + t 1
m̃(σ(ξ,t))

, t ∈ [0, 1] .(2.19)

This equation has the form (2.12) and can be solved as above (see (2.14), (2.15)).
Note that by the choice of how the right-hand side in (2.19) depends on t, w(x, t) in
(2.14) will not depend on t and has to be solved only once in step 4.

3. Numerical realization.

3.1. Approximation of the direct problem. For the numerical computations
we restrict ourselves to the unit square in R

2, Ω = [0, 1]2. Our algorithm requires
solving (1.1) on Ω with γ̃ = 1+γ. In the weak formulation we have to find u ∈ H1

0 (Ω)
such that

〈 (1 + γ)∇u,∇ψ 〉 = 〈 f, ψ 〉 ∀ψ ∈ H1
0 (Ω) ,(3.1)

where 〈 ·, · 〉 denotes the inner product on L2(Ω). Since γ = c(φ−1) and since we want
to avoid inverting φ, we transform the differential equation. In fact, if u = Fφ(c)
solves (3.1), then ũ := u ◦ φ solves

〈 (1 + c)M∇ũ,∇ψ 〉 = 〈 (f ◦ φ) detDφ,ψ 〉 ∀ψ ∈ H1
0 (Ω) ,(3.2)

with the matrix-valued function

M(ξ) = detDφ(ξ)[Dφ(ξ)]−1[Dφ(ξ)]−T .

For a numerical computation we use Courant (i.e., piecewise linear and continu-
ous) elements for c and for the transformation function φ on the same uniform grid.
The nodal points of the grid are given by

ξi,j = ( iN ,
j
N ) , i, j = 0, . . . , N .(3.3)
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This yields N2 small squares, which are again subdivided into two triangles by the
diagonal running from the lower left to the upper right corner. The 2N2 triangle
elements are thus the triangles with corners and

ξi,j , ξi,j+1, ξi+1,j+1 , i, j = 0, . . . , N − 1 .

As usual the linear finite element basis functions ψi,j(ξ) are first order polynomials on
each triangle and satisfy ψi,j(ξk,l) = δi,kδj,l. ψi,j is supported on at most 6 triangles
which have ξi,j as corner.

Given c, φ, then a numerical approximation ũN of ũ solving (3.2) is given as
solution of

〈 (1 + c)M∇ũN ,∇ψi,j 〉 = 〈 (f ◦ φ) detDφ,ψi,j 〉 ∀i, j = 1, . . . , N − 1 ,

ũN =

N−1∑
i,j=1

ũi,jψi,j .
(3.4)

This system is equivalent to a numerical approximation of the original weak form
(3.1) on a transformed grid; i.e., the operator Fφ(c) is approximated by

FNφ (c) := uN =

N−1∑
i,j=1

ũi,j(ψi,j ◦ φ−1) .(3.5)

Since we control only the cell size of the transformed grid and not the shape, the
discretized equation (3.4) can be badly conditioned if the shape of the triangles on
the transformed grid become nearly degenerate. This can be avoided by subdividing
these degenerate triangles appropriately.

By our choice of φ and c, the Jacobian matrix Dφ and ∇ψi,j are constant on each
triangle, and c is a first order polynomial on each element; thus the integrals on the
left-hand side of (3.4) can be evaluated exactly. For the right-hand side we calculate
the values f ◦φ at the nodal points and then interpolate this function linearly on each
triangle to evaluate the integral. By this procedure we obtain a (N − 1)2 × (N − 1)2

linear system

A(c, φ)/u = /f,(3.6)

where /u is a vector with entries ũi,j , i, j = 1, . . . , N − 1, A(c, φ) is a sparse, band

limited matrix with six nonzero off-diagonals, and /f is a load vector with entries
〈 (f ◦ φ) detDφ,ψi,j 〉, i, j = 1, . . . , N − 1. Equation (3.6) is solved using MATLAB’s
PCG method.

3.2. Realization of the regularization method. For the computation of the
regularized solutions (cf. (2.8), (2.9), (2.11)) we have to replace the operator Fφn(cn,k)
by FNφn(cn,k) (see (3.5)).

The effort for computing the derivative and its adjoint into one direction is of the
same order as one evaluation of FNφn(cn,k). In fact, for a calculation of uN = FNφn(cn,k)
we have to solve the equation (see (3.5), (3.6))

A(cn,k, φn)/u = /f

once, and for the derivative wN := (FNφn)
′(cn,k)h =

∑N−1
i,j=1 w̃i,j(ψi,j ◦ φ−1) we addi-

tionally have to solve

A(cn,k, φn)/w = −A(h− 1, φn)/u .



1424 STEFAN KINDERMANN AND ANDREAS NEUBAUER

Note that we are interested only in elements h in the discretized space

XN :=



N−1∑
i,j=1

hi,jψi,j : hi,j ∈ R


 ⊂ H1

0 .

The adjoint of the operator (FNφn)
′(cn,k) : XN → L2 applied to some element

z =
∑N−1
i,j=1 zi,j(ψi,j ◦ φ−1) is given by the solution of

〈∇((FNφn)′(cn,k)∗z),∇ψi,j 〉 = −〈∇ũTM∇η̃, ψi,j 〉 ∀i, j = 1, . . . , N − 1 ,

in XN , where η =
∑N−1
i,j=1 ηi,jψi,j solves

A(cn,k, φ)/η = G/z

with the Gramian matrix

G(i,j);(l,k) = 〈ψi,j detDφ,ψl,k 〉 .(3.7)

Note that cn,k has to satisfy γ1 ≤ 1 + cn,k ≤ γ2. Therefore, we project cn,k onto
this convex set, in each iteration step if necessary.

In our regularization methods we have two iteration loops: the index n corre-
sponds to the update of the grid and the iteration indexed by k corresponds to the
regularization step. An obvious improvement of the algorithm can be expected by
including the information of the regularization iteration into the regridding step and
combining these two iterations into one.

So instead of finishing the iteration with respect to k until the stopping rule is
satisfied, we perform at most k0 steps, where k0 is a small fixed number. This means
that even if the stopping rule is not yet satisfied after k0 steps, we perform a regridding
step and choose cn+1,0 such that γn+1,0 is approximately equal to γn,k0 ; i.e., cn+1,0

equals the linear interpolant of cn,k0(φ
−1
n ◦φn+1). The numerical results indicate that

this mixed iteration converges.

3.2.1. Realization of the deformation method. For the computation of the
grid update φn+1(ξ) = φn(σ(ξ, 1)) we have to solve a Neumann problem for the
Poisson equation (2.14) once and the system of ODE (2.15). To do this we first
compute the monitoring function m̃n, which is piecewise constant on each triangle
element. Note that the Poisson equation is defined on a uniform grid, and it is again
solved by MATLAB’s PCG algorithm. m̃n is scaled by taking Cn as

∫
Ω
m̃−1
n (ξ)dξ such

that the solvability condition (2.13) holds. This integral can be evaluated exactly,
because m̃n is piecewise constant.

The system of ODEs is solved by the classical fourth order Runge–Kutta method.
Since the right-hand side of (2.15) is piecewise constant, we use bilinear interpolation
on the triangles to obtain a continuous function.

Note that φn has to map the boundary of Ω onto itself. This is achieved by keeping
φn fixed at the corner points of the unit square. Moreover, the first component of φ
is not changed at the lines y = 0 and y = 1, and vice versa for the second component
at x = 0 and x = 1.

Since, due to discretization, it may happen that the function σ has a negative
determinant, we also include a smoothing step then by setting the values of σ at the
corner points ξi,j to the mean value of neighboring nodal points. However, it turned
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out in our computations that such a smoothing step is rarely necessary as long as β
is not too large. For large values of β a smaller step size in the Runge–Kutta method
was sufficient to guarantee the positivity of the determinant.

If the grid is updated, i.e., a new transformation function φn+1 is computed, we
also have to recalculate several vectors and matrices depending on the grid. In fact, we
have to compute the Gramian matrix (3.7) and the load vector /f (3.6). The stiffness
matrix A(cn,k, φn) has to be updated in every step, too.

4. Numerical results. For the numerical experiments we used f(x, y) =
sin(2πx) sin(2πy) as right-hand side in (1.1).

The following examples were considered.

Example 4.1. Circle: γ = 1 + 2χB0.55,0.45(0.3).

Example 4.2. Ramp: γ(x, y) = 1 + 2x−0.25
0.35 χ{(x,y)|0.25≤x≤0.6,0.2≤y≤0.8}.

Example 4.3. Moon: γ = 1 + 2(χB0.55,0.5(0.3)(1− χB0.4,0.5(0.25))).

Example 4.4. Rectangle (chosen from [6]): γ = 1 + χ{(x,y)|0.3≤x≤0.5,0.3≤x+y≤0.6}.
Example 4.5. Circle and rectangle:

γ = 1 + 2(χB0.35,0.65(0.15) + χ{(x,y)|0.1≤x−y≤0.6,0.7≤x+y≤1.1}.
(Bx0,y0(r) denotes the circle with midpoint at (x0, y0) and radius r.)

For all examples the data points were first computed using a fine uniform grid
with N = 120 and then contaminated by random noise. This grid is much finer than
the one used to calculate the regularized solutions (usually N = 40). By this we
avoid so-called inverse crimes, namely, to use the same setup for the calculation of
the simulated data and the regularization itself.

Since all matrices in our above algorithm are sparse we need a storage effort
of order O(N2). This shows the advantage of using a CG method for the iteratively
regularized Gauss–Newton iteration, since the full matrix in (2.11) has O(N4) entries.

Viewing computational time, the most expensive step is to solve (3.6). Basically,

the PCG algorithm needs cond
1
2 log ε−1 iterations to obtain an error reduction of ε.

Here cond is the condition number of the preconditioned stiffness matrix A(c, φ). Each
iteration needs a complexity of O(N2) flops. Note that it is not necessary to solve
the equation to a precision which is below the data noise.

We emphasize that the regridding step is not very expensive at all. In fact, it
requires solving one PDE and the Runge–Kutta step. After all, its complexity is
about of the same order as one function evaluation of FNφn(cn,k).

We first report about the differences of the iteration methods we used. Figures 4.1

and 4.2 show the relative L2-error
‖γn,k−γ†‖
‖γ0−γ†‖ versus the iteration number for the mini-

mal error method and the steepest descent method for Example 4.1 with discretization
N = 40 and unperturbed data. Here every step of the form (2.8) is counted as one
iteration. Hence if the grid is updated after k0 steps of (2.8), then the total iteration
number is ntot = (n− 1)k0 + k in the previous notation.

We chose different intervals for the grid update step. The dotted line indicates a
grid update in every second step, i.e., cn+1,0 ≈ cn,2. The full lines correspond to a
grid update in every 5th step and the dashed lines to one in every 10th step.

The two iteration methods show a different behavior: the error reduction for the
minimal error method is not as smooth as for the steepest descent method. Moreover,
the former exhibits a stronger dependence on the choice of the grid update intervals
k0, whereas the latter is quite insensitive to it. In fact, for the minimal error method
we found the best results for k0 = 10. However, the minimal error method performs
better with respect to the required CPU-time. For an error reduction of 70% the
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Fig. 4.1. Error reduction vs. iteration: minimal error method.
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Fig. 4.2. Error reduction vs. iteration: steepest descent method.

steepest descent method needed more than three times the CPU-time for the minimal
error method.

The inexact iteratively regularized Gauss–Newton iteration yields the best results.
It is quite insensitive to the choice of k0 compared to the steepest descent method
and performs better with respect to the CPU-time than the minimal error method.

Figures 4.3–4.7 show the results for our examples with exact and noisy data (5%
noise). We used N = 40, β = 10, and the inexact iteratively regularized Gauss–
Newton method (2.11) with αk+1 = 0.9αk. A grid update was done in every second
step (i.e., k0 = 2). For exact data the iteration was stopped at αk = 10−10 and for
noisy data we used the discrepancy principle as stopping rule.

The results show that we can identify the location of discontinuities quite well.
Obviously, for noisy data the resolution is not as sharp as for exact ones. Note
that even for exact data we have noise due to discretization. The second example
exhibits that our algorithm does not suffer from the staircasing effect of several BV-
regularizations. We observed that it is difficult to identify γ in regions where the
gradient of u vanishes or is small. This effect can be expected, since γ is not identifiable
at points where ∇u = 0.
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Fig. 4.3. Reconstruction for Example 4.1 for exact data (above) and for 5% noise (below).
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Fig. 4.4. Reconstruction for Example 4.2 for exact data (above) and for 5% noise (below).
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Fig. 4.5. Reconstruction for Example 4.3 for exact data (above) and for 5% noise (below).
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Fig. 4.6. Reconstruction for Example 4.4 for exact data (above) and for 5% noise (below).
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Fig. 4.7. Reconstruction for Example 4.5 for exact data (above) and for 5% noise (below).

Moreover, for exact data, the results for γ show a rather low dependence on the
choice of the parameter β and the number of regridding steps. There seems to be a
broad region of values of β yielding similar results. For noisy data we obtained slightly
better results with respect to the resolution of discontinuities with larger values of β
and more regridding steps.

The choice of the method for solving the ODE (2.15) is quite important. We
additionally tried to use an explicit Euler method instead of the Runge–Kutta method,
with unsatisfactory results. Using a method with lower order often yields negative
determinants and requires smoothing steps of the grid, which makes the resolution of
discontinuities not so sharp.

We want to compare our results of Example 4.4 with the ones in [6]: In the noise-
free case we need about 40 iterations of Gauss–Newton steps. A rough comparison
of the number of iterations to the augmented Lagrangian algorithm used in [6] shows
that the latter method might be faster. However, a fair comparison seems to be hard,
since the performance strongly depends on the regularization parameter and also on
the regularization norm which was not BV-like in [6]. The quality of the results of both
approaches is comparable. However, we think that the advantage of our approach is
that good results will also be obtained if the discontinuity lines are not chosen parallel
to the grid lines (see Example 4.5).

Of course the moving grid idea does not depend on any specific regularization
method; hence a combination of the augmented Lagrangian method or SQP-like
methods (cf. [3]) with a moving grid seems to be quite promising.

Finally, we want to mention that our regularization algorithm is less dependent
on the choice of the size of the initial grid, since we are using a variable grid that is
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adapted to the solution. A comparison of our results with numerical computations
where the grid size was chosen as N = 100 instead of N = 40 showed practically no
improvement for Examples 4.1–4.3. It is obvious that the possibility of choosing a
coarser grid saves a lot of computation time. In Example 4.5 two disjoint regions of
discontinuity have to be identified. For a good resolution more grid lines are needed
for the gap between the two regions. Hence, the result was slightly better for the finer
grid.
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Abstract. Linear multi-input dynamical systems smoothly depending on parameters are con-
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1. Introduction. The concept of controllability is very important in the study
of control problems. It describes the possibility of transferring a system to a required
state using a given set of input (control) variables. Uncontrollability makes operation
of a system in the whole state space impossible and signals the fundamental trouble
with a control problem or underlying physical system. Similar difficulties appear for
nearly uncontrollable systems, which require big control resources for control per-
formance and which are strongly affected by imperfections and disturbances of the
system.

The well-developed control theory exists for linear dynamical systems [3, 13].
Nevertheless, there are essential problems in using classical controllability criteria for
numerical implementation. This is related to the structural instability of an uncon-
trollable system, which becomes controllable under an arbitrarily small perturbation.
In this respect, it is important to know how far our system is from the nearest un-
controllable one. This problem was studied by many authors; see [2, 10, 11, 12] and
references therein.

Design of a particular control system requires checking the controllability condi-
tion for different values of parameters. In this analysis, the knowledge on the structure
of the uncontrollability set (a set of parameter values corresponding to uncontrollable
systems) is very useful and helps in avoiding the dangerous nearness to uncontrollabil-
ity. In this paper, basic qualitative properties of the uncontrollability set for a generic
(typical) multi-input linear dynamical system depending on several parameters are
investigated. This includes a description of a regular part of the uncontrollability
set and its basic singularities. Then the quantitative perturbation method for local
analysis of the uncontrollability set near its regular points is developed. Application
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of this method to numerical calculation of a regular part of the uncontrollability set
in the parameter space is proposed. As an example, an elastic mechanical system con-
trolled by a force and dependent on three design parameters is studied. The results
of the paper are based on the versal deformation theory for matrix pairs under state
feedback equivalence [6, 8, 14].

The paper is organized as follows. Section 2 describes basic concepts and results
of the mathematical control theory. Section 3 studies the qualitative structure of
the uncontrollability set. Quantitative perturbation method for local analysis of the
uncontrollability set is developed in section 4. In section 5, a numerical method for
computation of a regular part of the uncontrollability set is constructed and applied
to the analysis of a specific mechanical system. Section 6 is devoted to singularities
of the uncontrollability set. The conclusion summarizes the contribution.

2. Controllability, feedback equivalence, and versal deformation. Let us
consider a dynamical system described by the system of linear ordinary differential
equations

ẋ(t) = Ax(t) + Bu(t),(2.1)

where x ∈ R
n is a state vector, u ∈ R

m is an input vector, and A and B are n × n
and n ×m real time-invariant matrices, respectively; the dot denotes differentiation
with respect to time t. System (2.1) is called (state) controllable if it is possible to
construct a control signal u(t) that will transfer an initial state to any final state in
finite time [3, 13]. Otherwise, the system is said to be uncontrollable. The classical
criterion of controllability says that the system is controllable if and only if the n×nm
controllability matrix C = [B,AB, . . . ,An−1B] has full rank [3, 13]

rank [B,AB, . . . ,An−1B] = n.(2.2)

System (2.1) is determined by a matrix pair (A,B). Let us denote the set of
all matrix pairs by M = {(A,B) | A ∈ R

n×n,B ∈ R
n×m}. We will use the short

notation α = (A,B) for a matrix pair. The matrix pair α is called controllable (or
uncontrollable) if the corresponding system (2.1) is controllable (or uncontrollable).

2.1. Feedback equivalence. Let us apply a linear feedback transformation of
the input vector and perform a change of basis in the state and input spaces. The
new state vector x̄ and input vector ū are related to x and u by the expressions

x = Px̄, u = Qū + Rx̄,(2.3)

where P and Q are n × n and m ×m nonsingular real matrices; R is an m × n real
matrix. The substitution of (2.3) into (2.1) yields

˙̄x(t) = Āx̄(t) + B̄ū(t),(2.4)

where

Ā = P−1(AP + BR), B̄ = P−1BQ.(2.5)

Systems (2.1) and (2.4) (as well as the corresponding matrix pairs α = (A,B) and
ᾱ = (Ā, B̄)) are called feedback equivalent (also called block equivalent) [9, 13]. The
controllability property is invariant under the feedback equivalence transformation.
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Let us introduce the short notation ᾱ = γ ◦ α for the feedback equivalence
transformation (2.5) applied to a matrix pair α = (A,B), where γ denotes a triple
γ = (P,Q,R). We denote the set of all feedback equivalence transformations by
G = {(P,Q,R) | P ∈ R

n×n, Q ∈ R
m×m, R ∈ R

m×n, detP 	= 0, detQ 	= 0}. Note
that relations (2.5) determine the Lie group structure in G with the multiplication
and inversion of elements given by

γ1γ2 = (P1P2, Q1Q2, R1P2 + Q1R2) ∈ G, γi = (Pi,Qi,Ri) ∈ G,
γ−1 = (P−1, Q−1, −Q−1RP−1) ∈ G, γ = (P,Q,R) ∈ G

(2.6)

such that γ1γ2 ◦α = γ2 ◦ (γ1 ◦α) and γγ−1 ◦α = α for any α ∈M. The unit element
of G is e = (In, Im, 0), where In and Im are n × n and m × m identity matrices,
respectively. This triple has the property α = e ◦ α for any pair α ∈M.

2.2. Equivalence classes and their local structure. Let us consider a fixed
matrix pair α0 = (A0,B0) ∈ M. A set of all pairs α feedback equivalent to α0 is
called the orbit of α0 and denoted by

O(α0) = {α ∈M | α = γ ◦ α0, γ ∈ G}.(2.7)

The orbit is a smooth submanifold of M.
The orbit O(α0) can be represented by its arbitrary member α ∈ O(α0). There-

fore, to describe the orbit it is convenient to choose a pair α having, in some sense,
the simplest form. One such form, called a Brunovsky canonical form, is represented
by the matrix pair [9, 13]

αb = (Ab,Bb), Ab =

(
N 0
0 J

)
, Bb =

(
E 0
0 0

)
,(2.8)

where J is the real Jordan canonical form (real counterpart of the Jordan form);
N = diag (N1, . . . ,Nr); E = diag (E1, . . . ,Er); Ni and Ei are ki × ki and ki × 1
matrices, respectively, having the form

Ni =




0 1

0
. . .

. . . 1
0


 , Ei =




0
...
0
1


 .(2.9)

The numbers k1 ≥ · · · ≥ kr > 0 are called controllability indices or Kronecker indices
of the system; N is called a Kronecker part and J is called a Jordan part of the
Brunovsky form. Any matrix pair α ∈M is feedback equivalent to the corresponding
Brunovsky form, which is unique up to the permutation of blocks in the Jordan matrix
J. Using condition (2.2), one can check that the matrix pair α is controllable if and
only if its Brunovsky form has no Jordan part. If the pair is uncontrollable, then
eigenvalues of the Jordan part J are called generalized eigenvalues or uncontrollable
modes.

Let us introduce the function fα0
(γ) = γ ◦ α0, which is a smooth function from

G to M. Then the orbit O(α0) can be seen as the range of the mapping fα0 , i.e.,

O(α0) = Imfα0 .(2.10)
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Let us denote by TeG the tangent space to G at the unit element e. Since G is an
open set, we have TeG = {(U,V,W) | U ∈ R

n×n, V ∈ R
m×m, W ∈ R

m×n}. The
linear spaces M and TeG are equipped with the Euclidean scalar products

〈α1, α2〉1 = trace (A1A
T
2 ) + trace (B1B

T
2 ),

〈ξ1, ξ2〉2 = trace (U1U
T
2 ) + trace (V1V

T
2 ) + trace (W1W

T
2 ),

(2.11)

where αi = (Ai,Bi) ∈ M, ξi = (Ui,Vi,Wi) ∈ TeG, and AT denotes the transposed
matrix. Let us introduce linear mappings dfα0

: TeG −→ M and df∗
α0

: M −→ TeG
as follows:

dfα0(ξ) = (A0U−UA0 + B0W, B0V −UB0), ξ = (U,V,W),

df∗
α0

(α) = (AT
0 A−AAT

0 −BBT
0 , B

T
0 B, B

T
0 A), α = (A,B).

(2.12)

It is straightforward to check that dfα0
is the differential of the function fα0

at the unit
element e = (In, Im, 0) [6], and df∗

α0
is the adjoint function defined by the relation [7]

〈dfα0(ξ), α〉1 = 〈ξ, df∗
α0

(α)〉2, α ∈M, ξ ∈ TeG.(2.13)

A local structure of the orbit O(α0) near the point α0 is determined by the range of
the mapping dfα0

and null-space of df∗
α0

as follows [8]:

Tα0O(α0) = Im dfα0
,(2.14)

(Tα0O(α0))⊥ = Ker df∗
α0
,(2.15)

where Tα0
O(α0) is the tangent space to O(α0) at the point α0; (Tα0

O(α0))⊥ denotes
the normal complimentary subspace to Tα0

O(α0) in M. In addition, we denote by
(Tα0O(α0))c an arbitrary complimentary subspace to Tα0O(α0) in M.

2.3. Versal deformation. A multiparameter dynamical system (2.1) is de-
scribed by a matrix pair α(p) smoothly dependent on a vector of parameters p =
(p1, . . . , pk) ∈ R

k. The function α(p) is called the family of matrix pairs. The family
α(p) determined in the neighborhood of a point p0 is called a deformation of the
matrix pair α0 = α(p0). Using feedback equivalence transformation γ(p) ◦ α(p), the
family α(p) can be reduced to a more simple form. Nevertheless, a reduction to the
Brunovsky form generally cannot be achieved by the feedback equivalence transforma-
tion γ(p) smoothly dependent on parameters. The following theorem proved in [6, 8]
provides another form called a versal deformation that can be used for multiparameter
families of matrix pairs. Note that the concept of versal deformation was first intro-
duced by Arnold [1] for families of square complex matrices; see also [14] for the
generalization to the case of a Lie group acting on a complex manifold.

Theorem 2.1. Let α(p) be a family of matrix pairs. Then in the neighborhood
of a point p0, the family α(p) can be represented in the form

α(p) = γ(p) ◦
(
α0 +

�∑
i=1

qi(p)αci

)
.(2.16)

In this formula {αc1, . . . , αc�}, � = dim (Tα0O(α0))c, is a basis of (Tα0O(α0))c; γ(p) is
a feedback equivalence transformation smoothly dependent on p such that γ(p0) = e;
q1(p), . . . , q�(p) are smooth functions, whose values and derivatives at p0 are

q1(p0) = · · · = q�(p0) = 0,(2.17)
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

∂q1
∂pj
...
∂q�
∂pj


 = Z−1




〈 ∂α
∂pj

, αn1

〉
1

...〈 ∂α
∂pj

, αn�

〉
1


 ,(2.18)

where {αn1 , . . . , αn� } is a basis of the linear space (Tα0O(α0))⊥; Z is a nonsingular
�× � matrix with the elements zij = 〈αcj , αni 〉1.

Formulae for derivatives of the functions q1(p), . . . , q�(p) and γ(p) of any order
were derived in [8]. The family of matrix pairs

β(q) = α0 +

�∑
i=1

qi α
c
i , q = (q1, . . . , q�),(2.19)

is called a versal deformation of the matrix pair α0; q is a parameter vector of the
versal deformation [1]. The main idea of the above theorem is that any matrix family
α(p) with a given pair α0 = α(p0) can be transformed locally to the versal deformation
β(q), which has an explicit and simple form, by the feedback equivalence transfor-
mation γ(p) smoothly dependent on p and smooth change of parameters q = q(p).
Note that the bases {αc1, . . . , αc�} and {αn1 , . . . , αn� } have been found explicitly in [6]
for matrix pairs reduced to the Brunovsky canonical form.

Example 2.1. Let us consider a one-parameter family of matrix pairs α(p) =
(A(p),B(p)), where

A(p) =


 p 0 p2

2p p −p
3p p 2 + p3


 , B(p) =


 1 p

p 1
0 −p


 .(2.20)

Family (2.20) determines a one-parameter dynamical system (2.1) with three-dimen-
sional state space and two-dimensional input vector. The pair α0 = α(p0) for p0 = 0
has the form

α0 =




 0 0 0

0 0 0
0 0 2


 ,


 1 0

0 1
0 0




 ,(2.21)

which is the Brunovsky canonical form (2.8), (2.9) with r = 2, k1 = k2 = 1, and
J = (2). Solving the linear equation df∗

α0
(α) = 0 with respect to α and using relation

(2.15), we find that the space (Tα0
O(α0))⊥ has dimension � = 3 and consists of the

matrix pairs


 0 0 0

0 0 0
q1 q2 q3


 ,


 0 0

0 0
2q1 2q2




 ∈ (Tα0O(α0))⊥, q1, q2, q3 ∈ R.(2.22)

The complimentary subspace (Tα0O(α0))c can be chosen in a more simple form as
follows: 



 0 0 0

0 0 0
q1 q2 q3


 ,


 0 0

0 0
0 0




 ∈ (Tα0

O(α0))c, q1, q2, q3 ∈ R.(2.23)
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Expressions (2.22) and (2.23) generate the bases {αn1 , αn2 , αn3} and {αc1, αc2, αc3} as
coefficients corresponding to q1, q2, q3.

By Theorem 2.1, family (2.20) can be represented in the form α(p) = γ(p) ◦
β(q(p)), where β(q) is the versal deformation

β(q) =




 0 0 0

0 0 0
q1 q2 2 + q3


 ,


 1 0

0 1
0 0




 , q = (q1, q2, q3),(2.24)

γ(p) is a feedback equivalence transformation smoothly dependent on p, and q = q(p)
is a smooth change of parameters. Derivatives of the functions q1(p), q2(p), q3(p) at
p0 = 0 can be calculated by expression (2.18) as follows:

dq1
dp

= 3,
dq2
dp

= −1,
dq3
dp

= 0.(2.25)

3. Structure of the uncontrollability set. Let us consider a multiparameter
dynamical system described by a family of matrix pairs α(p). A set of values of the
parameter vector p such that α(p) is uncontrollable is called the uncontrollability set
and denoted by

N = {p | α(p) is uncontrollable }.(3.1)

It is known that N is typically a set of zero measure [13]. In particular, any un-
controllable system can be made controllable by an arbitrarily small perturbation
of the matrices A and B. Nevertheless, when the parameter vector is close to the
uncontrollability set N , the system becomes practically uncontrollable due to small
perturbations and uncertainties existing in every physical system, and the necessity
of using big control resources (large ‖u‖) or long time for control operation. This
makes analysis and construction of the uncontrollability set in the parameter space
important for the design of control systems.

As was mentioned in the previous section, for a fixed value of p the matrix pair
α(p) can be transformed to the Brunovsky canonical form (2.8), and the uncontrol-
lability of α(p) is equivalent to the existence of the Jordan part in this form. Let us
consider two specific types of the Brunovsky form that will be important for further
analysis. These two forms are represented by the 1× 1 and 2× 2 Jordan parts

Jσ = (σ), Jσ±iω =

(
σ ω
−ω σ

)
, σ, ω ∈ R, ω > 0,(3.2)

corresponding to a real simple eigenvalue σ and a pair of complex conjugate simple
eigenvalues σ± iω, respectively. Structure of the Kronecker part can be arbitrary. We
refer to matrix pairs having the described structures of the Brunovsky form as pairs
of Jσ and Jσ±iω types.

To describe the qualitative structure of the uncontrollability setN , it is reasonable
to restrict our attention to the generic (typical) situation. This corresponds to a
typical form of the set N such that small perturbations of the family α(p) do not
lead to qualitative changes in the geometry and structure of N but result only in
its small shift in the parameter space. For more precise mathematical formulation
of the concept “generic,” see [1]. Consideration of the generic case allows extracting
the most typical and interesting information on the structure of the uncontrollability
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Fig. 3.1. Structure of the uncontrollability set.

set, which is valid for almost all multi-input linear dynamical systems dependent on
parameters. The following theorem provides the basic qualitative description of this
set.

Theorem 3.1. In the generic case the uncontrollability set N of the family of
matrix pairs α(p) has a regular part, which consists of smooth surfaces of codimen-
sions m and 2m corresponding to matrix pairs of Jσ and Jσ±iω types, respectively.
Points p ∈ N such that the matrix pair α(p) has a different type of the Brunovsky
form belong to the boundary of these surfaces.

Example 3.1. Let us consider the family of matrix pairs

α(p) =






0 1 0 0
0 0 0 0
p1 0 0 1
p2 0 p3 0


 ,




0
1
0
0




 , p = (p1, p2, p3).(3.3)

Using the controllability condition (2.2), we find the uncontrollability set in the form

N = {p ∈ R
3 | p2

1p3 − p2
2 = 0}.(3.4)

This set is shown in Figure 3.1. It represents the well-known Whitney–Cayley um-
brella [1]. The structure of N agrees with Theorem 3.1. Indeed, the set N has a
“handle” (the ray p1 = p2 = 0, p3 < 0), which has codimension 2m = 2 and cor-
responds to pairs of Jσ±iω type with the generalized eigenvalues σ ± iω = ±i√−p3.
There are two smooth surfaces of codimension m = 1 determined by the equation
p2
1p3 − p2

2 = 0 for p3 ≥ 0, p1 < 0 and p3 ≥ 0, p1 > 0, which correspond to the pairs
of Jσ type; the generalized eigenvalue is σ = −p2/p1. The “handle” and two surfaces
form a regular part of N . There are also different types of uncontrollable pairs: at
the point p = 0 we have a pair with the Jordan part J = ( 0 1

0 0 ), and points of the
ray p1 = p2 = 0, p3 > 0 correspond to pairs having two different real generalized
eigenvalues σ1,2 = ±√p3. These points determine singularities of N and belong to
the boundary of the regular part.

According to Theorem 3.1, we can expect to find a similar structure of the un-
controllability set for almost all families of matrix pairs. This means that for the
construction of the uncontrollability set it is sufficient to find its regular part, i.e.,
points of Jσ and Jσ±iω types forming smooth surfaces of codimensions m and 2m,
respectively. Then the whole set N will be the closure of these surfaces.
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Proof. The proof is based on general results of the singularity theory and uses
versal deformations. In order to avoid special mathematical language, we describe
general steps and ideas of the proof, while the details can be easily reconstructed by
the reader using the cited literature.

The decomposition of the parameter space into subsets (strata) according to the
Brunovsky structure of the corresponding matrix pair α(p) is called the bifurcation
diagram. The singularity theory says that the qualitative local structure of the bi-
furcation diagram (and, hence, of the uncontrollability set) for a generic family α(p)
is the same as for the versal deformation β(q) [1]. In particular, codimensions of
strata in the corresponding parameter spaces coincide. This follows from the rela-
tion α(p) = γ(p) ◦ β(q(p)) and the property that the Brunovsky canonical form is
invariant under the feedback equivalence transformation γ(p).

Let us consider a matrix pair α0 = α(p0). Without loss of generality, we can
assume that α0 is transformed to the Brunovsky canonical form (2.8). Then its versal
deformation can be taken in the form

β(q) =

((
N 0
Xc

21 J + Xc
22

)
,

(
E + Yc

11 Yc
12

0 Yc
22

))
,(3.5)

where Xc
ij(q) and Yc

ij(q) are matrices depending on a vector of parameters q ∈ R
�

such that every matrix is zero at q = 0. Explicit form of these matrices depends on
the structure of N and J. In the case J = Jσ we can take [6]

Xc
21 =

(
Lc1(q1), . . . ,Lcr(qr)

)
, Yc

22 = (qr+1, . . . , qm), J + Xc
22 = (σ + qm+1),(3.6)

where Lci (qi) = (qi, 0, . . . , 0) is a 1×ki matrix; k1, . . . , kr are the controllability indices
of the Kronecker part N. The matrices Yc

11 and Yc
12 depend on qm+2, . . . , q�. Using

the controllability condition (2.2), one can show that in the vicinity of q = 0 versal
deformation (3.5), (3.6) is controllable if and only if at least one of the parameters
q1, . . . , qm is nonzero. Hence, the uncontrollability set for the versal deformation is
given locally by the equalities

q1 = · · · = qm = 0.(3.7)

Taking a point q such that (3.7) holds, it is easy to see that the pair β(q) has Jσ type
with the generalized eigenvalue σ + qm+1. Since the uncontrollability set of a generic
family of matrix pairs α(p) has the same local structure, we conclude that the set N
in the neighborhood of a point p0, corresponding to a pair of Jσ type, is a smooth
surface of codimension m, whose points correspond to pairs of Jσ type.

Analogously, in the case J = Jσ±iω we can take [6]

Xc
21 =

(
Lc1(q1, q2), . . . ,Lcr(q2r−1, q2r)

)
,

Yc
22 =

(
q2r+1 · · · q2m−1

q2r+2 · · · q2m

)
,

J + Xc
22 =

(
σ + q2m+1 ω + q2m+2

−ω − q2m+2 σ + q2m+1

)
,

(3.8)

where Lci (q2i−1, q2i) is a 2× ki matrix of the form

Lci (q2i−1, q2i) =

(
q2i−1 0 · · · 0
q2i 0 · · · 0

)
.(3.9)
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The matrices Yc
11 and Yc

12 depend on q2m+3, . . . , q�. The uncontrollability set of this
versal deformation in the vicinity of q = 0 is given by the equations

q1 = · · · = q2m = 0.(3.10)

At the points q satisfying (3.10), the pair β(q) has Jσ±iω type, and the complex
conjugate generalized eigenvalues are equal to σ + q2m+1 ± i(ω + q2m+2). Hence,
the uncontrollability set of a generic family α(p) in the neighborhood of a point p0,
corresponding to a pair of Jσ±iω type, is a smooth surface of codimension 2m. Points
of this surface correspond to matrix pairs of Jσ±iω type.

Now, let us consider a matrix pair α0 having a different Jordan part J. In this
case the block J + Xc

22 is identical to the versal deformation of a square matrix J
under the similarity equivalence in the space of square matrices [1, 6]. From [1]
we know that, for any J, taking arbitrarily small parameters q, we can obtain the
matrix J + Xc

22(q) having only simple eigenvalues. Then, taking arbitrarily small
parameters in the block Xc

21(q), we can destroy the Jordan structure corresponding
to every simple eigenvalue, leaving only one real generalized eigenvalue σ or one pair
of complex conjugate generalized eigenvalues σ± iω. Hence, an uncontrollable system
of Jσ or Jσ±iω type can be found in any neighborhood of q = 0. The same holds for
a generic family of matrix pairs α(p); i.e., a point p0 ∈ N either lies on a surface
represented by matrix pairs of Jσ or Jσ±iω types (regular points of N ) or belongs to
a boundary of these surfaces.

Remark. Let us consider matrix pairs α with a fixed Jordan part J in the
Brunovsky form. In the generic case, a Kronecker part N in the Brunovsky form
of almost all matrix pairs α has maximal possible number of blocks r, and the sizes
k1, . . . , kr of these blocks are different by no more than one, i.e., k1 = · · · = kr′ =
kr′+1 + 1 = · · · = kr + 1 [6]. In this case Yc

11 = 0 and Yc
12 = 0 in versal deformation

(3.5). Such a Kronecker part cannot be changed by a small perturbation of the pa-
rameters if we do not change the structure of the Jordan part. On the contrary, if the
matrix pair has a different Kronecker part, then we can always find a nearby matrix
pair with the generic Kronecker part, keeping the structure of the Jordan part [6].

4. Perturbation analysis of the uncontrollability set. Let us assume that
we are given a point p0 ∈ N corresponding to a pair α(p0) of Jσ or Jσ±iω type. From
Theorem 3.1 we know the generic structure of N in the neighborhood of p0. Never-
theless, some symmetry or degeneracy of the family α(p) may cause the appearance
of a nongeneric structure. For example, the pair

α(p) =

((
0 0
0 p1 + p2 + p3

)
,

(
1
0

))
(4.1)

is uncontrollable for all p ∈ R
3, and α(p) has Jσ type for any p. Clearly, an arbi-

trarily small perturbation of the family can result in the generic structure of N . For
example, taking the (2, 1)th element of the first matrix to be εp1 for an arbitrarily
small ε > 0, the set N becomes the plane p1 = 0 of codimension 1, which is the
generic case. Therefore, it would be useful to have a constructive criterion guarantee-
ing that the structure of N is generic for a given family α(p). For applications and
numerical analysis of the uncontrollability set it is also important to have quantitative
local information on N , i.e., its tangent plane and perturbations of the generalized
eigenvalues. The solution of these problems is given in the following theorems.
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Let p0 be a point of the uncontrollability set N for a family of matrix pairs
α(p). Let γb = (P,Q,R) ∈ G be a triple determining the feedback equivalence
transformation of the pair α0 = α(p0) to its Brunovsky canonical form αb = γb ◦ α0.

For the pair α0 of Jσ type with the generalized eigenvalue σ, we define real vectors
fi = (f1

i , . . . , f
k
i ), i = 1, . . . ,m, and fσ = (f1

σ , . . . , f
k
σ ) with the components

f ji = P−1(n, :)

[
∂A

∂pj

ki∑
s=1

σs−1P(:,Ki + s)

+
∂B

∂pj

( ki∑
s=1

σs−1R(:,Ki + s) + σkiQ(:, i)

)]
, i = 1, . . . , r;

f ji = P−1(n, :)
∂B

∂pj
Q(:, i), i = r + 1, . . . ,m;

f jσ = P−1(n, :)

[
∂A

∂pj
P(:, n) +

∂B

∂pj
R(:, n)

]
;

(4.2)

where K1 = 0, Ki = k1 + · · ·+ ki−1; P−1(n, :), P(:, i), Q(:, i), and R(:, i) denote the
nth row of P−1 and the ith columns of P, Q, and R, respectively.

Theorem 4.1. Let us assume that α0 = α(p0) is a matrix pair of Jσ type,
and the vectors f1, . . . , fm are linearly independent. Then in the vicinity of p0 the
uncontrollability set N is a smooth surface of codimension m corresponding to matrix
pairs of Jσ type. Its tangent plane at p0 is given by the equations

(f1,p− p0) = · · · = (fm,p− p0) = 0,(4.3)

where (fi,p − p0) =
∑k
j=1 f

j
i (pj − p0j) is a scalar product in R

k. The generalized
eigenvalue for p ∈ N in the neighborhood of the point p0 is given by the expression

σ + (fσ,p− p0) + o(‖p− p0‖).(4.4)

For the pair α0 of Jσ±iω type with the generalized eigenvalues σ±iω, we define real
vectors fs = (f1

s , . . . , f
k
s ), s = 1, . . . , 2m, fσ = (f1

σ , . . . , f
k
σ ), and fω = (f1

ω, . . . , f
k
ω)

with the components

f j2s−1 + if j2s =

1∑
z=0

i1−zP−1(n− z, :)

[
∂A

∂pj

ks∑
v=1

(σ − iω)v−1P(:,Ks + v)

+
∂B

∂pj

( ks∑
v=1

(σ − iω)v−1R(:,Ks + v) + (σ − iω)ksQ(:, s)

)]
, s = 1, . . . , r;

(4.5)

f j2s−1 + if j2s =

1∑
z=0

i1−zP−1(n− z, :)
∂B

∂pj
Q(:, s), s = r + 1, . . . ,m;(4.6)

f jσ + if jω =
1

2

1∑
z=0

1∑
v=0

iz−vP−1(n− z, :)

[
∂A

∂pj
P(:, n− v) +

∂B

∂pj
R(:, n− v)

]
;(4.7)

where i is the imaginary unit.
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Theorem 4.2. Let us assume that α0 = α(p0) is a matrix pair of Jσ±iω type,
and the vectors f1, . . . , f2m are linearly independent. Then in the vicinity of p0 the
uncontrollability set N is a smooth surface of codimension 2m corresponding to matrix
pairs of Jσ±iω type. Its tangent plane at p0 is given by the equations

(f1,p− p0) = · · · = (f2m,p− p0) = 0.(4.8)

The generalized eigenvalues for p ∈ N in the neighborhood of p0 are given by the
expression

σ + (fσ,p− p0)± i
(
ω + (fω,p− p0)

)
+ o(‖p− p0‖).(4.9)

The important consequence of Theorems 4.1 and 4.2 is that to determine the
local structure of the uncontrollability set we need only derivatives of the family α(p)
with respect to the parameters at p0 and the triple γb = (P,Q,R) transforming
the pair α0 to the Brunovsky canonical form. The triple γb can be found using the
software developed in [4, 5], which provides the Kronecker canonical form of the matrix
pencil (A0,B0)− λ(In, 0). The Brunovsky form can be obtained from the Kronecker
canonical form by permutation of columns [9].

Example 4.1. Let us consider a three-parameter two-input system (2.1) with the
matrices A and B given by the relations

A(p) =


 −p3 p1p2 p1p2

2− p3 3 + p1p2 1 + p1p2

−2− 2p2
2 p1 − 1 1− p2


 , B(p) =


 1 −p2

1 1− p2

−1 p2 − 1


 .

The matrix pair α0 = (A(p0),B(p0)) at p0 = (0, 0, 0) is uncontrollable and has Jσ
type. Its Brunovsky form consists of two 1×1 blocks N1 = N2 = (0) in the Kronecker
part (r = 2, k1 = k2 = 1) and the Jordan part J = (σ) with the generalized eigenvalue
σ = 2. The transformation of α0 to the Brunovsky form is performed by the triple
γb = (P,Q,R) with the matrices

P =


 1 0 0

1 1 0
−1 −1 1


 , Q =

(
1 0
0 1

)
, R =

(
0 0 0
−4 −2 −1

)
.(4.10)

Using formulae (4.2), we compute the vectors

f1 = (1, 1,−1), f2 = (1, 1, 0), fσ = (0,−1, 0).(4.11)

Since the vectors f1 and f2 are linearly independent, by Theorem 4.1, the uncon-
trollability set N is a smooth curve in the neighborhood of p0 = (0, 0, 0) with the
tangent

(f1,p− p0) = p1 + p2 − p3 = 0, (f2,p− p0) = p1 + p2 = 0.(4.12)

The generalized eigenvalue of the matrix pair α(p) for p ∈ N is approximated by

σ + (fσ,p− p0) + o(‖p− p0‖) = 2− p2 + o(‖p‖).(4.13)

It is straightforward to check that α(p) = γ(p) ◦ β(q(p)), where

β(q) =




 0 0 0

0 0 0
q1 q2 2 + q3


 ,


 1 0

0 1
0 0




 ,

q1(p) = p1 + p2 − p3 − 2p2
2,

q2(p) = p1 + p2,

q3(p) = −p2 + p1p2,
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γ(p) =




 1 0 0
−1 1 0
0 1 1


 ,

(
1 −p2

0 1

)
,

( −p3 p1p2 p1p2

2 3 1

) .

Hence, we find exact expressions for the uncontrollability set and the generalized
eigenvalue in the form

N = {p ∈ R
3 | p1 + p2 − p3 − 2p2

2 = 0, p1 + p2 = 0},
σ(p) = 2− p2 + p1p2.

(4.14)

This agrees with the results obtained by Theorem 4.1.
Proof of Theorem 4.1. Let us consider a family of matrix pairs α̃(p) = γb ◦ α(p).

This family is a deformation of the Brunovsky canonical form α̃(p0) = αb. By The-
orem 2.1, the family α̃(p) can be represented in the form α̃(p) = γ̃(p) ◦ β(q(p)),
where β(q) is the versal deformation of αb having the form (3.5), (3.6). Since the con-
trollability property is invariant under the feedback equivalence transformation, the
uncontrollability sets for the families α(p) and β(q(p)) coincide in the neighborhood
of p0 and, according to (3.7), have the form

q1(p) = · · · = qm(p) = 0,(4.15)

where q1(p0) = · · · = qm(p0) = 0 by construction. Derivatives of the functions qi(p)
at p0 are given by expression (2.18) of Theorem 2.1, where we take α̃(p) and αb
instead of α(p) and α0, respectively. Formula (2.18) requires the basis {αn1 , . . . , αn� }
of the subspace (TαbO(αb))

⊥. This subspace for a matrix pair in the Brunovsky
canonical form was found explicitly in [6]. It is convenient to represent the basis of
(TαbO(αb))

⊥ in the form of the family αn1 q1 + · · ·+ αn� q�, which, for the matrix pair
αb under consideration, takes the form((

Xn
11 0

Xn
21 Xn

22

)
,

(
Yn

11 Yn
12

Yn
21 Yn

22

))
,(4.16)

where

Xn
21 =

(
Ln1 (q1), . . . , Lnr (qr)

)
, Xn

22 = (qm+1),

Yn
21 = (σk1q1, . . . , σ

krqr), Yn
22 = (qr+1, . . . , qm);

(4.17)

Lni (qi) = (qi, σqi, . . . , σ
ki−1qi) is a 1× ki matrix. The blocks Xn

11(q), Yn
11(q), and

Yn
12(q) depend on qm+2, . . . , q�. Comparing this basis with the basis {αc1, . . . , αc�}

defined by (3.5), (3.6), we see that zij = 〈αcj , αni 〉1 = δij if i ≤ m + 1 or j ≤ m + 1,
where δij is the Kronecker delta. Hence, using (2.18), we find the derivatives of
q1(p), . . . , qm+1(p) at p0 in the form

∂qi
∂pj

=
〈 ∂α̃
∂pj

, αni

〉
1
, i = 1, . . . ,m + 1.(4.18)

Using α̃(p) in its original form γb ◦α(p) = (P−1(A(p)P+B(p)R), P−1B(p)Q) and
the explicit form of αni , we find

∂qi
∂pj

= f ji , i = 1, . . . ,m;
∂qm+1

∂pj
= f jσ(4.19)
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with f ji and f jσ defined in (4.2). Therefore, f1, . . . , fm, and fσ are the gradient vectors
of the functions q1(p), . . . , qm+1(p) at p0:

∇qi = fi, i = 1, . . . ,m; ∇qm+1 = fσ; ∇ =

(
∂

∂p1
, . . . ,

∂

∂pk

)
.(4.20)

If the gradient vectors ∇q1, . . . ,∇qm are linearly independent, then, by the implicit
function theorem, the set N determined by (4.15) is a smooth surface of codimension
m with the tangent plane (4.3). If q1(p) = · · · = qm(p) = 0, then we see from (3.5),
(3.6) that β(q) and, hence, α(p) is a matrix pair of Jσ type with the generalized
eigenvalue σ + qm+1(p) = σ + (fσ,p− p0) + o(‖p− p0‖).

Proof of Theorem 4.2. The case when the pair α0 has Jσ±iω type is studied
analogously. In this case the versal deformation β(q) takes the form (3.5), (3.8),
(3.9), and the basis {αn1 , . . . , αn� } is represented by family (4.16) with

Xn
21 =

[
Ln1 (q1, q2), . . . , Lnr (q2r−1, q2r)

]
,

Xn
22 =

(
q2m+1/2 q2m+2/2

−q2m+2/2 q2m+1/2

)
,

Yn
21 =

(
Re (q1 + iq2)(σ + iω)k1 · · · Re (q2r−1 + iq2r)(σ + iω)kr

Im (q1 + iq2)(σ + iω)k1 · · · Im (q2r−1 + iq2r)(σ + iω)kr

)
,

Yn
22 =

(
q2r+1 · · · q2m−1

q2r+2 · · · q2m

)
,

(4.21)

where Lns (q2s−1, q2s) is a 2× ks matrix of the form

Lns =

(
q2s−1 σq2s−1 − ωq2s · · · Re (q2s−1 + iq2s)(σ + iω)ks−1

q2s ωq2s−1 + σq2s · · · Im (q2s−1 + iq2s)(σ + iω)ks−1

)
,(4.22)

and the blocks Xn
11, Yn

11, and Yn
12 depend on q2m+3, . . . , q�. The uncontrollability set

is given by the equations

q1(p) = · · · = q2m(p) = 0,(4.23)

where the gradients ∇q1, . . . ,∇q2m+2 are equal to the vectors f1, . . . , f2m, fσ, fω de-
fined in (4.5)–(4.7). The generalized eigenvalues on the surface (4.23) are determined
by the expression

σ + q2m+1(p)± i(ω + q2m+2(p)) = σ +(fσ,p− p0)± i
(
ω + (fω,p− p0)

)
+ o(‖p− p0‖).

5. Numerical construction of the uncontrollability set. Perturbation ana-
lysis developed in the previous section can be applied to numerical construction of
the uncontrollability set by continuation if one point of this set is known.

Let us illustrate the implementation of this procedure for a specific case of a three-
parameter system with one-input variable (k = 3 and m = 1); dimension of the state
space is arbitrary. Let us assume that we are given a point p0 ∈ N corresponding to
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a matrix pair α(p0) of Jσ±iω type. By Theorem 3.1, in the generic case the set N is
a smooth curve in a vicinity of the point p0. Let us introduce the length parameter y
along the curve N . Then the curve N is given by a smooth function p(y) such that
‖dp/dy‖ = 1. By Theorem 4.2, the vectors f1, f2 ∈ R

3 evaluated by expressions (4.5),
(4.6) at p(y) are normal vectors to the curve N at p(y). The vector product f1 × f2
is a tangent vector to N . Hence, we find

dp

dy
= g, g =

f1 × f2
‖f1 × f2‖ .(5.1)

Using expressions (4.9) and (5.1), we find derivatives of the functions σ(y) and
ω(y), which determine the generalized eigenvalues σ(y) ± iω(y) of the matrix pair
α(p(y)), as follows:

dσ

dy
= (fσ,g),

dω

dy
= (fω,g).(5.2)

Equations (5.1) and (5.2) represent a system of ordinary differential equations
with respect to p, σ, and ω. Initial conditions at y = 0 are given by

p(0) = p0, σ(0) = σ0, ω(0) = ω0,(5.3)

where σ0± iω0 are generalized eigenvalues of the matrix pair α(p0) at the given point
p0 ∈ N . Integrating this system forwards and backwards, we find a regular part of
the uncontrollability set of Jσ±iω type. Since we use the local information on the
uncontrollability set, there is no guarantee that we have found the whole set N in
the parameter space. Nevertheless, we obtain a finite piece of the uncontrollability
set containing the given point p0. The integration can be continued until we reach
a physical boundary of the parameter space or arrive at a singularity (boundary of
the regular part of N ). A singularity causes numerical instability of the integration
procedure and can be recognized by the appearance of a matrix pair with a different
Jordan structure.

To determine right-hand sides of system (5.1), (5.2), we need to find the trans-
formation to the Brunovsky canonical form

αb(y) = γb(y) ◦ α(p(y))(5.4)

at each y. This can be done using the software [4, 5] providing the Kronecker canonical
form of the matrix pencil

(
A(p(y)),B(p(y))

)−λ(In, 0). Then permutation of columns
provides the Brunovsky canonical form [9]. In these calculations, the information on
the generalized eigenvalues σ(y)± iω(y) can be used.

Alternatively, we can calculate αb(y) and γb(y) by taking advantage of the remark
in section 3. In the generic case, the Brunovsky form αb(y) has one (n− 2)× (n− 2)
block N1 in the Kronecker part:

αb(y) =

((
N1 0

0 Jσ±iω

)
,

(
E1

0

))
.(5.5)

Taking the derivative of (5.4) with respect to y, we find

dαb
dy

= dfαb

(
γ−1
b

dγb
dy

)
+ γb ◦ dα(p(y))

dy
,(5.6)
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where dfαb(ξ) is the differential of the function fαb(γ) at the unit element e defined by
expression (2.12). Introducing the matrix triple ξ = γ−1

b dγb/dy and using expression
(5.1), we find a linear algebraic equation

dfαb(ξ) =
dαb
dy
− γb ◦

(
k∑
i=1

∂α

∂pi
gi

)
.(5.7)

Then the derivative of the function γb(y) is given by the relation

dγb
dy

= γb(y)ξ.(5.8)

Equation (5.7) does not determine the triple ξ uniquely (transformation to the Bru-
novsky form is not unique). It is convenient to choose a particular solution satisfying
the condition

ξ ∈ (Ker dfαb
)⊥
,(5.9)

which determines a unique ξ. A numerical method for finding this solution is given
in the appendix.

Differential equation (5.8) can be integrated together with system (5.1), (5.2). As
a result, we find the Brunovsky canonical form αb(y) and the feedback equivalence
transformation γb(y) at each point of the uncontrollability set represented by the
curve p(y). The initial conditions are given by

γb(0) = γ0
b ,(5.10)

where γ0
b transforms the matrix pair α(p0) to the Brunovsky form. Note that ma-

trices of the triple γb(y) = (Pb(y),Qb(y),Rb(y)) may become ill-conditioned when
approaching a singularity of N . To control the accuracy of calculations and to detect
a singularity it is convenient to use the norm ‖αb(y)−γb(y)◦α(p(y))‖, which describes
the error in equality (5.4).

Similarly, we can calculate a regular part of the uncontrollability set, correspond-
ing to matrix pairs of Jσ type, which is a smooth surface for a three-parameter one-
input dynamical system. Recall that, by Theorem 3.1, the surfaces corresponding to
matrix pairs of Jσ and Jσ±iω types, together with their boundaries, form the whole
uncontrollability set of a generic multi-input linear dynamical system.

Example 5.1. Let us consider a mechanical system shown in Figure 5.1. The
system consists of a thin uniform platform of mass m and length 2l supported at both
ends by springs having elastic coefficients k1, k2 and viscous damping coefficients d1,
d2. There is a vertical force F applied to the platform at the distance ξl from the
middle. As generalized coordinates, we take a vertical coordinate z of the center of the
platform and an angle ϕ between the platform and horizontal axis. The equilibrium
of the system for zero external force F = 0 is assumed to be z = 0, ϕ = 0.

Equations of motion of the system linearized near the equilibrium take the form

mz̈ + d1(ż + lϕ̇) + d2(ż − lϕ̇) + k1(z + lϕ) + k2(z − lϕ) = F,

Imϕ̈ + d1l(ż + lϕ̇)− d2l(ż − lϕ̇) + k1l(z + lϕ)− k2l(z − lϕ) = −ξlF,
(5.11)

where Im = ml2/3 is the moment of inertia of the platform with respect to the center
of mass; the dot denotes differentiation with respect to time t. If F = 0, then the
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Fig. 5.1. Mechanical system controlled by a vertical force.

system oscillates with a decaying amplitude and comes to the equilibrium in infinite
time t −→ +∞. Let us consider the force F as a control parameter. If the system
is controllable, then it can be damped (put into the equilibrium) in finite time. This
task becomes difficult or impossible if the system is close to the uncontrollable system.

Let us introduce nondimensional variables

τ = t/α, f1 =
(d1 + d2)α

m
, f2 =

(d1 − d2)α

m
,

c1 =
(k1 + k2)α2

m
, c2 =

(k1 − k2)α2

m
, u =

α2

ml
F,

(5.12)

where α is a time scale, and choose a state vector x ∈ R
4 in the form

x1 =
z

l
, x2 = ϕ, x3 =

αż

l
, x4 = αϕ̇.(5.13)

Then system (5.11) can be written in the form ẋ = Ax + Bu, where derivative is
taken with respect to nondimensional time τ , and the matrices A and B are

A =




0 0 1 0
0 0 0 1
−c1 −c2 −f1 −f2

−3c2 −3c1 −3f2 −3f1


 , B =




0
0
1
−3ξ


 .(5.14)

Let us fix the parameters c1 = 25/12 and f1 = 1, characterizing the joint stiffness
and damping of supports, and consider the parameter vector p = (c2, f2, ξ). Let us
consider the point p0 = (0, 0, 0) corresponding to equal supports and the force applied
at the center of the platform. The matrix pair α(p0) is uncontrollable and has the
Brunovsky canonical form

Ab =




0 1 0 0
0 0 0 0
0 0 σ0 ω0

0 0 −ω0 σ0


 , Bb =




0
1
0
0


(5.15)

with the uncontrollable modes σ0 ± iω0 = −1.5 ± i2. The triple γ0
b = (Pb,Qb,Rb)
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Fig. 5.2. (a) Uncontrollability set in the parameter space; (b) uncontrollable modes σ(y) ± iω(y).

transforming α(p0) to the Brunovsky form is

Pb =




1 0 0 0
0 0 1 0
0 1 0 0
0 0 −1.5 2


 , Qb = (1), Rb =

(
25/12 1 0 0

)
.(5.16)

The point p0 belongs to the uncontrollability set and has Jσ±iω type. Integrating
equations (5.1), (5.2), (5.8) with initial conditions (5.3), (5.10) numerically, we find
the uncontrollability set N in the physical range of parameters −c1 < c2 < c1 and
−f1 < f2 < f1 corresponding to positive characteristics of the supports. The result is
shown in Figure 5.2(a), where the set N is represented by a solid line. Figure 5.2(b)
shows graphs of the real and imaginary parts of the uncontrollable modes σ(y)±iω(y).
The maximal error ‖αb(y)−γb(y)◦α(p(y))‖ along the curve N is about 4·10−7, which
is less than the accuracy of the ordinary differential equation solver (the calculations
were carried out in MATLAB using the standard ode45 solver).

Using the computed data, it can be shown that one mode of free vibrations of
the system with the parameter vector p(y) = (c2(y), f2(y), ξ(y)) has a node at the
distance ξ(y)l from the center of the platform; i.e., this mode represents rotation of
the platform around a point. The force F applied at this point has no influence on the
rotational mode, which leads to uncontrollability of the system. From Figure 5.2(a)
we see that uncontrollability occurs when one of the supports has smaller stiffness
and damping coefficients, and the force is applied at the side of a softer support.
The obtained results are useful for the design of the system to avoid uncontrollability
effects.

6. Singularities of the uncontrollability set. In this section we consider
points of the uncontrollability set corresponding to matrix pairs whose types are
different from Jσ and Jσ±iω. By Theorem 3.1, these points belong to a boundary
of the regular part of N , represented by matrix pairs of Jσ and Jσ±iω types, and
determine singularities (nonsmooth points) of the uncontrollability set.

In order to understand the role of singular points in the structure of the uncon-
trollability set, let us consider a specific case when the Jordan part of the Brunovsky
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canonical form αb of a pair α(p), p ∈ N , is a 2× 2 Jordan block

Jσ2 =

(
σ 1
0 σ

)
(6.1)

with a double real generalized eigenvalue σ. In the generic case, points p ∈ N
corresponding to matrix pairs of this type form a smooth surface of codimension
2m + 1 in the parameter space [6]. If the number of parameters is less than 2m + 1,
then matrix pairs of Jσ2 type do not appear in generic families α(p).

In the case under consideration, a versal deformation of the pair αb has the form
(3.5), where [6]

Xc
21 = (Lc1(q1, q2), . . . ,Lcr(q2r−1, q2r)),

Yc
22 =

(
q2r+1 · · · q2m−1

q2r+2 · · · q2m

)
, Xc

22 =

(
q2m+2 0
q2m+1 q2m+2

)
,

(6.2)

and Lci (q2i−1, q2i) is a 2× ki matrix of the form

Lci (q2i−1, q2i) =

(
q2i−1 0 · · · 0
q2i 0 · · · 0

)
;(6.3)

the blocks Yc
11 and Yc

12 depend on q2m+3, . . . , q�. Using controllability condition (2.2),
we find that the uncontrollability set of the versal deformation in the neighborhood
of q = 0 is determined by the equations

q22i−1q2m+1 − q22i = 0, i = 1, . . . ,m.(6.4)

Every equation in (6.4) determines in the space (q2i−1, q2i, q2m+1) a surface shown
in Figure 3.1 and discussed in Example 3.1. Hence, the regular part of the uncon-
trollability set consists of one smooth surface of Jσ±iω type and codimension 2m,
determined by the equations

qi = 0, i = 1, . . . , 2m, q2m+1 < 0,(6.5)

and smooth surfaces of Jσ type determined by the equations

q22i−1q2m+1 − q22i = 0, q2i−1 	= 0, i = 1, . . . ,m, q2m+1 ≥ 0.(6.6)

There are 2m separate surfaces of Jσ type corresponding to different combinations
of signs of the parameters q2i−1, i = 1, . . . ,m, in (6.6). The singular part of N is a
boundary of the regular part. It consists of several smooth surfaces, which are parts
of the set (6.4) with the additional condition

q2j−1 = q2j = 0, q2m+1 ≥ 0(6.7)

for some j ∈ {1, . . . ,m}.
The structure of the uncontrollability set for a generic family α(p) in the neigh-

borhood of a point p0 ∈ N of Jσ2 type is the same as for the versal deformation.
These sets are related by a smooth change of parameters q = q(p). Analogously to
the method of Theorem 4.1, we can use formulae of Theorem 2.1 to calculate the
gradients ∇qi of the functions qi(p) at the singular point p0. Then expressions (6.4)–
(6.7), where qi(p) is substituted by its linear approximation (∇qi,p − p0), provide
first-order approximations of the regular and singular parts of N .
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Singular points lead to a more rich and complicated structure of the uncontrol-
lability set. This affects the behavior of the underlying dynamical system and causes
numerical difficulties in the analysis of N . The information on the local form of N
at its regular or singular point is useful for the analysis and construction of the un-
controllability set. In particular, this information allows choosing the locally optimal
change of design parameters in order to get a controllable system.

7. Conclusion. In this paper, fundamental properties of the uncontrollability
set for a multi-input linear dynamical system dependent on parameters are investi-
gated. It is shown that the uncontrollability set has a regular part, which consists of
smooth surfaces corresponding to one real uncontrollable mode or a complex conju-
gate pair of uncontrollable modes. Explicit formulae for local quantitative analysis of
the uncontrollability set and perturbation of the uncontrollable modes are derived and
used for numerical construction of the uncontrollability set in the parameter space.

A constructive method for qualitative and quantitative analysis of the uncon-
trollability set based on the versal deformation theory is developed. The idea of
regularization of the parameter space by transformation to a versal deformation, pro-
posed in the paper, provides a powerful tool of multiparameter perturbation theory
for control systems.

Using the duality theorem [3, 13], all the results of this paper can be applied
to the analysis of an unobservability set for a multioutput linear dynamical system
dependent on parameters.

Appendix. Let us consider the linear algebraic equation with respect to ξ ∈ TeG

dfα(ξ) = α′, ξ ∈ (Ker dfα
)⊥
,(7.1)

assuming that a solution exists, i.e., α′ ∈ Im dfα. We denote by vec(A) a column
vector, which is an ordered stack of columns of A from left to right (its dimension is
equal to the number of elements of A). Analogously, we introduce the vectorization
of the matrix pairs α = (A,B), α′ = (A′,B′), and matrix triple ξ = (U,V,W) as
follows:

vec(α) =

(
vec(A)
vec(B)

)
, vec(α′) =

(
vec(A′)
vec(B′)

)
, vec(ξ) =


 vec(U)

vec(V)
vec(W)


 .(7.2)

Then (7.1) for the mapping dfα defined in (2.12) can be written in the form

Gαvec(ξ) = vec(α′), vec(ξ) ∈ (nullGα

)⊥
,(7.3)

where Gα is an (n2 + nm)× (n2 + m2 + nm) real matrix of the form

Gα =

(
In ⊗A−AT ⊗ In 0 In ⊗B

−BT ⊗ In Im ⊗B 0

)
,(7.4)

where In⊗A denotes the Kronecker product of matrices. The vector vec(ξ) satisfying

the condition vec(ξ) ∈ (nullGα

)⊥
can be expressed as follows:

vec(ξ) = GT
αy,(7.5)
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where y is a column vector of dimension n2 + nm. Substituting (7.5) into (7.3), we
find

GαG
T
αy = vec(α′).(7.6)

The linear mapping dfα considered in this paper has a nontrivial null-space. Hence,
the matrix GαG

T
α is singular. Recall that {αn1 , . . . , αn� } is a basis of Ker df∗

α. Then
{vec(αn1 ), . . . , vec(αn� )} is a basis of the null-space of the symmetric matrix GαG

T
α .

Using the method described in [15], we construct the equation(
GαG

T
α +

�∑
i=1

vec(αni )
(
vec(αni )

)T)
y = vec(α′),(7.7)

where the matrix in the left-hand side is nonsingular. Solution y of (7.7) can be found
numerically using the standard codes. The obtained vector y is a particular solution
of (7.6), which determines the unique solution (7.5) of (7.1).

For a matrix pair α = αb, where αb is the Brunovsky canonical form (5.5) con-
sidered in section 5, we have � = 4, and the pairs αn1 q1 + · · · + αn4 q4 are given by
expressions (4.16), (4.21), (4.22), where r = 1, k1 = n − 2, Xn

11 = 0, Yn
11 = 0, and

Yn
12 = 0.
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Abstract. The problem of irreversibly harvesting from a general one-dimensional (Wiener–
Poisson) jump diffusion population model is studied. For a wide class of stochastic models, the
optimal strategy has a downwards local time reflection at a trigger level x∗, which is typically known
to be larger than in the corresponding deterministic problem if the uncertainty is Brownian. This
paper shows that the presence of zero-mean jump uncertainty may or may not have the opposite
effect on x∗. The property of uncertainty increasing x∗ is related to the applicability of a comparison
theorem.
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1. Introduction. The problem of optimally harvesting a population has been
widely studied. The canonical example is asking how to get the most out of a logistic
growth model. This paper is strongly inspired by two papers studying stochastic
versions of the logistic growth models. Lungu and Øksendal [10] assume the process
to follow the Itô (nonanticipative) stochastic differential equation

dXt = Xt(1−Xt/K) · (β0 dt+ σa dBt)− dHt,(1.1a)

where, throughout this paper, Ht is the cumulative harvested amount up to and in-
cluding time t. This is maybe the most straightforward generalization to a stochastic
model, merely adding (a constant factor σ

a
times) white noise to the (constant, posi-

tive) growth term β0; here, B is standard Brownian motion and the positive constant
K is the carrying capacity of the environment. In this model, volatility is largest
when growth rate is. An alternative model, studied by, e.g., Alvarez and Shepp [3]
and later by Myhre [11], generalizes the logistic model by adding a noise term where
relative uncertainty is constant:

dXt = β0Xt(1−Xt/K) dt+ σ
b
Xt dBt −Xt− · dNt − dHt .(1.1b)

In their model there is also an implicit killing time, independent of everything else,
where the population or the opportunity to harvest it disappears once and for all; the
Poisson process Nt in (1.1b) makes this term explicit. Alvarez [2] has also analyzed a
class of models described by

dXt = Xtβ(Xt) dt+ σc(Xt) dBt − dHt .(1.1c)

All the aforementioned works are, as this paper, concerned with the problem
of maximizing expected discounted total harvest. They find that the optimal strat-
egy is a local time downwards reflection at a trigger level x∗, which turns out to be
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author’s doctoral dissertation, University of Oslo, 2002. This work was supported by the Research
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greater than in the corresponding deterministic case obtained by replacing σ by 0.
Alvarez’s paper [2], being the most general treatment of the above, concludes that
“the sign of the relationship between stochasticity and the optimal policy is unambigu-
ously negative.” A main object of this paper is to show that Alvarez’s conclusions rely
crucially upon modeling uncertainty with Brownian motion; it will turn out that if
the Gaussian noise is replaced by another (infinitely divisible) zero-mean probability
law, then the trigger level x∗ may be lower than in the corresponding deterministic
case. A careful note is appropriate: it is obvious that an uncompensated jump term
(with nonzero mean) may lower x∗—like the simple “catastrophe intensity” in the
model (1.1b) above, where the jump to zero intensity has the same effect as an in-
creased discounting rate. We emphasize that we will instead be introducing a pure
jump martingale to the model. Pure jump martingales may be regarded as a modeling
alternative to the Brownian motion, at least if the jumps are small, and we shall see
that the phenomena might have qualitatively different implications.

In the above cited works, the optimal strategy is described completely by the
single value x∗ at which one reflects the process downwards. However, if growth at
zero does not exceed the interest rate, it may be that a profit maximizer will deplete
a low population; that in particular goes with models with depensation, also called
Allee effect, namely negative (expected) growth rate at sufficiently small populations
due to, for example, the difficulty of finding a mate. If a population is doomed to
decline until extinction, an economic agent will then harvest it right away. Optimality
of immediate depletion also occurs in stochastic models: a case is treated by Alvarez
in [1], where it is shown that the optimal strategy is described by two trigger values:
downwards reflection at some x∗, and immediate total depletion whenever X falls
below some x∗ < x∗. Lande, Engen, and Sæther [9] have found by numerical methods
that introducing a Gaussian noise may increase the optimal x∗ in such a model.
Therefore, even in the Brownian motion case, there are cases where the presence of
uncertainty may lead to earlier total depletion of the population. We shall see why
the arguments leading to our conclusions concerning the upper trigger level x∗ do not
apply to the lower trigger value x∗ given that the latter exists (is strictly positive).

2. The model. Assume to be given a filtered probability space (Ω,S,{Ft}t≥t0 ,P)
satisfying the usual conditions. The population is assumed to be an adapted process
X following a stochastic differential equation given in (2.1) below. X will be driven
by a standard Brownian motion B and by a centered integer-valued random measure
governing jumps. It will be convenient to allow for state-dependent jump intensity,
as well as the usual representation with Poisson random jumps, so let us give both
forms. In the latter, Ñ is a centered Poisson random measure with Lévy measure λ,
while in the former setting, we denote the centered random measure by M̃ while the
jump intensity is q. Thus, if population at time t− is at level x, then the intensity of
a jump by a factor belonging to a Borel set Z is q(x, Z), with q(x, {0}) = 0. Consider
now two different representations for the dynamics:

dXt = Xt− ·
(
β(Xt) dt+ σ(Xt) dBt +

∫
z M̃(dt,dz)

)
− dHt(2.1a)

= Xt− ·
(
β(Xt) dt+ σ(Xt) dBt +

∫
η(Xt− , z) Ñ(dt,dz)

)
− dHt,(2.1b)

both whenever Xt− > 0; elsewhere, assume dX = 0.(2.1c)

Ht is the total amount harvested up to and including time t, subject to our choice
under the following restrictions.
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Definition 2.1. Let Pt0,x be the probability law of the time-space process (t,X)
starting at (t0, Xt0) = (t0, x) with x ≥ 0, and define the class H of admissible controls
to be the Ft-predictable, left-continuous nondecreasing stochastic processes H such that
Pt0,x-a.s. we have Ht0 = 0 and Xt ≥ 0 for all t ≥ t0.

In particular, we will have to stop harvesting (i.e., dH = 0) from the moment
X hits zero. We emphasize that this can happen both by itself, with no harvesting,
or by depleting the population by choosing Ht+ = Ht + Xt. We note that there
always exists an admissible strategy, namely immediate depletion. As we do not
allow negative values for X, we shall assume that for all x,

q(x, (−∞,−1)) = 0 ≤ 1 + η(x, · ) λ-almost everywhere.(2.2)

It will be useful to decompose q into mutually singular measures q̄, q̌, q̂ as follows:

q̄( · ,dz) := q( · ,dz) · χ{−1}(z) (annihilation),(2.3a)

q̌( · ,dz) := q( · ,dz) · χ(−1,0)(z) (other negative jumps),(2.3b)

q̂( · ,dz) := q( · ,dz) · χ(0,∞)(z) (positive jumps),(2.3c)

and, by abuse of notation, to identify the former with the function q̄(x) := q(x, {−1}).
Existence and uniqueness will now be granted by familiar assumptions (i.e., sub-

linear growth and Lipschitz conditions on xβ, xσ, xη; see, e.g., [4], [8], or [12] for more
information about stochastic differential equations with jumps); we shall instead make
the appropriate regularity assumptions ad hoc.

Assumption 2.2. The coefficients β, σ2, and q are assumed to be one-sided
continuous at each point, and admit existence and uniqueness of a weak solution
to (2.1). We assume that xβ is locally upper bounded, and that q satisfies (2.2) and∫
z ∧ z2 q(x,dz) <∞ for all x.
Definition 2.3. Let E = Et0,x be expectation w.r.t. Pt0,x, x ≥ 0. Assume that

δ > 0 is a constant discount rate and that one wants to maximize total discounted
expected harvest defined as

JH := E

[∫
[t0,∞)

e−δt dHt

]
(2.4)

and, if it exists, find an optimal strategy H∗ ∈ H such that

JH
∗

= sup
H∈H

JH =: Φ(t0, x) =: e−δt0Ψ(x).(2.5)

We note that by the Markov property, Ψ will indeed be a function of x only, not
depending on t0. Therefore, we can and will without loss of generality assume

t0 = 0.(2.6)

We also note that we need not really assume global existence of solution, but should
the process possibly explode to infinity—which is very unrealistic from a biological
point of view—we would be able to harvest an arbitrarily high amount in finite time.
The same consideration lies behind the assumed local upper boundedness on xβ; were
it not, then one could in the deterministic case gain arbitrarily high discounted harvest
by keeping the population at a level where xβ were sufficiently high. Clearly, there
are stochastic cases with the same property: take σ = 0 and q( · , [−1,∞)) locally
bounded in x, and consider only what happens before first negative jump.
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3. Sufficient conditions and properties of the value function. Because it
is always admissible to harvest any given amount not exceeding the present popula-
tion, we have Ψ(x) ≥ Ψ(y)+x−y whenever x ≥ y ≥ 0, with equality if it is optimal to
harvest at least (x− y). Thus Ψ′(x) ≥ 1 whenever it exists, with equality on intervals
where harvesting is optimal. In the cases treated by the works [2], [3], [10], and [11]
they find a unique threshold x∗ such that Ψ′ > 1 iff x < x∗; hence the continuation
region D is of the form D = [0, x∗). In the case of depensation, or if growth rate
at zero is small, one may also want to deplete the population at small rates, and D
may become an interval bounded away from zero, as found in [1]. Heuristically it
is reasonable that D is at worst a countable union of intervals, and we shall restrict
ourselves to this case. On D, we shall characterize Ψ by the Hamilton–Jacobi–Bellman
(HJB) equation. Define

Qψ(x) :=

∫ (
ψ(x+ zx)− ψ(x)− zxψ′(x)

)
q(x,dz)(3.1a)

and

Aψ(x) := −δψ(x) + xβ(x)ψ′(x) + 1
2x

2σ2(x)ψ′′(x) + Qψ(x).(3.1b)

For functions ψ ∈ C2 vanishing at 0 and with sublinear growth (cf. Theorem 3.3),
(A+δ) coincides with the generator of the process X when dH = 0. It turns out—see
Proposition 3.5 and Remark 3.6—that everywhere twice continuous differentiability
frequently is too strong of a requirement: A function ψ is called stochastically C2 in
the sense of [5] if the Dynkin formula

E[e−δτψ(Xτ )] = ψ(x) + E

[∫ τ

0

Aψ(Xt) dt

]

holds for any bounded stopping time τ if there is no harvesting on [0, τ). It is possible
to formulate conditions for (super)optimality in terms of viscosity solutions to the
HJB quasi-variational inequality

max{Aψ, 1− ψ′} = 0

—see, e.g., [7, proof of Theorem 3] for a similar case. However, in section 5 below,
we shall use the second derivative (see Proposition 3.5 for regularity at the reflection
threshold). We therefore state a verification theorem which is tailored to the case we
want to study.

Theorem 3.1 (sufficient conditions). Suppose we can find a ψ : [0,∞) 
→ [0,∞)
which is stochastically C2 and such that for all x > 0,

max{Aψ(x−), 1− ψ′(x−)} ≤ 0.(3.2)

Then

ψ ≥ Ψ.(3.3)

For optimality, define the nonintervention region D as

D := {x ≥ 0; ψ′(x) > 1}
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and assume that D is a union of disjoint intervals (x̌(k), x̂(k)) and point 0. Suppose
in addition that (3.2) holds with equality, ψ ∈ C2((0,∞) \ ∪k{x̌(k)}), and ψ(0) = 0.
Define the control Ĥ by

Ĥt+ =
∑
k

Lx̂
(k)

t +
∑
s∈[0,t]

inf{h ≥ 0;Xs − h ∈ D},(3.4)

where Ly is the local time of X at y. Suppose that using this Ĥ we have a sequence
of stopping times τn such that

E[e−δτnψ(Xτ+
n
)]→ 0.(3.5)

Then ψ = Ψ and H∗ := Ĥ is optimal.
Proof. Using an arbitrary control H and expanding E[e−δτψ(Xτ )] using the Itô

formula, we have

ψ(x) ≥ E

[∫
[0,τ)

e−δt dHt

]
+ E[e−δτψ(Xτ )](3.6)

for all bounded stopping times τ , and superoptimality follows from the nonnegativity
of ψ. To prove optimality we use H∗. This strategy involves action only on the at
most countable points {x̂(k)}, {x̌(k)}. At the former, we have reflection at a point
where ψ′ = 1, and ψ is C2. At the latter, when X hits x̌(k) it is immediately harvested
down to x̂(k−1) (note that ψ′ = 1 on (x̂(k−1), x̌(k))), so we may apply the Itô formula
piecewise and disregard the possible discontinuity in Aψ. In conclusion, equality
in (3.2) implies equality in (3.6), and condition (3.5) grants that ψ = Ψ.

Remark 3.2. The assumption (3.5) is ad hoc, and though it trivially holds if D
is bounded, one may want an alternative condition. Note that if we have β ≤ δ for
all large enough x, then Ψ(x) ≤ x + F , where F := sup(x(β/δ − 1)) is finite by the
assumed local boundedness of xβ. This can be verified by (3.2) but does not depend
on the Markovian nature of the problem. In this case, it is no restriction to impose
ψ ≤ x + F for our candidate ψ to be checked for optimality. This bound, together
with a slightly stronger assumption on β, namely the condition that there exists some
ε ∈ (0, δ) such that β < δ − ε for large enough x, will imply (3.5). Since F e−δT → 0,
it suffices to check that e−δTE[XT ] tends to zero. By Itô’s formula,

E[XT ] ≤ x+

∫ T

0

E[Xtβ(Xt)] dt ≤ x+

∫ T

0

(
δF + (δ − ε)E[Xt]

)
dt := YT ≥ 0.

By a Gronwall argument, it easily follows that

e−δTE[XT ] ≤ e−δTYT ≤ e−εT
(
x+

δF

δ − ε

)
−−−−→
T→∞

0.

Let us introduce the notation

x∗ := supD, x∗ := inf D \ {0}(3.7)

and also agree to say that some x = x̂ if it is optimal to reflect downwards at x; i.e.,
y ∈ D for all sufficiently large y < x but no sufficiently small y > x. Similarly, we
write x = x̌ if y ∈ D for all sufficiently small y > x but for no sufficiently large y < x.
We then have some properties of the optimal harvesting problem.
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Theorem 3.3.
(a) If there is an ε > 0 such that β − δ > ε everywhere, then Ψ(x) = ∞ for all

x > 0.
(b) If Ψ(x) = x, then on (0, x) we have β(y) ≤ δ.
(c) Assume either both x = x∗ and Ψ′(x∗−) = 1, or both Ψ concave and x < x∗.

Then β(x−) ≥ δ with equality iff Ψ linear on [0, x].
Proof.
(a) Consider the (admissible) strategy of harvesting a constant fraction h ∈ (0, ε]

of the population, i.e., dHt = hXtdt. Expanding e−δtXt using the Itô formula
and assuming X0 = x > 0, we get

JH = h

∫ ∞

0

E[e−δtXt] dt

= h

∫ ∞

0

∫ t

0

(
x+ e−δsE[(β(Xs)− δ − h)Xs]

)
ds dt

≥ hx

∫ ∞

0

∫ t

0

1 ds dt =∞,

since h ≤ ε implies β(x)− δ − h ≥ 0 by assumption.
(b) For y ∈ (0, x), we must have Ψ(y) = y and

0 ≥ AΨ(y) = −δy + yβ(y) + QΨ(y) ≥ −δy + yβ(y)

since Ψ(y + zy) ≥ y + zy always. So 0 ≥ −δy + yβ(y).
(c) Consider Ψ(x+ zx)−Ψ(x)− zxΨ′(x). It is easy to see that it is negative if Ψ

is concave, which also applies at x∗− if z ≥ 0. On the other hand, for z < 0
we have

Ψ(x+ zx) ≤ Ψ(x)− zx = Ψ(x)− zxΨ′(x∗−)

by assumption. So the hypothesis implies that −δΨ(x) + xβ(x−)Ψ′(x−) is
nonnegative. In the concave case, we know that xΨ′(x−) ≤ Ψ(x) which proves
the claim. At x = x∗−, it follows by Ψ′(x∗−) = 1 and Ψ(x) ≥ x.

Remark 3.4. Note that we cannot allow ε = 0 in part (a) above. A counterexam-

ple is given: Let θ ∈ (0, 1) and A > 0, and assume β = x+Axθ

x+θAxθ
δ and for simplicity

σ = 0 = q. Then it is easy to show that no optimal strategy exists, as waiting is
always better, and that ψ(x) = x + Axθ is superoptimal. However, in a real world
population model it is hardly a restriction to assume that β < δ when x is large
enough—and property (c) above then upper bounds x∗. Property (b) shows that if
δ < β(0+), it is never optimal to harvest the population to extinction. This is a
well-known feature from the deterministic and Brownian motion settings and is also
proven under more general concave or linear Hindy–Huang preferences in [6]. This is
not the same as saying that the optimal harvesting strategy will not indirectly lead
to extinction; let, for example, y > 0 be a trap of the process if uncontrolled, while
for x < y the annihilation intensity q̄ is positive. Then if we harvest any amount, the
population could become extinct in finite time (typically even a.s.).

Even if the viscosity solution concept enables us to consider also nonsmooth can-
didates for value function, smoothness is certainly a valuable property; indeed, we
should expect the value function to be smooth (if finite) also at points x = x̂ at which
reflection is optimal.
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Proposition 3.5 (regularity at x̂). Assume that AΨ(x̂−) = 0 (in the classical
sense), that Ψ′(x∗−) exists and is 1, and that β and x 
→ q are continuous at x̂. If
limx↗x̂ σ

2(x) = 0, then assume that β(x̂) > 0 (which holds if x̂ = x∗ or if q̂(x̂, ·) = 0),
and furthermore that σ2(x̂−)Ψ′′′(x̂−) = 0 and that the coefficients are differentiable
at x̂. Then Ψ is C2 at x̂.

Proof. For any sequence xn ↗ x̂, we have

0 ≥ AΨ(x̂+) = lim
(
AΨ(xn)− 1

2x
2
nσ

2(xn)Ψ
′′(xn)

) ≥ 0,(3.8)

since Ψ′ is decreasing at x̂. Therefore, AΨ is continuous at x̂, and we must have Ψ′′

continuous at x̂ unless possibly if σ2(x̂−) = 0. In that case, we first note that with
x̂ = x∗ or q̂(x̂, · ) = 0, then AΨ(x̂) will be strictly negative unless x̂β(x̂)Ψ′(x̂) > 0.
Now x 
→ AΨ is decreasing at x̂, while its left-hand derivative is zero. For x < x̂,

0 = ((xβ)′ − δ)Ψ′ + (xβ + 1
2 (x

2σ2)′)Ψ′′ + 1
2x

2σ2Ψ′′′ + d
dxQΨ(x)

≥ [((xβ)′ − δ)Ψ′ + d
dxQΨ(x)

]
x=x̂

.

Since x̂ is a minimum for x2σ2, then 0 ≤ x̂β(x̂)Ψ′′(x̂−).
Remark 3.6. While Proposition 3.5 gives good reason to expect Ψ to be C2 at

points where it is optimal to reflect downwards, there is no reason to expect that
the value function behaves equally nice at x̌: there, the value function is convex,
which invalidates the positivity inequality in (3.8), and so we cannot expect AΨ to be
continuous at x̂. Furthermore, at that point we will perform a proper impulse, not a
reflection, which makes the problem akin to optimal stopping—indeed, the problem of
optimizing w.r.t. x∗ is a proper optimal stopping problem; those problems are known
to frequently exhibit exact once continuous differentiability of the value function,
and it is not difficult to construct examples where the value function cannot be C2.
Briefly, continuous second derivative would imply that β−1(δ) determines indifference
on whether or not to deplete the population, but it is easy to see that waiting for a
sufficiently small time τ and then keeping the population constant from then on yields
a higher performance in the deterministic case. The expected nonsmoothness at x̌
is the reason for the ad hoc formulation of Theorem 3.1 above. The nonsmoothness
also helps to explain why the introduction of uncertainty may increase both x∗ (as
we will see in section 5 below) and x∗ (as found in [9]) and thus, informally, postpone
population at high levels but hasten it at low levels.

4. Finding an optimal solution: The concave case. This section concerns
the search for a function satisfying the sufficient conditions of Theorem 3.1. We shall
restrict ourselves to the case where

D = [0, x∗).(4.1)

Consider, informally, the continuous case; then it is natural to proceed by finding a
function f that vanishes at 0, solves the HJB equation Af = 0, and has some inflection
point x̃ for which f ′(x̃) > 0. We then construct a candidate ψ by

ψ(x) =
f(min(x̃, x))

f ′(x̃)
+ max{0, x− x̃}.(4.2)

Then ψ will be C2 and satisfy (1− ψ′) · (Aψ) = 0. We want both factors nonpositive,
and if f is concave on (0, x̃), then we have ψ′ ≥ 1 and it suffices to check that Aψ ≤ 0
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for x ≥ x̃. Concavity is the reason for assuming the form (4.1)—if that does not hold,
we will have ψ′ = 1 on disjoint intervals. We also note that by Theorem 3.3 (b), we
can hope for concavity if

β(x) > δ for all small enough x > 0.(4.3)

Because of (4.1), the above approach will work just as well in the case with
negative jumps, as we can then safely paste at high levels—we must, however, exclude
positive jumps through part of the analysis.

So we proceed to show that there is a quite wide class of cases where we can find
an f which vanishes at 0, is concave at 0, and solves the HJB equation. It turns out
that if coefficients are real analytic (at least near 0), then we may, as in [10], adapt
the Frobenius theory (at least near 0) if q̂ = 0. So assume that within some positive
convergence radius, the coefficients may be represented as

β(x) =

∞∑
j=0

βjx
j , σ2(x) =

∞∑
j=0

ζjx
j , and q(x,dz) =

∞∑
j=0

qj(dz)x
j .(4.4)

Now try to insert a nonzero function of the form f(x) = xθ
∑∞
i=0 aix

i into the HJB
equation to get

0 =

∞∑
i=0

(
− δ +

∞∑
j=0

[
θ(βj + 1

2 (θ − 1)ζj)

+

∫ (
(1 + z)θ+i − 1− (θ + i)z

)
qj(dz)

+ i(βj + θζj) + 1
2 i(i− 1)ζj

]
xj
)
aix

i.(4.5)

If β0 > δ, the constant term determines θ ∈ (0, 1):

0 = −δ + θβ0 + 1
2θ(θ − 1)ζ0 +

∫ (
(1 + z)θ − 1− θz

)
q0(dz).(4.6)

Choosing a0 > 0, we then have f ′(0+) = +∞ = −f ′′(0+) and thus f increasing
and concave at zero. Assuming (4.3) the only remaining case is β0 = δ; rather than
choosing θ = 1 from (4.6), we equivalently pick θ = a0 = 0. It turns out that all
solutions must then have a1 �= 0, and the index of the next nonzero coefficient ai1 will
be determined by

i1 − 1 = j1 := min{j ≥ 1;βj �= 0}.(4.7)

To see this, first note that βj1 > 0 by (4.3), while β0 = δ. Matching the i1th
coefficients we get

ai1

(
(i1 − 1)(δ + 1

2 i1ζ0) +

∫ (
(1 + z)i1 − 1− i1z

)
q0(dz)

)
= −a1βi1−1,(4.8)

which shows both that a1 �= 0 and that i1 is determined by (4.7), and that ai1 < 0
and thus f concave at zero: it is easy to see that the integrand is nonnegative, and
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so is ζ0 = σ2(0), while δ > 0. So if the right-hand side were zero, then so would ai1
and f . We have proved the following proposition.

Proposition 4.1. Assume (4.3) and that on some interval (0, R) �= ∅ the
coefficients are real analytic with q̂ = 0. Then on (0, R), the HJB equation Af = 0
has a solution f which vanishes at 0, increases at 0, and is concave at 0.

Remark 4.2. The reader who might feel uncomfortable with the real analyticity
of the measure-valued function x 
→ q, may verify that a similar condition may be
imposed equally well on the usual Lévy representation, which yields∫ (

(1 + η(x, z))θ+i − 1− (θ + i)η(x, z)
)
λ(dz).(4.9)

If x 
→ η is real analytic for each z, then for each i the integrand is analytic, being a
composition of analytic functions (we may separately treat the z-values which yield
η = −1). So the expression in (4.9) is analytic in x also, and we may proceed as
above.

At this point, we do not know whether this concave f will have any inflection
point x̃, or if f ′(x̃) > 0, which is essential for the construction (4.2). This is addressed
in Proposition 4.3, which is written to suit a ψ constructed by (4.2) but for the sake of
generality has a slightly ad hoc formulation which does not exclude cases with positive
jumps.

Proposition 4.3. Assume (4.3). Let ψ be nonlinear and concave, and assume
it vanishes at 0 and increases at 0. Assume that there exists some x̃ ∈ (0,∞] such
that ψ is affine for x ≥ x̃, C1 at x̃ and solves the HJB equation Aψ = 0 for x < x̃.
Then β > δ on (0, x̃) and also at x̃− iff finite. Furthermore, ψ′ > 0 everywhere and
Aψ ≤ 0 whenever β ≤ δ.

Proof. Concavity implies −δψ(x) ≤ −δx(ψ′(x) + ψ(0)) (with equality iff ψ linear
on (0, x)), and also that Qψ(x) ≤ 0. We therefore have

Aψ(x) ≤ x(β(x)− δ)ψ′(x) +
1

2
x2σ2(x)ψ′′(x) + Qψ(x) ≤ x(β(x)− δ)ψ′(x)(4.10)

for all x ∈ (0, x̃). In fact, the right-hand side is strictly positive; if not, we would have
ψ(x) = kx on (0, x), with k > 0 because ψ is assumed to be increasing at zero. But
for sufficiently small x > 0 we have β > δ by (4.3). With the right-hand side strictly
positive, ψ′ cannot hit zero, and by continuity whenever Aψ is defined it is strictly
positive, and so β > δ. This holds for all x ∈ (0, x̃) and at x̃− if finite, in which
case ψ′(y) = ψ′(x̃) > 0 for all y ≥ x̃ as well. So ψ′ > 0 everywhere. It now follows
from (4.10) that β ≤ δ implies Aψ ≤ 0.

As long as Proposition 4.3 applies, we can by scaling with a constant assume
ψ′(x̃) = 1, and the problem is solved if we can show that Aψ ≤ 0 on (x̃, x̄), where
x̄ ≤ ∞ is defined as

x̄ := sup{x ≥ x̃; β(x) > δ}.(4.11)

Note that the potentially troublesome interval (x̃, x̄) is nonempty if β is continuous
at x̃ and x̃ <∞.

Before we give the main result of this section, let us point out a few useful prop-
erties of the function Q(x) defined for a fixed ψ as

Q(x) := Qψ(x).(4.12a)



1460 N. C. FRAMSTAD

If ψ ∈ C2, we have

Q(x) =

∫ ∫ x

x+zx

∫ x

y

ψ′′(w) dw dy q(x,dz).(4.12b)

Assuming sufficient regularity, the first two derivatives of Q are then

Q′(x) =

∫ ∫ x

x+zx

∫ x

y

ψ′′(w) dw dy q′(x,dz)

+

∫ (
(1 + z)

(
ψ′(x+ zx)− ψ′(x)

)− zxψ′′(x)
)
q(x,dz)(4.12c)

and

Q′′(x) =

∫ ∫ x

x+zx

∫ x

y

ψ′′(w) dw dy q′′(x,dz)

+ 2

∫ (
(1 + z)

(
ψ′(x+ zx)− ψ′(x)

)− zxψ′′(x)
)
q′(x,dz)

+

∫ (
(1 + z)

(
(1 + z)ψ′′(x+ zx)− ψ′′(x)

)− z(xψ′′(x))′
)
q(x,dz),(4.12d)

where q′(x,dz) := (∂/∂x)q(x,dz) and q′′(x,dz) := (∂/∂x)2q(x,dz) are signed mea-
sures. We then have the following theorem.

Theorem 4.4. Assume that ψ′′(x̃) = 0, with 0 < x̃ <∞.
(a) Optimality, x(β− δ)+Q eventually nonincreasing: If Proposition 4.3 applies

and

x̃(β(x̃)− δ) +Q(x̃) ≥ x(β(x)− δ) +Q(x) ∀x ≥ x̃,(4.13)

then we have Ψ = ψ and the optimal continuation region is D = [0, x∗)
= [0, x̃).

(b) Optimality, x(β − δ) + Q eventually concave: If Proposition 4.3 applies and
the coefficients are continuous at x̃, and xβ + Q is concave on [x̃, x̄], then
Aψ ≤ 0 and thus Ψ = ψ and the optimal continuation region is D = [0, x∗) =
[0, x̃). Note that if at some point y ≥ x̃ we have x 
→ q̌ nonincreasing (⇒ Q
nondecreasing!) and convex and q̄ is convex, then Q is concave at y.

(c) Optimality w.r.t. a possibly modified problem: Assume that Proposition 4.3
applies and that ψ is not C∞ at x̃. Let the nth derivative ψ(n) be discontin-
uous at x̃ and assume in addition that we either have σ(x̃) �= 0 and Cn−2

coefficients, or β(x̃) − ∫ z q(x̃,dz) exists and is > 0 and Cn−1 coefficients.
Then Aψ ≤ 0 for all small enough x ≥ x̃. Therefore, if q̂ = 0, then we can
construct a new problem with value function ψ and optimal continuation re-
gion [0, x̃) by leaving the coefficients unchanged on some right-open interval
containing [0, x̃] and changing β from there on.

Proof.
(a) Since Aψ(x̃) = ψ′′(x̃) = 0, then for x ≥ x̃,

Aψ(x) = Aψ(x)− Aψ(x̃)

= −δψ(x) + δψ(x̃) + xβ(x)− x̃β(x̃) + Qψ(x)− Qψ(x̃)

= x(β(x)− δ)− x̃(β(x̃)− δ) + Qψ(x)− Qψ(x̃).

(4.14)
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(b) Consider

d

dx
Aψ(x) = (x(β − δ))′ψ′(x) +

d

dx
Qψ(x)

+

(
xβ +

1

2
(x2σ2)′

)
ψ′′(x) +

1

2
x2σ2ψ′′′(x).

(4.15)

By the nonnegativity of the latter term at x̃−, we know that Aψ has nonposi-
tive derivative at x̃. Relaxing differentiability, we still have Aψ nonincreasing
at x̃. Fix x ∈ (x̃, x̄). Since ψ′ = 1 around x, the derivative of (4.15) reduces
to (xβ +Q)′′. For the last claim, consider (4.12d): Q′′ reduces to∫ ∫ x

x+zx

∫ x

y

ψ′′(w) dw dy (q̌′′(x,dz) + q̄′′(x,dz))(4.16)

+ 2

∫
(1 + z)

(
ψ′(x+ zx)− 1

)
q̌′(x,dz),

which is nonpositive if q̌′′ and q̄′′ are nonnegative and q̌′ is nonpositive, since
ψ′ ≥ 1 and decreasing.

(c) To prove the last assertion, let n be the smallest number such that the
nth derivative ψ(n) is discontinuous at x̃. Then necessarily n is odd and
ψ(n)(x̃−) > 0 = ψ(n)(x̃+). If σ(x̃) �= 0, differentiate n− 2 times to get( d

dx

)n−2

Aψ(x̃+)−
( d

dx

)n−2

Aψ(x̃−) = −1

2
x̃2σ2(x̃) · ψ(n)(x̃−),(4.17a)

which is < 0 by assumption. If σ(x̃) = 0, differentiate instead n− 1 times to
get ( d

dx

)n−1

Aψ(x̃+)−
( d

dx

)n−1

Aψ(x̃−)

= −x̃
(
β(x̃)−

∫
z q(x,dz)

)
· ψ(n)(x̃−),

(4.17b)

which is < 0 by assumption. Finally, if q̂ = 0, then we can change β at
x without affecting the quasi-variational inequality at values to the left of
x.

Note that if we remove the assumption x̃ < ∞, we can conclude only that ψ is
superoptimal; cf. Remark 3.4.

Corollary 4.5. Assume that Proposition 4.1 applies and that f ′′ has a (finite)
zero. Let x̃ be the leftmost, and define ψ by (4.2). Then Theorem 4.4(c) applies.

Proof. By (4.10) we have that f ′(x̃) > 0, so ψ is also concave. Now analytic
functions are determined by their derivatives, so while the coefficients are C∞ at x∗,
ψ is not, unless identically equal to x, which is impossible by (4.3).

5. The effect of uncertainty. Having found (under suitable conditions) the
value function in section 4, we shall throughout this section assume some regularity.

Assumption 5.1. It is optimal to reflect the process downwards at x̂. The value
function Ψ is C2 at x̂.

We know from Proposition 3.5 and section 4 that this ad hoc assumption does
cover a wide range of control problems, just as obtained in [2] in the nonjump case.

For a given stochastic problem denote by x∗0 the x∗ obtained in the corresponding
deterministic problems, i.e., the one that arises when the uncertainty terms σ and q
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are replaced by zero (recall x∗ defined by (3.7)). In the continuous cases studied in [3]
and [10] they find that x∗ ≥ x∗0 (equal to argmaxx(β − δ)); Myhre [11] improves the
bound to x∗ ≥ x∗0 + σ

b
/β0 for the latter case (1.1b). The relation x∗ ≥ x∗0 may have

the interpretation of one being more careful under uncertainty. It turns out that jump
uncertainty may violate this property (at least apparently; see the closing remarks
for an interpretation). However, it holds if the jump intensity is nonincreasing in x,
which leads us to the well-known comparison theorem. Consider for a moment the
Lévy representation (2.1b). To extend the comparison theorem of the continuous case,
it is sufficient that state after jump is nondecreasing as a function of the prejump state
for almost every jump index z, i.e., that x(1+η) is nondecreasing. This is also almost
necessary—comparison fails if X is expected to spend positive time where x(1 + η) is
strictly decreasing. Now in terms of the Lévy representation, we have

Q′(x) =

∫ (
(Ψ′(x+ xη(x, z))−Ψ′(x)) · (x+ xη)′ − xηΨ′′(x)

)
λ(dz).(5.1)

At x̂, Ψ′ attains its minimum value and Ψ′′ = 0. Therefore, comparison—locally at
x̂—is sufficient to grant Q′(x̂) ≥ 0, a property which turns out to be critical for the
behavior towards risk.

Proposition 5.2. Assume Ψ′′′(x̂−) exists and assume (for simplicity, admits
generalizations) coefficients differentiable at x̂. If Q′(x̂) ≥ 0 (resp., > 0), then

0 ≥ (resp., >) (x(β − δ))′|x=x̂.
Hence for xβ concave, x̂ is no smaller than (resp., strictly greater than) in the de-
terministic case. If, on the other hand, σ(x̂) = 0 and Q′(x̂) ≤ 0 (resp., < 0), then
(x(β − δ))′|x=x̂ ≥ 0 (resp., > 0); hence for xβ concave, x̂ is no larger than (resp.,
strictly smaller than) in the deterministic case. Furthermore, x∗ is unaffected by q̂ as
long as σ(x∗) = 0.

Proof. Differentiate the equation AΨ = 0 and insert x̂−:

−(x(β − δ)
)′|x=x̂ =

1

2
x̂2σ2(x̂)Ψ′′′(x̂−) +Q′(x̂) ≥ Q′(x̂)(5.2)

with equality if σ(x̂) = 0; in that case, Ψ′′′ vanishes from (5.2), which is therefore not
affected by q̂—to see this, do the construction (4.12c) with q̂ instead of q to see that
the integrands become zero.

Proposition 5.2 combined with Theorem 4.4(c) now yields a main point of this
paper.

Meta-Theorem 5.3 (behavior towards risk). There is a wide class of problems
for which the optimal solution is to reflect downwards at the same or a lower level
than the corresponding deterministic problem, contrary to the case covered in [2].

While this may appear a bit counterintuitive at first glance, it certainly makes
sense: jump intensity decreasing in x may lead to one keeping the population at
a higher level to reduce the probability of “disasters,” i.e., negative jumps; on the
other hand, the presence of the jump terms may lead us to harvest and reduce X
before the jumps do. This is, however, a priori not a valid argument, since jumps
are compensated. The case with only annihilation risk is illustrative, but it will be
convenient (and no more complicated, as q̂ does not affect Q′(x∗)) to include positive
jumps if x̂ = x∗ in the following theorem.

Theorem 5.4. Assume q̂ = 0 or x̂ = x∗, and furthermore q̌ = σ = 0 and
continuous and piecewise differentiable coefficients. Then x̂ is a stationary point of
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x(β − δ)/(δ + q̄). Furthermore, x(β − δ) is (strictly) increasing (resp., decreasing) at
x̂ iff q̄ is. In particular, if x(β − δ)/δ and x(β − δ)/(δ + q̄) have unique maximum
points x̂0, x̂, respectively, their respective control problems have optimal continuation
regions D0 = [0, x∗0) = [0, x̂0) and D = [0, x∗) = [0, x̂) and x∗ ≤ x∗0 (< x∗0) iff q̄ is
(strictly) increasing at x∗.

Proof. The HJB equation AΨ = 0 is now

0 = −(δ + q̄)Ψ(x) + x(β + q̄)Ψ′(x) +Q(x).(5.3a)

Inserting x = x̂, then by our assumptions we have

0 = −(δ + q̄(x̂))Ψ(x̂) + x̂(β(x̂) + q̄(x̂)).(5.3b)

Differentiate (5.3a), evaluate at x̂, and insert for Ψ(x̂) from (5.3b). Then we get that
x̂ must be a stationary point for x(β − δ)/(δ + q̄), i.e., where

(x(β − δ))′

x(β − δ)
=

q̄′

(δ + q̄)
(5.4)

since β(x̂) > δ (if not, (5.3a) would yield Ψ(x̂) ≤ x̂).
It is known that Brownian uncertainty has the effect of reducing the optimal value

(or leaving it unchanged)—see [2, Theorem 6]. We see from the above calculation that
this property is not necessarily connected to the postponed harvesting associated with
the Brownian uncertainty, as the introduction of a q̄ not affecting x∗ will reduce
Ψ(x∗) = x∗(1 + (β(x∗)− δ)/(δ + q̄(x∗))). But in Theorem 5.4, positive jumps do not
affect the value function for x ≥ x∗; nevertheless we have the following theorem.

Theorem 5.5 (compensated positive jumps’ effect on optimal value). Assume
that Theorem 5.4 applies and q̂ is nonzero for all sufficiently large x < x∗. Then q̂
reduces the optimal value for all sufficiently large x < x∗0.

Proof. By Theorem 5.4, we know that x∗ and Ψ(x∗) are not affected. Now since
Ψ′ is decreasing to 1, we have that Ψ is concave on (y,∞) for all sufficiently large
y < x∗. Fix such a y; since β(x∗) > 0, we can and will assume β > 0 on (y, x∗). Let
Ψ̂ be the value function with q̂ as assumed, and let Ψ̂0 be the value function with q̂
replaced by the zero measure; then we have QΨ̂ < 0 = QΨ̂0 on (y, x∗), and by the
HJB equation we have

−δΨ̂0 + xβΨ̂′
0 = 0 < −δΨ̂ + xβΨ̂′.

Let ∆ := Ψ̂− Ψ̂0; then we have ∆(x∗) = 0 and

δ∆ < xβ∆′ on (y, x∗).(5.5)

Assume for contradiction that ∆(x) ≥ 0 for some x ∈ (y, x∗); then ∆′(x) > 0, and so
∆ becomes positive and thus by (5.5) continues to increase and will ultimately violate
∆(x∗) = 0. We conclude that ∆ < 0, i.e., Ψ̂ < Ψ̂0, on (y, x∗).

We end our analysis with an example illustrating Theorem 5.4.
Example 5.6. If xβ is concave and q̄ is convex, we can solve the problem com-

pletely if x(β− δ) is increasing at 0 and has some stationary point, and that β(0) > δ
and β′(0+) and q̄(0+) are both finite. Then it is easy to verify that x(β − δ)/(δ + q̄)
also is increasing at 0 and has some stationary point; let x∗ be the smallest one. Then
for x ≤ x∗,

ψ(x) = x∗ · β(x∗) + q̄(x∗)
δ + q̄(x∗)

exp

{∫ x

x∗

δ + q̄(y)

y(β(y) + q̄(y))
dy

}
.(5.6)
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It is easy to verify that the HJB equation holds, that ψ′′ ≤ 0, and hence that ψ′ ≥
ψ′(x∗) = 1 and that Theorem 4.4 (b) applies. By (5.4), we can merely check sign q̄′(x∗)
to find whether the optimal trigger is higher than in the deterministic case or not. As
a special case, consider the logistic growth model

β(x) = β0(1− x/K)(5.7)

(with β0 > δ) modified with a compensated annihilation term with intensity q̄(x) of
the form (q0 + q1x)

+ (convex); assume σ = q̂ = q̌ = 0. Then x∗0 = (β0 − δ)K/2β0.
Assume that q̄(x∗) > 0; one may verify that

x∗ =
δ + q0
q1

(
−1 +

√
1 + 2x∗0

q1
δ + q0

)
.(5.8)

We see that x∗ is strictly decreasing in (δ + q0)/q1; therefore, increasing both q0 and
q1 simultaneously gives no information on whether x∗ increases or decreases. We may
also find the value function: For x < x∗,

lnΨ(x) =




δ+q0
β0+q0

lnx+ ( Kq1
Kq1−β0

− δ+q0
β0+q0

) ln(β0 + q0 + (q1 − β0

K )x)

if q1 �= β0

K , and
1

β0+q0

(
(δ + q0) lnx+ β0

K x
)

if q1 = β0

K .

(5.9)

We omit the details.

6. Closing remarks. We have seen that even in this simple model, the optimal
strategy may adapt qualitatively differently to the introduction of a jump martingale
compared to the introduction of Brownian noise to the model. The result suggests
that one should be careful about how one models uncertainty. We have also seen
that the property of increasing trigger value x̂ is related not solely to the Brownian
motion assumption but to the applicability of a comparison theorem. Comparison
means, roughly speaking, that by saving rather than harvesting, we do not risk losing
more than what we save, while a general jump term may cost us more if we allow the
population to grow to a state where the jumps are “worse.” We therefore interpret
Proposition 5.2 as a tradeoff between noise level on one hand, and on the other hand
exposure to risk of falling to a lower level. Speaking heuristically, the assertion that
“risk leads to higher trigger level” is now modified by adding “as long as it does not
become risky to increase the trigger level”—a reservation which is redundant under
continuity or comparison.

From [2], we know that if we consider problems indexed by the Brownian volatility,
as {/σ}�≥0, then under suitable assumptions we have x∗ monotonically increasing in
/. We have now established that introducing a pure jump Markov martingale to a
deterministic model may either reduce or increase the optimal trigger x∗, and one
may want to ask, If we introduce jump intensities {/q}�≥0, for what q is x∗ monotone
with respect to /? And, ultimately, for what {(/σ, /q)} is x∗ monotone in /? These
are topics for future research.
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MARKOWITZ’S MEAN-VARIANCE PORTFOLIO SELECTION
WITH REGIME SWITCHING: A CONTINUOUS-TIME MODEL∗
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Abstract. A continuous-time version of the Markowitz mean-variance portfolio selection model
is proposed and analyzed for a market consisting of one bank account and multiple stocks. The
market parameters, including the bank interest rate and the appreciation and volatility rates of the
stocks, depend on the market mode that switches among a finite number of states. The random
regime switching is assumed to be independent of the underlying Brownian motion. This essentially
renders the underlying market incomplete. A Markov chain modulated diffusion formulation is
employed to model the problem. Using techniques of stochastic linear-quadratic control, mean-
variance efficient portfolios and efficient frontiers are derived explicitly in closed forms, based on
solutions of two systems of linear ordinary differential equations. Related issues such as a minimum-
variance portfolio and a mutual fund theorem are also addressed. All the results are markedly
different from those for the case when there is no regime switching. An interesting observation
is, however, that if the interest rate is deterministic, then the results exhibit (rather unexpected)
similarity to their no-regime-switching counterparts, even if the stock appreciation and volatility
rates are Markov-modulated.

Key words. continuous time, regime switching, Markov chain, mean-variance, portfolio selec-
tion, efficient frontier, linear-quadratic control
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1. Introduction. Recently there has been an increasing interest in financial
market models whose key parameters, such as the bank interest rate, stocks appre-
ciation rates, and volatility rates, are modulated by some Markov processes. This is
motivated by the need of more realistic models that better reflect random market envi-
ronment. A factor that dominates the movement of a stock is the trend of the market.
To reflect the market trend, it is necessary to allow the key parameters to respond to
the general market movements. One such formulation is the regime switching model,
where the market parameters depend on the market mode that switches among a
finite number of states. The market mode could reflect the state of the underlying
economy, the general mood of investors in the market, and other economic factors.
For example, the market can be roughly divided as “bullish” and “bearish,” while
the market parameters can be quite different in the two modes. One could certainly
introduce more intermediate states between the two extremes. A regime switching
model can be formulated mathematically as a stochastic differential equation (SDE)
whose coefficients are modulated by a continuous-time Markov chain. Such models
have been mainly employed in the literature to deal with options; see Barone-Adesi
and Whaley [1], Di Masi, Kabanov, and Runggaldier [6], Guo [10], Buffington and
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Elliott [3], and Yao, Zhang, and Zhou [26]. In addition, recently Zhang [30] studied
an optimal stock selling rule for a Markov-modulated Black–Scholes model (see also
[27] for a stochastic optimization approach).

In this paper, we develop a continuous-time version of the Nobel prize winning
mean-variance portfolio selection model with regime switching and attempt to de-
rive closed-form solutions for efficient portfolios and efficient frontier. The mean-
variance model was originally proposed by Markowitz [20, 21] for portfolio construc-
tion in a single period. One of the salient features of his model is as follows: It
enables an investor to seek the highest return after specifying his/her acceptable
risk level that is quantified by the variance of the return. The mean-variance ap-
proach has become the foundation of modern finance theory and has inspired nu-
merous extensions and applications. One natural extension is to investigate dynamic
mean-variance models. Along this line, multiperiod mean-variance portfolio selec-
tion was studied in, for example, Samuelson [23], Hakansson [11], and Pliska [22]
among others. On the other hand, continuous-time mean-variance hedging problems
were attacked by Duffie and Richardson [7] and Schweizer [24], where optimal dy-
namic strategies were derived, based on the projection theorem, to hedge contingent
claims in incomplete markets. In [7], the result was derived under the assumption
that all the coefficients (interest rate, volatility rate, etc.) are deterministic, time-
invariant constants. The model considered in [24] is mathematically general; how-
ever, the solution is based on an abstract martingale measure and is thus not easily
decipherable.

It should be noted that the research works on dynamic portfolio selections have
been dominated by those of maximizing expected utility functions of the terminal
wealth. In the utility model, besides the difficulty in eliciting utility functions from
the investors, tradeoff between the risk and return is implicit, making an investment
decision much less intuitive. In this sense, Markowitz’s mean-variance approach has
not been fully utilized in the utility approach.

Using the recently developed stochastic linear-quadratic (LQ) control framework
[4, 5, 29], Zhou and Li [31] studied the mean-variance problem for a continuous-time
model from another angel. By embedding the original (not readily solvable) problem
into a tractable auxiliary problem, following a similar embedding technique introduced
in Li and Ng [19] for the multiperiod model, it was shown that this auxiliary problem
in fact is a stochastic optimal LQ problem and can be solved explicitly by LQ theory.
Such an approach establishes a natural connection of the portfolio selection problems
and standard stochastic control models. The theory of stochastic control is rich, and
many mathematical machineries are available; see Fleming and Soner [9] and Yong and
Zhou [29], which provides an opportunity for treating more complicated situations.
For example, a portfolio selection problem with random coefficients was solved in
[16] using LQ theory and backward SDEs, a problem with short sell prohibition was
studied in [15] via LQ and viscosity solution theories, and a mean-variance hedging
problem was treated in [12] within the LQ framework.

In this work, we focus on a continuous-time mean-variance model modulated by
a Markov chain representing the regime switching. The random switching of the
market modes is assumed to be independent of the Brownian motion in defining
the stock prices. Therefore, the underlying market is essentially incomplete, as the
regime switching constitutes an additional dimension of uncertainty that cannot be
perfectly hedged by any combination of the stocks and the bank account. We formu-
late the problem as a Markov-modulated stochastic LQ control model with a terminal
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constraint representing the expected payoff of the investor. The feasibility due to the
constraint is first addressed under a very mild condition. Then, using Lagrange multi-
plier techniques, the problem is converted to an unconstrained problem. We proceed
with the solution of the unconstrained problem based on two systems of ordinary
differential equations (ODEs). This leads to the analytic expressions of the efficient
portfolios in a feedback form as well as the efficient frontier. In addition, the minimum
variance is explicitly derived. In fact, one needs only to solve two systems of linear
ODEs in order to completely determine the efficient portfolios/frontier of the underly-
ing mean-variance problem. It is interesting, though rather expected, that the efficient
frontier is no longer a straight line in the mean-standard deviation diagram. How-
ever, if the interest rate is independent of the Markov chain, then the efficient frontier
becomes a straight line again, and the one-fund theorem is preserved, even if the
appreciation and volatility rates of the stocks are random (i.e., Markov-modulated).

It should be noted that in our model the wealth process is allowed to take neg-
ative values, representing the bankruptcy situation. This is due to our definition of
admissible portfolios. (A portfolio is defined to be a vector consisting of the dollar
values of different stocks.) In most of the literature, a portfolio contains the fractions
of wealth in stocks, which automatically ensures the positivity of the wealth process
(see Remark 1). In our model, requiring a nonnegative wealth process imposes an ad-
ditional state constraint, which is a very difficult problem from the stochastic control
point of view. We are not able to treat such a case in this paper and will defer it
to later consideration. We remark that portfolio selection problems with constraints
on wealth have been studied by many researchers, mostly in the realm of utility op-
timization. In particular, Korn and Trautmann considered in [14], for the first time,
a mean-variance problem with nonnegative terminal constraint and without regime
switching; see also Korn [13, Chapter 4]. The basic idea presented in these references
is to reduce the problem to one finding an optimal attainable terminal wealth, the
latter being a quadratic optimization problem. Then the efficient portfolio is the one
that duplicates the optimal attainable terminal wealth.

The rest of the paper is arranged as follows. Section 2 begins with the precise
problem formulation. Section 3 is concerned with the feasibility issue of the under-
lying model. Section 4 proceeds with the solution of the unconstrained optimization
problem. The efficient frontier is obtained in section 5. Section 6 specializes in the
case when the interest rate is independent of the modulating Markov chain. Finally,
concluding remarks are made in the last section.

2. Problem formulation. Throughout the paper, let (Ω,F , P ) be a fixed com-
plete probability space on which are defined a standard d-dimensional Brownian mo-
tion W (t) ≡ (W1(t), . . . ,Wd(t))

′ and a continuous-time stationary Markov chain α(t)
taking value in a finite state spaceM = {1, 2, . . . , l} such thatW (t) and α(t) are inde-
pendent of each other. The Markov chain has a generator Q = (qij)l×l and stationary
transition probabilities

pij(t) = P (α(t) = j|α(0) = i), t ≥ 0, i, j = 1, 2, . . . , l.(2.1)

Define Ft = σ{W (s), α(s) : 0 ≤ s ≤ t}. We denote by L2
F (0, T ;R

m) the set of
all R

m-valued, measurable stochastic processes f(t) adapted to {Ft}t≥0, such that

E
∫ T
0
|f(t)|2dt < +∞. We will also use the following notation.
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Notation.

M ′: the transpose of any vector or matrix M ;
mj : the jth component of any vector M ;

|M |: =
√∑

i,jm
2
ij for any matrix vector M = (mij)

or =
√∑

jm
2
j for any vector M = (mj);

tr(M): the trace of a square matrix M ;
C([0, T ];X): the Banach space of X-valued continuous functions on [0, T ]

endowed with the maximum norm ‖ · ‖ for a given Hilbert space X;
C2([0, T ]× R

n): the space of all twice continuously differentiable
functions on [0, T ]× R

n;
L2(0, T ;X): the Hilbert space of X-valued integrable functions on [0, T ] endowed

with the norm (
∫ T
0
‖ f(t) ‖2X dt)

1
2 for a given Hilbert space X.

Consider a market in which d+1 assets are traded continuously. One of the assets
is a bank account whose price P0(t) is subject to the stochastic ODE

{
dP0(t) = r(t, α(t))P0(t)dt, t ∈ [0, T ],
P0(0) = p0 > 0,

(2.2)

where r(t, i) ≥ 0, i = 1, 2, . . . , l, are given as the interest rate processes corresponding
to different market modes. The other d assets are stocks whose price processes Pm(t),
m = 1, 2, . . . , d, satisfy the system of SDEs



dPm(t) = Pm(t)

{
bm(t, α(t))dt+

d∑
n=1

σmn(t, α(t))dWn(t)

}
, t ∈ [0, T ],

Pm(0) = pm > 0,

(2.3)

where for each i = 1, 2, . . . , l, bm(t, i) is the appreciation rate process and σm(t, i) :=
(σm1(t, i), . . . , σmd(t, i)) is the volatility or the dispersion rate process of the mth
stock, corresponding to α(t) = i.

Define the volatility matrix

σ(t, i) :=



σ1(t, i)
...
σd(t, i)


 ≡ (σmn(t, i))d×d for each i = 1, . . . , l.(2.4)

We assume throughout this paper that the nondegeneracy condition

σ(t, i)σ(t, i)′ ≥ δI ∀t ∈ [0, T ] and i = 1, 2, . . . , l(2.5)

is satisfied for some δ > 0. We also assume that all the functions r(t, i), bm(t, i), σmn(t, i)
are measurable and uniformly bounded in t.

Suppose that the initial market mode α(0) = i0. Consider an agent with an
initial wealth x0 > 0. These initial conditions are fixed throughout the paper. Denote
by x(t) the total wealth of the agent at time t ≥ 0. Assuming that the trading of
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shares takes place continuously and that transaction cost and consumptions are not
considered, then one has (see, e.g., [29, p. 57])



dx(t) =

{
r(t, α(t))x(t) +

d∑
m=1

[
bm(t, α(t))− r(t, α(t))

]
um(t)

}
dt

+

d∑
n=1

d∑
m=1

σmn(t, α(t))um(t)dWn(t),

x(0) = x0 > 0, α(0) = i0,

(2.6)

where um(t) is the total market value of the agent’s wealth in the mth asset, m =
0, 1, . . . , d, at time t. We call u(·) = (u1(·), . . . , ud(·))′ a portfolio of the agent. Note
that once u(·) is determined, u0(·), the asset in the bank account is completely spec-
ified since u0(t) = x(t) −∑d

i=1 ui(t). Thus, in our analysis to follow, only u(·) is
considered.

Setting

B(t, i) := (b1(t, i)− r(t, i), . . . , bd(t, i)− r(t, i)), i = 1, 2, . . . , l,(2.7)

we can rewrite the wealth equation (2.6) as{
dx(t) = [r(t, α(t))x(t) +B(t, α(t))u(t)]dt+ u(t)′σ(t, α(t))dW (t),
x(0) = x0, α(0) = i0.

(2.8)

Definition 2.1. A portfolio u(·) is said to be admissible if u(·) ∈ L2
F (0, T ;R

d)
and the SDE (2.8) has a unique solution x(·) corresponding to u(·). In this case, we
refer to (x(·), u(·)) as an admissible (wealth, portfolio) pair.

Remark 1. Most works in the literature define a portfolio, say, π(·), as the
fractions of wealth allocated to different stocks. That is,

π(t) =
u(t)

x(t)
, t ∈ [0, T ].(2.9)

With this definition, (2.8) can be rewritten as{
dx(t) = x(t)[r(t, α(t)) +B(t, α(t))π(t)]dt+ x(t)π(t)′σ(t, α(t))dW (t),
x(0) = x0, α(0) = i0.

(2.10)

It is well known that this equation has a solution that can be expressed explicitly as
an exponential of certain process, which therefore must be automatically positive if
the initial wealth x0 is positive. The reason for this guaranteed positivity of wealth
is because the very definition of the portfolio, (2.9), has implicitly assumed that
x(t) �= 0; hence x = 0 becomes a natural barrier of the wealth process. It is our view,
however, that a wealth process with possible zero or negative values is theoretically
and practically sensible at least for some circumstances. Hence the nonnegativity of
the wealth is better imposed as an additional constraint, rather than as a built-in
feature, of the model. In our formulation, a portfolio is well defined even if the wealth
is zero or negative, and the nonnegativity of the wealth, if so required, would be a
constraint.

The agent’s objective is to find an admissible portfolio u(·), among all the admis-
sible portfolios whose expected terminal wealth is Ex(T ) = z for some given z ∈ R

1,
so that the risk measured by the variance of the terminal wealth

Var x(T ) ≡ E[x(T )− Ex(T )]2 = E[x(T )− z]2(2.11)
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is minimized. Finding such a portfolio u(·) is referred to as themean-variance portfolio
selection problem. Specifically, we have the following formulation.

Definition 2.2. The mean-variance portfolio selection is a constrained stochastic
optimization problem, parameterized by z ∈ R

1:


minimize JMV(x0, i0, u(·)) := E[x(T )− z]2,
subject to

{
Ex(T ) = z,
(x(·), u(·)) admissible.

(2.12)

Moreover, the problem is called feasible if there is at least one portfolio satisfying
all the constraints. The problem is called finite if it is feasible and the infimum of
JMV(x0, i0, u(·)) is finite. Finally, an optimal portfolio to the above problem, if it
ever exists, is called an efficient portfolio corresponding to z, and the corresponding
(Var x(T ), z) ∈ R

2 and (σx(T ), z) ∈ R
2 are interchangeably called an efficient point,

where σx(T ) denotes the standard deviation of x(T ). The set of all the efficient points
is called the efficient frontier.

Remark 2. While in the above definition, an efficient portfolio is broadly defined
for any given z ∈ R

1; in the subsequent context we will see that it is practically
sensible only for z greater than or equal to certain value. Also, the shape of the
efficient frontier depends on whether it is plotted in the mean-variance plane or mean-
standard deviation plane. In what follows, we will specify which one we are referring
to only when ambiguity might arise.

Remark 3. The mean-variance portfolio selection problem may be defined in some
different, albeit equivalent, ways. For example, in [31] the problem is formulated as a
multiobjective optimization problem. It should be noted that the model in this paper
is a faithful replication in form of the original Markowitz single-period model.

3. Feasibility. Since the problem (2.12) involves a terminal constraint Ex(T ) =
z, in this section, we derive conditions under which the problem is at least feasi-
ble. First, the following generalized Itô lemma [2] for Markov-modulated processes is
useful.

Lemma 3.1. Given an n-dimensional process x(·) satisfying
dx(t) = b(t, x(t), α(t))dt+ σ(t, x(t), α(t))dW (t)

and a number of functions ϕ(·, ·, i) ∈ C2([0, T ]× R
n), i = 1, 2, . . . , l, we have

dϕ(t, x(t), α(t)) = Γϕ(t, x(t), α(t))dt+ ϕx(t, x(t), α(t))
′σ(t, x(t), α(t))dW (t),

where

Γϕ(t, x, i) := ϕt(t, x, i) + ϕx(t, x, i)
′b(t, x, i)

+
1

2
tr[σ(t, x, i)′ϕxx(t, x, i)σ(t, x, i)] +

l∑
j=1

qijϕ(t, x, j).

Consider a portfolio u0(t) ≡ 0, corresponding to the one that puts all the money
in the bank account. The associated wealth process x0(·) satisfies{

dx0(t) = r(t, α(t))x0(t)dt,
x0(0) = x0, α(0) = i0,

(3.1)

with its expected terminal wealth

z0 := Ex0(T ) = Ee
∫ T
0
r(s,α(s))dsx0.(3.2)
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Lemma 3.2. Let ψ(·, i), i = 1, 2, . . . , l, be the solutions to the following system of
linear ODEs: 


ψ̇(t, i) = −r(t, i)ψ(t, i)−

l∑
j=1

qijψ(t, j),

ψ(T, i) = 1, i = 1, 2, . . . , l.

(3.3)

Then the mean-variance problem (2.12) is feasible for every z ∈ R
1 if and only if

γ := E

∫ T

0

|ψ(t, α(t))B(t, α(t))|2dt > 0.(3.4)

Proof. To prove the “if” part, construct a family of admissible portfolios uβ(·) =
βu(·) for β ∈ R

1, where

u(t) = B(t, α(t))′ψ(t, α(t)).(3.5)

Let xβ(·) be the wealth process corresponding to uβ(·). By linearity of the wealth
equation, we have xβ(t) = x0(t) + βy(t), where x0(·) satisfies (3.1) and y(·) is the
solution to the following equation:{

dy(t) = [r(t, α(t))y(t) +B(t, α(t))u(t)]dt+ u(t)′σ(t, α(t))dW (t),
y(0) = 0, α(0) = i0.

(3.6)

Therefore, problem (2.12) is feasible for every z ∈ R
1 if there exists β ∈ R

1 such
that z = Exβ(T ) ≡ Ex0(T ) + βEy(T ). Equivalently, (2.12) is feasible for every
z ∈ R

1 if Ey(T ) �= 0. However, applying the generalized Itô formula (Lemma 3.1) to
ϕ(t, x, i) = ψ(t, i)x, we have

d[ψ(t, α(t))y(t)]

=


ψ(t, α(t))[r(t, α(t))y(t) +B(t, α(t))u(t)]dt− r(t, α(t))ψ(t, α(t))y(t)
−

l∑
j=1

qα(t)jψ(t, j)y(t)


 dt+

l∑
j=1

qα(t)jψ(t, j)y(t)dt+ {· · ·}dW (t)

= ψ(t, α(t))B(t, α(t))u(t)dt+ {· · ·}dW (t).

Integrating from 0 to T , taking expectation, and using (3.5), we obtain

Ey(T ) = E

∫ T

0

ψ(t, α(t))B(t, α(t))u(t)dt = E

∫ T

0

|ψ(t, α(t))B(t, α(t))|2dt.(3.7)

Consequently, Ey(T ) �= 0 if (3.4) holds.
Conversely, suppose that problem (2.12) is feasible for every z ∈ R

1. Then for
each z ∈ R

1, there is an admissible portfolio u(·) so that Ex(T ) = z. However,
we can always decompose x(t) = x0(t) + y(t), where y(·) satisfies (3.6). This leads
to Ex0(T ) + Ey(T ) = z. However, Ex0(T ) ≡ z0 is independent of u(·); thus it is
necessary that there is a u(·) with Ey(T ) �= 0. It follows then from (3.7) that (3.4) is
valid.
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Theorem 3.3. The mean-variance problem (2.12) is feasible for every z ∈ R
1 if

and only if

E

∫ T

0

|B(t, α(t))|2dt > 0.(3.8)

Proof. By virtue of Lemma 3.2, it suffices to prove that ψ(t, i) > 0 for all t ∈ [0, T ],
i = 1, 2, . . . , l. To this end, note that (3.3) can be rewritten as


ψ̇(t, i) = [−r(t, i)− qii]ψ(t, i)−

l∑
j �=i

qijψ(t, j),

ψ(T, i) = 1, i = 1, 2, . . . , l.

(3.9)

Treating this as a system of terminal-valued ODEs, a variation-of-constant formula
yields

(3.10)

ψ(t, i) = e−
∫ T
t

[−r(s,i)−qii]ds +
∫ T

t

e−
∫ s
t
[−r(τ,i)−qii]dτ

l∑
j �=i

qijψ(s, j)ds, i = 1, 2, . . . , l.

Construct a sequence {ψ(k)(·, i)} (known as the Picard sequence) as follows:

ψ(0)(t, i) = 1, t ∈ [0, T ], i = 1, 2, . . . , l,

ψ(k+1)(t, i) = e−
∫ T
t

[−r(s,i)−qii]ds +
∫ T

t

e−
∫ s
t
[−r(τ,i)−qii]dτ

l∑
j �=i

qijψ
(k)(s, j)ds, t ∈ [0, T ],

i = 1, 2, . . . , l, k = 0, 1, . . . .

Noting that qij ≥ 0 for all j �= i, we have

ψ(k)(t, i) ≥ e−
∫ T
t

[−r(s,i)−qii]ds > 0, k = 0, 1, . . . .

On the other hand, it is well known that ψ(t, i) is the limit of the Picard sequence
{ψ(k)(t, i)} as k →∞. Thus ψ(t, i) > 0. This proves the desired result.

Corollary 3.4. If (3.8) holds, then for any z ∈ R
1, an admissible portfolio that

satisfies Ex(T ) = z is given by

u(t) =
z − z0
γ

B(t, α(t))′ψ(t, α(t)),(3.11)

where z0 and γ are given by (3.2) and (3.4), respectively.
Proof. This is immediate from the proof of the “if” part of Lemma 3.2.

Corollary 3.5. If E
∫ T
0
|B(t, α(t))|2dt = 0, then any admissible portfolio u(·)

results in Ex(T ) = z0.
Proof. This is seen from the proof of the “only if” part of Lemma 3.2.
Remark 4. The condition (3.8) is very mild. For example, (3.8) holds as long as

there is one stock whose appreciation-rate process is different from the interest-rate
process at any market mode, which is obviously a practically reasonable assumption.
On the other hand, if (3.8) fails, then Corollary 3.5 implies that the mean-variance
problem (2.12) is feasible only if z = z0. This is a pathological and trivial case that
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does not warrant further consideration. Therefore, from this point on we shall assume
that (3.8) holds or, equivalently, that the mean-variance problem (2.12) is feasible for
any z.

Having addressed the issue of feasibility, we proceed with the study of optimality.
The mean-variance problem (2.12) under consideration is a dynamic optimization
problem with a constraint Ex(T ) = z. To handle this constraint, we apply the
Lagrange multiplier technique. Define

J(x0, i0, u(·), λ) := E
{|x(T )− z|2 + 2λ[x(T )− z]}

= E[x(T ) + λ− z]2 − λ2, λ ∈ R
1.

(3.12)

Our first goal is to solve the following unconstrained problem parameterized by the
Lagrange multiplier λ:{

minimize J(x0, i0, u(·), λ) = E
[
x(T ) + λ− z]2 − λ2

subject to (x(·), u(·)) admissible.(3.13)

This turns out to be a Markov-modulated stochastic LQ optimal control problem,
which will be solved in the next section.

4. Solution to the unconstrained problem. In this section we solve the
unconstrained problem (3.13). First define

ρ(t, i) := B(t, i)[σ(t, i)σ(t, i)′]−1B(t, i)′, i = 1, 2, . . . , l.(4.1)

Consider the following two systems of ODEs:

Ṗ (t, i) = [ρ(t, i)− 2r(t, i)]P (t, i)−

l∑
j=1

qijP (t, j),

P (T, i) = 1, i = 1, 2, . . . , l,

(4.2)

and 

Ḣ(t, i) = r(t, i)H(t, i)− 1

P (t, i)

l∑
j=1

qijP (t, j)[H(t, j)−H(t, i)],

H(T, i) = 1, i = 1, 2, . . . , l.

(4.3)

The existence and uniqueness of solutions to the above two systems of equations are
evident as both are linear with uniformly bounded coefficients.

Proposition 4.1. The solutions of (4.2) and (4.3) must satisfy P (t, i) > 0 and
0 < H(t, i) ≤ 1 for all t ∈ [0, T ], i = 1, 2, . . . , l. Moreover, if for a fixed i, r(t, i) > 0
a.e. t ∈ [0, T ], then H(t, i) < 1 for all t ∈ [0, T ).

Proof. The assertion P (t, i) > 0 can be proved in exactly the same way as that of
ψ(t, i) > 0; see the proof of Theorem 3.3. Having proved the positivity of P (t, i), one
can then show H(t, i) > 0 using the same argument because now P (t, j)/P (t, i) > 0.

To prove that H(t, i) ≤ 1, first note that the system of ODEs



d

dt
H̃(t, i) = − 1

P (t, i)

l∑
j=1

qijP (t, j)[H̃(t, j)− H̃(t, i)],

H̃(T, i) = 1, i = 1, 2, . . . , l,

(4.4)
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has the only solutions H̃(t, i) ≡ 1, i = 1, 2, . . . , l, due to the uniqueness of solutions.
Set

Ĥ(t, i) := H̃(t, i)−H(t, i) ≡ 1−H(t, i),

which solves the following equations:

(4.5)


d

dt
Ĥ(t, i) = r(t, i)Ĥ(t, i)− r(t, i)− 1

P (t, i)

l∑
j=1

qijP (t, j)[Ĥ(t, j)− Ĥ(t, i)]

=


r(t, i) +∑

j �=i
qij


 Ĥ(t, i)− r(t, i)− 1

P (t, i)

∑
j �=i

qijP (t, j)Ĥ(t, j),

Ĥ(T, i) = 0, i = 1, 2, . . . , l.

A variation-of-constant formula leads to

Ĥ(t, i) =

∫ T

t

e−
∫ s
t
[r(τ,i)+

∑
j �=iqij ]dτ


r(s, i) + 1

P (s, i)

∑
j �=i

qijP (s, j)Ĥ(s, j)


 .(4.6)

A similar trick using the construction of Picard’s sequence yields that Ĥ(t, i) ≥ 0. In
addition, Ĥ(t, i) > 0 for all t ∈ [0, T ) if r(t, i) > 0 a.e. t ∈ [0, T ]. The desired result
then follows from the fact that Ĥ(t, i) = 1−H(t, i).

Remark 5. Equation (4.2) is a Riccati-type equation that arises naturally in
studying the stochastic LQ control problem (3.13), whereas (4.3) is used to handle
the nonhomogeneous terms involved in (3.13); see the proof of Theorem 4.2 below.
On the other hand, H(t, i) has a financial interpretation: for fixed (t, i), H(t, i) is a
deterministic quantity representing the risk-adjusted discount factor at time t when
the market mode is i (note that the interest rate itself is random); see also Remark
11 in what follows.

Theorem 4.2. Problem (3.13) has an optimal feedback control

u∗(t, x, i) = −[σ(t, i)σ(t, i)′]−1B(t, i)′[x+ (λ− z)H(t, i)].(4.7)

Moreover, the corresponding optimal value is

infu(·)admissible J(x0, i0, u(·), λ)
= [P (0, i0)H(0, i0)

2 + θ − 1](λ− z)2
+2[P (0, i0)H(0, i0)x0 − z](λ− z) + P (0, i0)x2

0 − z2,
(4.8)

where

θ := E

∫ T

0

l∑
j=1

qα(t)jP (t, j)[H(t, j)−H(t, α(t))]2dt

=

l∑
i=1

l∑
j=1

∫ T

0

P (t, j)pi0i(t)qij [H(t, j)−H(t, i)]2dt ≥ 0,
(4.9)

with the transition probabilities pi0i(t) given by (2.1).
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Proof. Let u(·) be any admissible control and x(·) be the corresponding state
trajectory of (2.8). Applying the generalized Itô formula (Lemma 3.1) to

ϕ(t, x, i) = P (t, i)[x+ (λ− z)H(t, i)]2,

we obtain

(4.10)

d
{
P (t, α(t))[x(t) + (λ− z)H(t, α(t))]2

}
= P (t, α(t))

{
u(t)′[σ(t, α(t))σ(t, α(t))′]u(t) + 2u(t)′B(t, α(t))′[x(t) + (λ− z)H(t, α(t))]

+2r(t, α(t))[x(t) + (λ− z)H(t, α(t))]2
}
dt

−2(λ− z)[x(t) + (λ− z)H(t, α(t))]
l∑

j=1

qα(t)jP (t, j)[H(t, j)−H(t, α(t))]dt

+[ρ(t, α(t))− 2r(t, α(t))]P (t, α(t))[x(t) + (λ− z)H(t, α(t))]2dt

−
l∑

j=1

qα(t)jP (t, j)[x(t) + (λ− z)H(t, α(t))]2dt

+

l∑
j=1

qα(t)jP (t, j)[x(t) + (λ− z)H(t, j)]2dt+ {· · ·}dW (t)

= P (t, α(t))
{
u(t)′[σ(t, α(t))σ(t, α(t))′]u(t) + 2u(t)′B(t, α(t))′[x(t) + (λ− z)H(t, α(t))]

+ρ(t, α(t))[x(t) + (λ− z)H(t, α(t))]2
}
dt

+(λ− z)2
l∑

j=1

qα(t)jP (t, j)[H(t, j)−H(t, α(t))]2dt+ {· · ·}dW (t)

= P (t, α(t))[u(t)− u∗(t, x(t), α(t))]′[σ(t, α(t))σ(t, α(t))′][u(t)− u∗(t, x(t), α(t))]dt

+(λ− z)2
l∑

j=1

qα(t)jP (t, j)[H(t, j)−H(t, α(t))]2dt+ {· · ·}dW (t),

where u∗(t, x, i) is defined as the right-hand side of (4.7). Integrating the above from
0 to T and taking expectations, we obtain

E[x(T ) + λ− z]2
= P (0, i0)[x0 + (λ− z)H(0, i0)]2 + θ(λ− z)2

+E

∫ T

0

P (t, α(t))[u(t)− u∗(t, x(t), α(t))]′[σ(t, α(t))σ(t, α(t))′]
×[u(t)− u∗(t, x(t), α(t))]dt.

(4.11)

Consequently,

J(x0, i0, u(·), λ)
= E[x(T ) + λ− z]2 − λ2

= [P (0, i0)H(0, i0)
2 + θ − 1](λ− z)2 + 2[P (0, i0)H(0, i0)x0 − z](λ− z)

+ P (0, i0)x
2
0 − z2

+E

∫ T

0

P (t, α(t))[u(t)− u∗(t, x(t), α(t))]′[σ(t, α(t))σ(t, α(t))′]
· [u(t)− u∗(t, x(t), α(t))]dt.

(4.12)
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Since P (t, α(t)) > 0 by Proposition 3.1, it follows immediately that the optimal feed-
back control is given by (4.7) and the optimal value is given by (4.8), provided that the
corresponding equation (2.8) under the feedback control (4.7) has a solution. However,
under (4.7), the system (2.8) is a nonhomogeneous linear SDE with coefficients mod-
ulated by α(t). Since all the coefficients of this linear equation are uniformly bounded
and α(t) is independent of W (t), the existence and uniqueness of the solution to the
equation are straightforward based on a standard successive approximation scheme.

Finally, since

θ =
∑
i �=j

∫ T

0

P (t, j)pi0i(t)qij [H(t, j)−H(t, i)]2dt

and qij ≥ 0 for all i �= j, we must have θ ≥ 0. This completes the proof.
5. Efficient frontier. In this section we proceed to derive the efficient frontier

for the original mean-variance problem (2.12).
Theorem 5.1 (efficient portfolios and efficient frontier). Assume that (3.8) holds.

Then we have

P (0, i0)H(0, i0)
2 + θ − 1 < 0.(5.1)

Moreover, the efficient portfolio corresponding to z, as a function of the time t, the
wealth level x, and the market mode i, is

u∗(t, x, i) = −[σ(t, i)σ(t, i)′]−1B(t, i)′[x+ (λ∗ − z)H(t, i)],(5.2)

where

λ∗ − z = z − P (0, i0)H(0, i0)x0

P (0, i0)H(0, i0)2 + θ − 1 .(5.3)

Furthermore, the optimal value of Var x(T ), among all the wealth processes x(·) sat-
isfying Ex(T ) = z, is

Var x∗(T )

=
P (0, i0)H(0, i0)

2 + θ

1− θ − P (0, i0)H(0, i0)2
[
z − P (0, i0)H(0, i0)

P (0, i0)H(0, i0)2 + θ
x0

]2

+
P (0, i0)θ

P (0, i0)H(0, i0)2 + θ
x2

0.

(5.4)

Proof. By assumption (3.8) and Theorem 3.3, the mean-variance problem (2.12)
is feasible for any z ∈ R

1. Moreover, using exactly the same approach as in the proof
of Theorem 4.2, one can show that problem (2.12) without the constraint Ex(T ) = z
must have a finite optimal value; hence so does the problem (2.12). Therefore, (2.12)
is finite for any z ∈ R

1. Since JMV(x0, i0, π(·)) is strictly convex in u(·) and the
constraint function Ex(T ) − z is affine in u(·), we can apply the well-known duality
theorem (see, e.g., [17, p. 224, Theorem 1]1) to conclude that for any z ∈ R

1, the

1To be precise, one should apply [17, p. 236, Problem 7] together with the proof of [17, p. 224,
Theorem 1] in our case, as there is an equality constraint, Ex(T ) = z, in (2.12). To be able to use
the result there, one needs to check a condition posed in [17, p. 236, Problem 7]; namely, 0 is an
interior point of the set T := {Ex(T ) − z|x(·) is the wealth process of an admissible portfolio u(·)}.
In the present case this condition is implied by Theorem 3.3, which essentially yields that T = R

1.
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optimal value of (2.12) is

J∗
MV(x0, i0) = sup

λ∈R1

inf
u(·) admissible

J(x0, i0, u(·), λ) > −∞.(5.5)

By Theorem 4.2, infu(·) admissible J(x0, i0, u(·), λ) is a quadratic function (4.8) in λ−z.
It follows from the finiteness of the supremum value of this quadratic function (see
(5.5)) that

P (0, i0)H(0, i0)
2 + θ − 1 ≤ 0.

Now, if

P (0, i0)H(0, i0)
2 + θ − 1 = 0,

then again by Theorem 4.2 and (5.5) we must have

P (0, i0)H(0, i0)x0 − z = 0
for every z ∈ R

1, which is a contradiction. This proves (5.1). On the other hand,
in view of (5.5), we maximize the quadratic function (4.8) over λ − z and conclude
that the maximizer is given by (5.3), whereas the maximum value is given by the
right-hand side of (5.4). Finally, the optimal control (5.2) is obtained by (4.7) with
λ = λ∗.

The efficient frontier (5.4) reveals explicitly the tradeoff between the mean (re-
turn) and variance (risk) at the terminal. Quite contrary to the case without Marko-
vian jumps [31], the efficient frontier in the present case is no longer a perfect square
(or, equivalently, the efficient frontier in the mean-standard deviation diagram is no
longer a straight line). As a consequence, one is not able to achieve a risk-free invest-
ment. This, certainly, is expected since now the interest rate process is modulated
by the Markov chain, and the interest rate risk cannot be perfectly hedged by any
portfolio consisting of the bank account and stocks (as with the case studied in [16])
because the Markov chain is independent of the Brownian motion.

Nevertheless, the expression (5.4) does disclose the minimum variance, namely,
the minimum possible terminal variance achievable by an admissible portfolio, along
with the portfolio that attains this minimum variance.

Theorem 5.2 (minimum variance). The minimum terminal variance is

Var x∗min(T ) =
P (0, i0)θ

P (0, i0)H(0, i0)2 + θ
x2

0 ≥ 0(5.6)

with the corresponding expected terminal wealth

zmin :=
P (0, i0)H(0, i0)

P (0, i0)H(0, i0)2 + θ
x0(5.7)

and the corresponding Lagrange multiplier λ∗min = 0. Moreover, the portfolio that
achieves the above minimum variance, as a function of the time t, the wealth level x,
and the market mode i, is

u∗min(t, x, i) = −[σ(t, i)σ(t, i)′]−1B(t, i)′[x− zminH(t, i)].(5.8)

Proof. The conclusions regarding (5.6) and (5.7) are evident in view of the efficient
frontier (5.4). The assertion λ∗min = 0 can be verified via (5.3) and (5.7). Finally, (5.8)
follows from (5.2).
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Remark 6. As a consequence of the above theorem, the parameter z can be
restricted to z ≥ zmin when one defines the efficient frontier for the mean-variance
problem (2.12).

Theorem 5.3 (mutual fund theorem). Suppose an efficient portfolio u∗1(·) is
given by (5.2) corresponding to z = z1 > zmin. Then a portfolio u∗(·) is efficient if
and only if there is a µ ≥ 0 such that

u∗(t) = (1− µ)u∗min(t) + µu
∗
1(t), t ∈ [0, T ],(5.9)

where u∗min(·) is the minimum variance portfolio defined in Theorem 5.2.
Proof. We first prove the “if” part. Since both u∗min(·) and u∗1(·) are efficient, by

the explicit expression of any efficient portfolio given by (5.2), u∗(t) = (1− µ)u∗0(·) +
µu∗1(t) must be in the form of (5.2) corresponding to z = (1−µ)zmin+µz1 (also noting
that x∗(·) is linear in u∗(·)). Hence u∗(·) must be efficient.

Conversely, suppose u∗(·) is efficient corresponding to a certain z ≥ zmin. Write
z = (1− µ)zmin + µz1 with some µ ≥ 0. Multiplying

u∗min(t) = −[σ(t, α(t))σ(t, α(t))′]−1B(t, α(t))′[x∗min(t)− zminH(t, α(t))]

by (1− µ), multiplying
u∗1(t) = −[σ(t, α(t))σ(t, α(t))′]−1B(t, α(t))′[x∗1(t) + (λ

∗
1 − z1)H(t, α(t))]

by µ, and summing them up, we obtain that (1 − µ)u∗min(t) + µu
∗
1(t) is represented

by (5.2) with x∗(t) = (1− µ)x∗min(t) + µx
∗
1(t) and z = (1− µ)zmin + µz1. This leads

to (5.9).
Remark 7. The above mutual fund theorem implies that any investor needs

only to invest in the minimum variance portfolio and another prespecified efficient
portfolio in order to achieve the efficiency. Note that in the case where all the market
parameters are deterministic [31], the corresponding mutual fund theorem becomes
the one-fund theorem, which yields that any efficient portfolio is a combination of the
bank account and a given efficient risky portfolio (known as the tangent fund). This
is equivalent to the fact that the fractions of wealth among the stocks are the same
among all efficient portfolios. However, in the present Markov-modulated case, this
feature is no longer available.

6. A special case: Interest rate unaffected by the Markov chain. In this
section we consider a special case where the interest-rate process does not respond
to the change in the market mode, namely, r(t, i) = r(t) for any i = 1, 2, . . . , l,
whereas the appreciation-rate and volatility-rate processes still do. This stems from
the situations where substantial changes in the interest-rate process are much less
frequent than those in the other processes. For example, the interest rate may typically
change on a bimonthly, or even less often, basis, whereas the stock market mode may
switch on a weekly, or more frequent, basis. It turns out that the results obtained in
the previous sections can be substantially simplified in this case.

The key to the simplification is that when r(t, i) = r(t), the only solutions to
(4.3) are

H(t, i) = e−
∫ T
t
r(s)ds ∀i = 1, 2, . . . , l(6.1)

due to the uniqueness of solutions to (4.3). It follows then from (4.9) that

θ = 0.(6.2)
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As a result, Theorem 5.1 reduces to the following result.
Theorem 6.1. Assume that (3.8) holds and that r(t, i) = r(t) for all i =

1, 2, . . . , l. Then we must have

P (0, i0) < e
2
∫ T
0
r(s)ds.(6.3)

Moreover, the efficient portfolio corresponding to z, as a function of the time t, the
wealth level x, and the market mode i, is

u∗(t, x, i) = −[σ(t, i)σ(t, i)′]−1B(t, i)′[x+ (λ∗ − z)e−
∫ T
t
r(s)ds],(6.4)

where

λ∗ − z = z − P (0, i0)e−
∫ T
0
r(s)dsx0

P (0, i0)e
−2

∫ T
0
r(s)ds − 1

.(6.5)

Furthermore, the optimal value of Var x(T ), among all the wealth processes x(·) sat-
isfying Ex(T ) = z, is

Var x∗(T ) =
P (0, i0)e

−2
∫ T
0
r(s)ds

1− P (0, i0)e−2
∫ T
0
r(s)ds

[
z − e

∫ T
0
r(s)dsx0

]2
.(6.6)

Proof. This is straightforward by Theorem 5.1, together with (6.1) and
(6.2).

Remark 8. Note that in this case the efficient frontier involves a perfect square,
even if the market parameters of the stocks are all random. The capital market line
(see, e.g., [18]) in the mean-standard deviation diagram is

Ex∗(T ) = e
∫ T
0
r(t)dtx0 +

√√√√1− P (0, i0)e−2
∫ T
0
r(s)ds

P (0, i0)e
−2

∫ T
0
r(s)ds

σx∗(T ).(6.7)

Therefore, the price of risk is given by

p =

√√√√1− P (0, i0)e−2
∫ T
0
r(s)ds

P (0, i0)e
−2

∫ T
0
r(s)ds

,

which depends only on the initial market mode i0.
Remark 9. Clearly the minimum terminal variance in this case is zero, corre-

sponding to putting all the money in the bank account. Moreover, zmin = e
∫ T
0
r(t)dtx0.

Consequently, the mutual fund theorem (Theorem 5.3) specifies that any efficient
portfolio is a combination of the bank account and a given efficient portfolio. In other
words, the one-fund theorem is valid in this case. In particular, the proportions of
the stocks in all the efficient portfolios are the same under a particular market mode,
irrespective of the wealth level and risk preference of the investors. This, in turn, will
lead to the so-called market portfolio and capital asset pricing model (CAPM); see [18].

Remark 10. If we further assume that all the appreciation-rate and volatility-rate

processes are independent of the market mode i, then P (t, i) = e−
∫ T
0

[ρ(s)−2r(s)]ds for
each i = 1, 2, . . . , l are the only solutions to (4.2). In this case, all the results reduce
to those of [31].

Remark 11. We see from (6.1) that the functions H(t, i), which are keys in our
main results Theorems 5.1–5.3, are nothing else than a generalization of the discount
factor between the present time to the terminal time under different market modes.
Note that Proposition 4.1 stipulates that if the interest rate r(t, i) > 0 for a mode i,
then the corresponding H(t, i) < 1, representing a genuine discount.
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7. Concluding remarks. We have developed mean-variance optimal portfolio
selection for a market with regime switching. The formulation allows the market
to have random switching among a finite number of possible configurations that are
modulated by a continuous-time Markov chain. Such a setup takes into consideration
the discrete changes in a regime across which the behavior of the corresponding market
could be markedly different. Our main effort has been devoted to obtaining efficient
portfolios and an efficient frontier. It is interesting to note that for the Markov-
modulated model, the efficient frontier is no longer a perfect square, except in the
case when the interest rate is independent of the Markov chain.

There are several interesting problems that deserve further investigation. One is
a model with nonnegativity constraints on the terminal wealth. As discussed earlier,
this would render a stochastic LQ control problem with a sample-wise state constraint,
which is a very challenging problem. Another problem is one with transaction costs.
Although with the rapidly growing use of on-line trading, transaction costs nowadays
represent a very small, if not at all negligible, portion of the total transacted values,
the problem with transaction costs is theoretically interesting as it leads to a singu-
lar stochastic control problem whose solution would normally exhibit very different
behavior than its no-transaction counterpart. In particular, with transaction costs
optimal strategies would no longer be continuously trading strategies as opposed to
the no-transaction case. In some sense, one motivation of introducing the transaction
costs is to limit the changes in the optimal strategy. Indeed, Soner and Touzi [25]
considered a market, in the absence of transaction costs, with the so-called gamma
constraints in order to restrict the unbounded variation of the portfolios under con-
sideration. Yet another problem is to remove the assumption that the Markov chain
is independent of the underlying Brownian motion. Note that the mean-variance
portfolio selection with the Brownian motion adapted random market coefficients has
been completely solved in [16]. The model of this paper represents another “extreme”
where the random coefficients are entirely independent of the Brownian motion. A
more general model where the randomness in the coefficients is neither adapted to
nor independent of the Brownian motion may be tackled by decomposing the prob-
lem into the two extremes that have been solved. On the other hand, the Markov
chain describing the regime switching is assumed to be completely observable in this
paper. A more realistic and theoretically interesting model is that the Markov chain
is “hidden” and only partially observable through the stock prices. In this case, one
needs to first perform filtering in order to estimate the state of the current regime
before making efficient investment strategies. In [8], Elliott, Malcolm, and Tsoi de-
veloped schemes to estimate the appreciation rate, the volatility, and the generator of
the underlying Markov chain. Estimates of the generator were also obtained via the
stochastic approximation method in [28]. These estimation techniques may be used
in conjunction with the portfolio selection approach presented in this work. Finally, a
corresponding discrete-time model will be useful in the actual computing. In addition,
to take into consideration that the Markov chain may have a large state space, an
interesting problem is to reduce complexity via a singular perturbation approach.

Acknowledgments. We thank the editors and three reviewers for their helpful
comments and suggestions on an earlier version of the paper.
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1. Introduction. We shall consider the controlled phase-field system


ut(x, t) + lht(x, t)− k�u(x, t) = m(x)w(x, t) + f1(x)
in Q∞ = Ω× (0,∞),

ht(x, t)− a�h(x, t)− b(h(x, t)− h3(x, t))− cu(x, t)
= m(x)v(x, t) + f2(x) in Q∞,

u(x, 0) = u0(x), h(x, 0) = h0(x) in Ω,

u(x, t) = u(x), h(x, t) = h(x) on
∑

∞ = ∂Ω× (0,∞),

(1.1)

where Ω is an open, bounded, and smooth set in Rn (of class C2, for instance),
n = 1, 2, 3, m is the characteristic function of an open subset ω of Ω, a, b, c, l, k are
positive constants, u is the reduced temperature, h is the phase function defining the
liquid or the solid phase, and u0(x), h0(x), u(x), v(x), f1, and f2 are given functions.
Throughout this paper we shall denote L2(Ω) by H with the usual norm denoted by
| · |2, and we denote H1

0 (Ω) by V with the usual norm denoted by ‖ · ‖1. We
set H2,1(Q) = {y ∈ L2(0, T ;H2(Ω)); yt ∈ L2(Q)}, where Q = Ω × (0, T ), and
H1(0, T ;H) = {y ∈ L2(0, T ;H); yt ∈ L2(0, T ;H)}. By identifying H with its own
dual, we have V ⊂ H ⊂ V ∗. 〈·, ·〉 denotes the scalar product of H and the paring
between V and V ∗.

We assume that
(H1) u0 ∈ H1(Ω), h0 ∈ H2(Ω), f1 and f2 ∈ H.
It is well known that (cf. [17]) under assumption (H1), for each T > 0 and

w, v ∈ L2(Q), where Q = Ω× (0, T ), system (1.1) has a unique solution (uw,v, hw,v) ∈
H2,1(Q)×H2,1(Q). For simplicity, we denote it by (u, h) if there is no ambiguity.

Throughout this paper, we let (ue, he) ∈ H2(Ω)×H2(Ω) be a steady-state (equi-
librium) solution to system (1.1), i.e.,


−k�ue(x) = f1(x) in Ω,
−a�he(x)− b(he(x)− h3

e(x))− cue(x) = f2(x) in Ω,

ue(x) = u(x), he(x) = h(x) on ∂Ω.
(1.2)
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Let ρ > 0 and Uρ = {(w(x, t), v(x, t)) ∈ (L∞(0,∞;H))2 : |w(t)|2, |v(t)|2 ≤ ρ a.e. t >
0}. Uρ will be considered as the control set. We shall study the following optimal
time control problem:

(P ) inf { T : uw,v(T ) = ue, h
w,v(T ) = he, (w, v) ∈ Uρ }.

We call T ∗ ≡ inf{ T : uw,v(T ) = ue, h
w,v(T ) = he, (w, v) ∈ Uρ } the minimal

time. A pair of controls (w∗, v∗) ∈ Uρ such that u∗(T ∗) = ue and h∗(T ∗) = he, where
(u∗, h∗) is the solution of (1.1) corresponding to (w∗, v∗), is called a pair of optimal
time controls, and (u∗, h∗) is called a pair of optimal time states. A pair of controls
(w, v) ∈ Uρ is called admissible if there exists a T > 0 such that uw,v(T ) = ue and
hw,v(T ) = he.

Phase-field system (1.1) models the phase transition of a large class of physical
processes including the melting and solidification. The Stefan problem as well as
other classical mathematical models of phase transition are limiting cases of system
(1.1) (cf. [4], [6], and [17]). Physically, steady-state means that the system does not
exchange energy and material with surroundings and every part of the system does
not exchange energy and material with each other. When interface between solid
and liquid does not move unless the system is perturbed, we say that the system
(1.1) reaches its steady-state. Problem (P ) is to ask a pair of controls such that the
corresponding temperature and phase, which start from given temperature u0 and
phase h0, reach the temperature ue and phase he of steady-state, respectively, in the
shortest time.

In this paper we study the existence of a pair of optimal time controls for problem
(P ) and the maximum principle of problem (P ). As we know, in order to get the
existence of a pair of optimal time controls, one needs to obtain the existence of a
pair of admissible controls. In general, one proves the existence of an admissible
control of optimal time control problem governed by parabolic systems by considering
the feedback controller and the corresponding closed loop system (cf. [2], [3], and
[16]). However, this method is not applicable to the phase-field system since it is
quite difficult to analyze the corresponding closed loop system. The novelty of this
paper is that it uses the Carleman inequality to show the existence of a pair of
admissible controls. The Carleman inequality has been widely used to obtain local
controllability or null controllability of parabolic differential systems, including the
Navier–Stokes equation, the Boussinesq system, and the phase-field system (cf. [11],
[5], and [20]). However, it seems that no one used such an inequality to obtain
the existence of admissible control for an optimal time control problem governed by
parabolic differential systems. We believe that the Carleman inequality will be greatly
helpful to get the existence of admissible control for optimal time control problems
governed by parabolic systems, since in the problem of controllability of parabolic
systems, we are asked to find a control so that the corresponding trajectory of the
system reaches a given state in a fixed time T , while in the problem of existence
of admissible control for an optimal time control problem governed by a parabolic
system, we are asked to find a control (in a bounded set in most cases) such that the
corresponding trajectory of the system reaches a given state in some time T . The
differences between them are that first the arriving time is fixed in the controllability
problem, while it is not fixed in the optimal time control problem, and second, the
controls in the controllability problem may not be in any bounded set, while the
control set is bounded (in most cases) in the optimal time control problem. For
other works concerning approximate and null controllability of linear and nonlinear
parabolic systems, we refer the readers to [18], [13], [19], [15], [7], [14], [8], [9], [21],
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[22], [12], [23], and [10]. These works give us effective ways to deal with different
kinds of controllability problems governed by parabolic equations and systems. We
believe that the method provided in this work can be widely used to obtain existence
of admissible control for the optimal time control problem governed by parabolic
systems.

It should be noted that in this paper, in order to obtain the existence of a pair
of admissible controls, we put controls in both equations of the phase-field system
(1.1), because the technique developed in this paper to obtain the existence of the
admissible controls is based on the local controllability of the system. If we put a
control only in the first equation of the system (1.1), then one needs the local null
controllability to the following linearized system:


yt(x, t)− a�y(x, t) + ξ(x, t)y(x, t)− cz(x, t) = 0 in Q = Ω× (0, T ),
zt(x, t)− k�z(x, t) + la�y(x, t)− lξ(x, t)y(x, t) + lcz(x, t) = m(x)w(x, t) in Q,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
y(x, t) = z(x, t) = 0 on

∑
= ∂Ω× (0, T ),

where a, c, k, l,m(x) are given in (1.1), ξ(x, t) ∈ L∞(Q), y0(x) ∈ V , and z0(x) ∈ V .
However, such local null controllability depends on the observability for the corre-
sponding linear backward system, i.e.,

|p(0)|22 + |q(0)|22 ≤ C

∫
Qω

q2(x, t) dx dt

for all solutions (p, q) satisfying


pt(x, t) + (a�− ξ(x, t))p(x, t)− (la�− lξ(x, t))q(x, t) = 0 in Q,
qt(x, t) + (k�− lc)q(x, t) + cp(x, t) = 0 in Q,
p(x, t) = q(x, t) = 0 on

∑
.

To the best of our knowledge, whether such observability holds is still an open problem.
So we put two controls in both equations. However, we must mention that this is not
completely natural, although it is needed for the theoretical analysis in this paper.

This paper is organized as follows. In section 2 we show the existence of a pair of
optimal time controls, and in section 3 we obtain the maximum principle for problem
(P ).

2. Existence of optimal time control. In this section we shall prove the
existence of a pair of optimal time controls if the initial datum (u0, h0) is close to
(ue, he). First, we apply the infinite dimensional Kakutani fixed point theorem to
prove the existence of a pair of admissible controls. Then we show the existence of a
pair of optimal time controls.

The main results obtained in this section are presented as follows.
Theorem 2.1. Let T > 0 be given and (u0(x), h0(x)) ∈ H1(Ω)×H2(Ω) be such

that

0 < ‖ue − u0‖21 + ‖he − h0‖2H2(Ω) ≤ min {ρ2, 1}e−c0(1+T+ 1
T ),(2.1)

where c0 is a positive constant independent of T . Then there exists a pair of controls
(w∗, v∗) ∈ (H1(0, T ;H))2 ∩Uρ such that the corresponding solution (uw

∗,v∗
, hw

∗,v∗
) ∈

H2,1(Q)× (H2,1(Q) ∩ L∞(0, T ;H2(Ω))) to (1.1), here Q = Ω× (0, T ), satisfies

uw
∗,v∗

(T ) = ue and hw
∗,v∗

(T ) = he.
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Theorem 2.1 amounts to saying that system (1.1) is locally exactly controllable
with controls in bounded set Uρ.

Corollary 2.2. Let (u0(x), h0(x)) ∈ H1(Ω)×H2(Ω) be such that

0 < ‖ue − u0‖21 + ‖he − h0‖2H2(Ω) ≤ min {ρ2, 1}e−3c0 ,(2.2)

where c0 is the constant in Theorem 2.1. Then there exists a pair of controls (w∗, v∗) ∈
(H1(0, 1;H))2∩Uρ such that the corresponding solution (uw

∗,v∗
, hw

∗,v∗
) ∈ H2,1(Q1)×

(H2,1(Q1)∩L∞(0, 1;H2(Ω))) to (1.1), where Q1 = Ω×(0, 1), satisfies uw
∗,v∗

(1) = ue,
hw

∗,v∗
(1) = he.

Theorem 2.3. Let (u0(x), h0(x)) ∈ H1(Ω) × H2(Ω) satisfy (2.2). Then there
exists at least one pair of optimal time controls for problem (P).

In order to prove the above theorems, we need the following preliminary results.
Lemma 2.4. Let ω0 ⊂ Ω be an arbitrary but fixed open subset such that ω0 ⊂ ω.

Then there exists a function
∼
ψ∈ C2(Ω) such that

∼
ψ> 0 for all x ∈ Ω,

∼
ψ= 0 on ∂Ω,

and |∇
∼
ψ (x)| > 0 in Ω\ω0.

The proof of Lemma 2.4 can be found in [11]. We omit it here.
Lemma 2.5. Let ω0 ⊂ Ω be an arbitrary but fixed open subset such that ω0 ⊂ ω.

Then there exists a function ψ ∈ C2(Ω) such that ψ > 1 for all x ∈ Ω, ψ = 1 on ∂Ω,

|∇ψ(x)| > 0 in Ω\ω0, and ‖ψ‖ ≤ 10
9 , where ‖ψ‖ denotes ‖ψ‖C(Ω).

Proof. Let ψ =
∼
ψ
n0

+ 1, where
∼
ψ is the function defined in Lemma 2.4 and n0 is

a positive integer such that ‖
∼
ψ ‖ ≤ 1

9n0. Then ψ is exactly what we desire. This
completes the proof.

Let ψ be given by Lemma 2.5, and set

ϕ(x, t) =
eλψ

t(T − t)
, α(x, t) =

eλψ − e
9
5λ‖ψ‖

t(T − t)
.

From now on, we shall omit all x, t in the functions of x and t if there is no ambiguity.
Next we shall give the proof of the Carleman inequality for the linear backward

heat equation, which is presented below for the sake of completeness and easy reference
(see also [10] and [11]).

Lemma 2.6. There exist constants λ0 ≥ 1 and s0 ≥ 1 such that for λ ≥ λ0 and
s ≥ s0(T + T 2), we have∫

Q

[(sϕ)−1(p2
t + |�p|2) + sϕ|∇p|2 + s3ϕ3p2]e2sα dx dt

≤ Cλ4

∫
Qω

s3ϕ3p2e2sα dx dt+ Cλ

∫
Q

g2e2sα dx dt

for all solutions p to the linear backward equation{
pt + b0�p = g in Q = Ω× (0, T ),
p = 0 on

∑
= ∂Ω× (0, T ),

(2.3)

where b0 is a positive constant, Qω = ω × (0, T ), and C denotes a positive constant
independent of T, p, λ, and s.

Proof. Let z = pesα; it follows that


zt + b0�z + (b0s
2λ2ϕ2|∇ψ|2 − b0sλ

2ϕ|∇ψ|2)z − 2b0sλϕ∇ψ · ∇z
−(b0sλϕ�ψ + sαt)z = gesα in Q,

z(x, 0) = z(x, T ) = 0 in Ω,
z = 0 on

∑
.
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We set{
X(t)z = −2b0(sλϕ∇ψ · ∇z + sλ2ϕ|∇ψ|2z),
B(t)z = −b0�z − b0sλ

2ϕ|∇ψ|2z − b0s
2λ2ϕ2|∇ψ|2z + (b0sλϕ�ψ + sαt)z;

it is easy to show that

zt +X(t)z −B(t)z = gesα in Q.(2.4)

First we shall show that as λ ≥ λ1 and s ≥ s1(T + T 2), where λ1 ≥ 1 and s1 ≥ 1
are constants independent of T ,∫

Q

s3λ4ϕ3|∇ψ|4z2 dx dt+

∫
Q

sλ2ϕ|∇ψ|2|∇z|2 dx dt

≤ C

(∫
Q

s3λ3ϕ3z2 dx dt+

∫
Q

sλϕ|∇z|2 dx dt+

∫
Q

g2e2sα dx dt

)
.

(2.5)

To this end, we set

Y = −
∫
Q

X(t)z ·B(t)z dx dt.

By the same arguments as those in [10] and [11], we may derive the following three
inequalities:

−2b0
∫
Q

(sλϕ∇ψ · ∇z + sλ2ϕ|∇ψ|2z) · b0�z dx dt

≥ 1

2
sλ2b20

∫
Q

ϕ|∇ψ|2|∇z|2 dx dt− C

∫
Q

sλ4ϕz2 dx dt− C

∫
Q

sλϕ|∇z|2 dx dt,
(2.6)

−2b0
∫
Q

sλϕ(∇ψ · ∇z) · b0(s2λ2ϕ2|∇ψ|2 + sλ2ϕ|∇ψ|2)z dx dt

≥ −C
∫
Q

s3λ3ϕ3z2 dx dt+ 3s3λ4b20

∫
Q

ϕ3|∇ψ|4z2 dx dt− C

∫
Q

s2λ3ϕ2z2 dx dt,
(2.7)

and

−2b0
∫
Q

sλϕ∇ψ · ∇z(−b0sλϕ�ψ · z − sαtz) dx dt

≥ −C
∫
Q

s3λ3ϕ3z2 dx dt− C

∫
Q

sλϕ|∇z|2 dx dt

−b0
∫
Q

s2λz2[λϕ|∇ψ|2αt + ϕ�ψαt + λϕϕt|∇ψ|2] dx dt,

(2.8)

where λ ≥ 1. Here and throughout the proof of Lemma 2.6, C denotes several positive
constants independent of T .

On the other hand, we have

ϕt = (2t− T )ϕ2e−λψ, αt =
eλψ − e

9
5λ‖ψ‖

e2λψ
(2t− T )ϕ2.

The latter combined with Lemma 2.5 indicates that

|ϕt| ≤ CTϕ2 and |αt| ≤ CTϕ2,
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which together with (2.8) yield that

−2b0
∫
Q

sλϕ∇ψ · ∇z(−b0sλϕ�ψ · z − sαtz) dx dt

≥ −C
∫
Q

s3λ3ϕ3z2 dx dt− C

∫
Q

sλϕ|∇z|2 dx dt− C

∫
Q

s2λ2Tϕ3z2 dx dt,

where λ ≥ 1. It follows from (2.6), (2.7), and the latter that

Y ≥
∫
Q

b20s
3λ4ϕ3|∇ψ|4z2 dx dt+

1

2

∫
Q

b20sλ
2ϕ|∇ψ|2|∇z|2 dx dt

−C
∫
Q

(sλ4ϕ+ s2λ4ϕ2 + s2λ2Tϕ3 + s3λ3ϕ3)z2 dx dt

−C
∫
Q

sλϕ|∇z|2 dx dt

(2.9)

as λ ≥ 1.
By (2.4) and the same arguments as above, we deduce that

2Y ≤ 2

∫
Q

zt ·B(t)z dx dt+

∫
Q

g2e2sα dx dt

≤ C

∫
Q

(sλ2Tϕ2 + s2λ2ϕ3T + sϕ2 + sT 2ϕ3)z2 dx dt+

∫
Q

g2e2sα dx dt

as λ ≥ 1. The latter combined with (2.9) implies that

∫
Q

s3λ4ϕ3|∇ψ|4z2 dx dt+

∫
Q

sλ2ϕ|∇ψ|2|∇z|2 dx dt

≤
∫
Q

(sλ4ϕ+ s2λ4ϕ2 + sϕ2 + sλ2Tϕ2 + s2λ2Tϕ3 + s3λ3ϕ3 + sT 2ϕ3)z2 dx dt

+C

∫
Q

sλϕ|∇z|2 + C

∫
Q

g2e2sα dx dt,

from which we obtain (2.5) as desired.
Next we claim that as λ ≥ λ2 and s ≥ s2(T + T 2), where λ2 ≥ λ1 and s2 ≥ s1

are constants independent of T ,∫
Q

s3λ3ϕ3p2e2sα dx dt+

∫
Q

sλϕ|∇p|2e2sα dx dt

≤ C

∫
Qω

s3λ3ϕ3p2e2sα dx dt+ C

∫
Q

g2e2sα dx dt.
(2.10)

To this end, we observe from Lemma 2.5 and (2.5) that

∫
Q\Qω0

s3λ4ϕ3z2 dx dt+

∫
Q\Qω0

sλ
7
6ϕ|∇z|2 dx dt

≤ C

∫
Qω0

(s3λ3ϕ3z2 + sλϕ|∇z|2) dx dt+ C

∫
Q

g2e2sα dx dt,
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where λ ≥ λ3, s ≥ s3(T + T 2), λ3 ≥ λ1, and s3 ≥ s1 are constants independent
of T . Substituting z = pesα into the latter inequality, after some calculation, we infer
that ∫

Q\Qω0

s3λ3ϕ3p2e2sα dx dt+

∫
Q\Qω0

sλϕ|∇p|2e2sα dx dt

≤ C

∫
Qω0

(s3λ3ϕ3p2 + sλϕ|∇p|2)e2sα dx dt+ C

∫
Q

g2e2sα dx dt,
(2.11)

where λ ≥ λ4, s ≥ s4(T + T 2), λ4 ≥ λ3, and s4 ≥ s3 are constants independent of T .
Taking χ ∈ C∞

0 (Ω) such that χ = 1 in ω0 and χ = 0 in Ω\ω, then multiplying (2.3)
by χϕpe2sα and integrating it over Q, we deduce

−b0
∫
Q

χϕ|∇p|2e2sα dx dt+
b0
2

∫
Q

p2�(χϕe2sα) dx dt− 1

2

∫
Q

p2χ(ϕe2sα)t dx dt

=

∫
Q

gχϕpe2sα dx dt,

which implies

∫
Qω0

sλϕ|∇p|2e2sα dx dt ≤ C

∫
Qω

s3λ3ϕ3p2e2sα dx dt+ C

∫
Q

g2e2sα dx dt.

Substituting the latter into (2.11), we deduce (2.10) as desired.

To finish the proof of Lemma 2.6, we multiply (2.3) by (sϕ)
−1

pte
2sα and then

integrate it over Q to get

∫
Q

(sϕ)
−1

p2
t e

2sα dx dt ≤ C

∫
Q

(sϕ)
−1

g2e2sα dx dt+ C

∫
Q

sλ2ϕ|∇p|2e2sα dx dt,

which together with (2.3) and (2.10) completes the proof.
Lemma 2.7. The following estimate holds:

‖f‖C([0,T ]) ≤ C

(
1

T
+ 1

)
‖f‖W 1,1(0,T ) ∀ f ∈W 1,1(0, T ),

where C > 0 is a constant independent of T and f .
Proof. It is well known that (cf. [1])

‖g‖C([0,1]) ≤ C‖g‖W 1,1(0,1) ∀ g ∈W 1,1(0, 1).

Here and throughout the proof of Lemma 2.7, C denotes several positive constants
independent of T from which we deduce that

‖f‖C([0,T ]) = ‖f(Tx)‖C([0,1]) ≤ C‖f(Tx)‖W 1,1(0,1)

≤ C

∥∥∥∥f
(
T

2
y

)∥∥∥∥
W 1,1(0,2)

≤ C

(
1

T
+ 1

)
‖f‖W 1,1(0,T ).

This completes the proof.
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Next we prove Theorem 2.1.
Proof of Theorem 2.1. Let h = y + he and u = z + ue. We are led to prove the

local null controllability of the system


yt − a�y + a1y + b1y
2 + by3 − cz = m(x)v(x, t) in Q = Ω× (0, T ),

zt − k�z + la�y + a2y + b2y
2 − lby3 + lcz

= m(x)(w(x, t)− lv(x, t)) in Q,
y(x, 0) = h0(x)− he(x) ≡ y0(x) in Ω,
z(x, 0) = u0(x)− ue(x) ≡ z0(x) in Ω,
y(x, t) = z(x, t) = 0 on

∑
= ∂Ω× (0, T ),

(2.12)

where a1 = 3bh2
e − b, b1 = 3bhe, a2 = lb− 3lbh2

e, and b2 = −3lbhe.
We shall use Kakutani’s fixed point theorem to prove it. To this end, we set

K = {ξ(x, t) ∈ L∞(Q) : |ξ(x, t)| ≤M a.e. (x, t) ∈ Q},(2.13)

where M = ‖a1‖L∞(Ω) + C0‖b1‖L∞(Ω) + bC2
0 and C0 is the best constant such that

inequality ‖y‖L∞(Ω) ≤ C0‖y‖H2(Ω) holds for all y ∈ H2(Ω). We fix ξ ∈ K and consider
the solution (yw,v, zw,v) ∈ (H2,1(Q) ∩ V )2 to the following linear system:


yt − a�y + ξy − cz = m(x)v(x, t) in Q = Ω× (0, T ),
zt − k�z + la�y − lξy + lcz = m(x)(w(x, t)− lv(x, t)) in Q,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
y(x, t) = z(x, t) = 0 on

∑
= ∂Ω× (0, T ).

(2.14)

Lemma 2.8. For all ξ ∈ K, there exist (w, v) ∈ (H1(0, T ;H))2, (y, z) ∈ (H2,1(Q)∩
V )2 satisfying (2.14) and such that

y(x, T ) = z(x, T ) = 0,(2.15)

‖w‖2H1(0,T ;H) + ‖v‖2H1(0,T ;H) ≤ ec
(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22),(2.16)

where c
(1)
0 > 0 is a constant independent of T, ξ, y0, and z0.

Proof. We set v(x, t) = w(x, t)− lv(x, t). For ε > 0, consider the following optimal
control problem:

Min

{
1

2

∫
Q

e−
3
2 sα(v2 + v2) dx dt+

1

2ε

∫
Ω

(y2(x, T ) + z2(x, T )) dx

}
subject to (2.14).

(2.17)

Let ((yε, zε), (vε, vε)) be an optimal pair for problem (2.17). (The existence follows
in a standard way; see, for instance, [2].) By the maximum principle, we have that

vε = mpεe
3
2 sα, vε = mqεe

3
2 sα a.e. in Q,(2.18)

where (pε, qε) is the solution to the dual backward system


(pε)t + (a�− ξ)pε − (la�− lξ)qε = 0 in Q,
(qε)t + (k�− lc)qε + cpε = 0 in Q,

pε(T ) = −1
εyε(T ), qε(T ) = −1

εzε(T ) in Ω,
pε(x, t) = qε(x, t) = 0 on

∑
.

(2.19)
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Taking (2.14), (2.18), and (2.19) into account, we obtain

1

ε

∫
Ω

(y2
ε(T ) + z2

ε(T )) dx+

∫
Qω

(p2
ε + q2

ε)e
3
2 sα dx dt

≤ |y0|2|pε(0)|2 + |z0|2|qε(0)|2.
(2.20)

Now we claim that as λ ≥ λ1 and s ≥ s1(T + T 2), the following inequality holds:∫
Q

[(sϕ)
−1

(|(pε)t|2 + |(qε)t|2 + |�pε|2 + |�qε|2) + sϕ(|∇pε|2 + |∇qε|2)

+s3ϕ3(p2
ε + q2

ε)]e
2sα dx dt ≤

∫
Qω

(p2
ε + q2

ε)e
3
2 sα dx dt,

(2.21)

where λ1 ≥ λ0 and s1 ≥ s0 are constants independent of T , and λ0 and s0 are the
constants arising in Lemma 2.6.

To this end, we apply Lemma 2.6 to (2.19)1 and (2.19)2 (the first and the second
equations of (2.19)), respectively, to obtain∫

Q

[(sϕ)−1(|(pε)t|2 + |�pε|2) + sϕ|∇pε|2 + s3ϕ3p2
ε]e

2sα dx dt

≤ Cλ4

∫
Qω

s3ϕ3p2
εe

2sα dx dt+ Cλ

∫
Q

q2
εe

2sα dx dt+ Cλ

∫
Q

|�qε|2e2sα dx dt,
(2.22)

∫
Q

[(sϕ)−1(|(qε)t|2 + |�qε|2) + sϕ|∇qε|2 + s3ϕ3q2
ε ]e

2sα dx dt

≤ Cλ4

∫
Qω

s3ϕ3q2
εe

2sα dx dt+ Cλ

∫
Q

p2
εe

2sα dx dt,
(2.23)

where λ ≥ λ2, s ≥ s2(T + T 2), λ2 ≥ λ0, and s2 ≥ s0 are constants independent
of T . Here and throughout the proof of Lemma 2.8, C > 0 denotes several positive
constants independent of T .

On the other hand, we have


(t(T − t)pε)t + (a�− ξ)(t(T − t)pε) = t(T − t)(la�− lξ)qε
+(T − 2t)pε in Q,

t(T − t)pε = 0 on
∑

.

By applying (2.10) to the latter system, it follows that∫
Q

s3λ3ϕe2λψp2
εe

2sα dx dt+

∫
Q

sλϕ−1e2λψ|∇pε|2e2sα dx dt

≤ C

∫
Qω

s3λ3ϕe2λψp2
εe

2sα dx dt

+ CsT 2eλ‖ψ‖
∫
Q

[(sϕ)
−1|�qε|2 + s3ϕ3q2

ε ]e
2sα dx dt,

where λ ≥ λ3, s ≥ s3(T + T 2), λ3 ≥ λ2, and s3 ≥ s2 are constants independent of T .
Together with (2.23), the latter implies that∫

Q

s3λ3ϕe2λψp2
εe

2sα dx dt+

∫
Q

sλϕ−1e2λψ|∇pε|2e2sα dx dt

≤ C

∫
Qω

s3λ3ϕe2λψp2
εe

2sα dx dt+ Cs4T 2eλ‖ψ‖λ4

∫
Qω

q2
εϕ

3e2sα dx dt
(2.24)
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and ∫
Q

[(sϕ)−1(|(qε)t|2 + |�qε|2) + sϕ|∇qε|2 + s3ϕ3q2
ε ]e

2sα dx dt

≤ C

∫
Qω

s3λ4ϕ3q2
εe

2sα dx dt+ CT 2

∫
Qω

ϕp2
εe

2sα dx dt.
(2.25)

Now (2.21) follows from (2.22) and (2.25) immediately.
Next we shall show that

‖vε‖2H1(0,T ;H) + ‖vε‖2H1(0,T ;H) ≤ e
Cse

9
5
λ‖ψ‖

T2 (|y0|22 + |z0|22),(2.26)

where λ ≥ λ4, s ≥ s4(T + T 2 + T 3), λ4 ≥ λ1, and s4 ≥ s1 are constants independent
of T .

Multiplying (2.19)1 and (2.19)2 by δpε and qε, respectively, where δ > 0 is suitably
chosen, and then integrating them on Ω × (τ, t), after some elementary calculation,
we may obtain that

|pε(τ)|22 + |qε(τ)|22 +
∫ t

τ

(|∇pε|22 + |∇qε|22) ds

≤ C(|pε(t)|22 + |qε(t)|22) + C

∫ t

τ

(|pε|22 + |qε|22) ds,

where 0 ≤ τ ≤ t ≤ T . The latter combined with Gronwall’s inequality indicates that

|pε(0)|22 + |qε(0)|22 ≤ C(|pε(t)|22 + |qε(t)|22)eCT ∀ 0 ≤ t ≤ T.

Integrating the latter on (T4 ,
3
4T ), we get that

|pε(0)|22 + |qε(0)|22
≤ CeCT

T

∫ 3
4T

T
4

∫
Ω

(p2
ε + q2

ε) dx dt

=
CeCT

T

∫ 3
4T

T
4

∫
Ω

s−3ϕ−3e−2sαs3ϕ3(p2
ε + q2

ε)e
2sα dx dt

≤ 1

2
e

32s
T2 e

9
5
λ‖ψ‖

∫
Q

s3ϕ3(p2
ε + q2

ε)e
2sα dx dt,

where λ ≥ λ5, s ≥ s5(T + T 2 + T 3), λ5 ≥ λ1, and s5 ≥ s1 are constants independent
of T . This together with (2.21) yields that

|pε(0)|22 + |qε(0)|22 ≤
1

2
e

32s
T2 e

9
5
λ‖ψ‖

∫
Qω

(p2
ε + q2

ε)e
3
2 sα dx dt.

The latter together with (2.20) shows that

1

ε

∫
Ω

(y2
ε(T ) + z2

ε(T )) dx+

∫
Qω

(p2
ε + q2

ε)e
3
2 sα dx dt

≤ e
32s
T2 e

9
5
λ‖ψ‖

(|y0|22 + |z0|22),
(2.27)

which, combined with (2.18), indicates that∫
Q

(v2
ε + v2

ε) dx dt+
1

ε

∫
Ω

(y2
ε(T ) + z2

ε(T )) dx ≤ e
32s
T2 e

9
5
λ‖ψ‖

(|y0|22 + |z0|22).(2.28)

Thus (2.26) follows immediately from (2.18), (2.21), (2.27), and (2.28).
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Now we claim that

‖yε(t)‖21 + ‖zε(t)‖21 + ‖yε‖2H2,1(Q) + ‖zε‖2H2,1(Q)

≤ e
Cse

9
5
λ‖ψ‖

T2 (‖y0‖21 + ‖z0‖21),
(2.29)

where λ ≥ λ6, s ≥ s6(T + T 2 + T 3), λ6 ≥ λ4, and s6 ≥ s4 are constants independent
of T .

Multiplying (2.14)1 and (2.14)2 by yε and δzε in L2(Ω), respectively, where δ > 0 is
suitably chosen, and then integrating them over (0, t), after some calculation involving
Gronwall’s inequality and (2.26), we obtain

|yε(t)|22 + |zε(t)|22 +
∫ T

0

(|∇yε|22 + |∇zε|22) ds ≤ e
Cse

9
5
λ‖ψ‖

T2 (|y0|22 + |z0|22).(2.30)

Multiplying (2.14)1 and (2.14)2 by −�yε and −�zε in H, respectively, and then
integrating them over (0, t), after some elementary calculation, we deduce that

|∇yε(t)|22 + a

∫ t

0

|�yε|22 ds ≤ |∇y0|22 + C

∫ t

0

(|vε|22 + |yε|22 + |zε|22) ds

and

|∇zε(t)|22 + k

∫ t

0

|�zε|22 ds ≤ |∇z0|22 + C

∫ t

0

(|�yε|22 + |vε|22 + |yε|22 + |zε|22) ds,

which together with (2.14), (2.26), and (2.30) imply (2.29) as desired.
By (2.26) and (2.29) and by Arzela–Ascoli theorem and the Aubin compactness

theorem, there exist subsequences of {yε}, {zε}, {wε}, and {vε}, still denoted in the
same way, such that

yε → y and zε → z weakly in H1(0, T ;H) ∩ L2(0, T ;H2(Ω)),
strongly in L2(0, T ;V ) ∩ C([0, T ];H),

wε → w, vε → v weakly in H1(0, T ;H),

and

‖wε‖2H1(0,T ;H) + ‖vε‖2H1(0,T ;H) ≤ ea0s4e
9
5
λ4‖ψ‖(1+T+ 1

T )(|y0|22 + |z0|22),

where a0 > 0 is a constant independent of T . If we set c
(1)
0 = a0s4e

9
5λ4‖ψ‖, then the

latter together with (2.28) implies (2.15) and (2.16). By passing to the limit for ε→ 0
in (2.14), we conclude that (y, z) and (w, v) satisfy (2.14). This completes the proof
of Lemma 2.8.

Proof of Theorem 2.1 (continued). We set KT = {ξ(x, t) ∈ L∞(0, T ;H2(Ω)∩V )∩
H1(0, T ;V ) : µ(ξ) ≤ 1}, where µ(ξ) =

√
‖ξ‖2H1(0,T ;V ) + ‖ξ‖2L∞(0,T ;H2(Ω)).

Define the multivalued map Ψ : KT −→ L2(Q) by

Ψ(ξ) = {yw,v ∈ L2(0, T ;H2(Ω) ∩ V ) ∩H1(0, T ;H) : yw,v(T ) = zw,v(T ) = 0,

‖w‖2H1(0,T ;H) + ‖v‖2H1(0,T ;H) ≤ ec
(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22)},
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where c
(1)
0 > 0 is the constant arising in Lemma 2.8 and (yw,v, zw,v) is the solution to

the following equation:


yt − a�y + (a1 + b1ξ + bξ2)y − cz = m(x)v(x, t) in Q = Ω× (0, T ),
zt − k�z + la�y + (a2 + b2ξ − lbξ2)y + lcz

= m(x)(w(x, t)− lv(x, t)) in Q,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
y(x, t) = z(x, t) = 0 on

∑
= ∂Ω× (0, T ).

(2.31)

Then by Lemma 2.8, we have that

Ψ(ξ) �= ∅.(2.32)

Moreover, one can easily check that

KT is a convex set in L2(Q) and
Ψ(ξ) is a convex set in L2(Q) for each ξ ∈ KT .

(2.33)

Next we shall show that

KT is a compact subset in L2(Q).(2.34)

Indeed, for any sequence {ξn} ⊂ KT , by the definition of KT , we have

‖ξn‖2H1(0,T ;V ) + ‖ξn‖2L∞(0,T ;H2(Ω)) ≤ 1.(2.35)

Thus there exists a subsequence of {ξn}, still denoted by itself, such that

ξn → ξ weak star in L∞(0, T ;H2(Ω)),
weakly in H1(0, T ;V ) and strongly in L2(Q).

(2.36)

It follows from (2.35) and (2.36) that

‖ξ‖2H1(0,T ;V ) + ‖ξ‖2L∞(0,T ;H2(Ω)) ≤ 1,

which implies ξ ∈ KT , and (2.34) follows.
Next we prove that Ψ is upper-semicontinuous in L2(Q); i.e., if ξn ∈ KT is such

that ξn →
∼
ξ strongly in L2(Q) and yn ≡ ywn,vn ∈ Ψ(ξn) is strongly convergent to

∼
y

in L2(Q), then
∼
y∈ Ψ(

∼
ξ).

To this end, we observe first that

‖ξn‖2H1(0,T ;V ) + ‖ξn‖2L∞(0,T ;H2(Ω)) ≤ 1.

However, ξn →
∼
ξ strongly in L2(Q); thus there exists a subsequence of {ξn}, still

denoted by itself, such that

ξn →
∼
ξ weak star in L∞(0, T ;H2(Ω)),
weakly in H1(0, T ;V ) and strongly in L2(Q),

(2.37)

and hence

∼
ξ∈ KT .(2.38)
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Because

‖wn‖2H1(0,T ;H) + ‖vn‖2H1(0,T ;H) ≤ ec
(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22),(2.39)

by the same arguments as those in the proof of Lemma 2.8, we deduce that

‖yn(t)‖21 + ‖zn(t)‖21 + ‖yn‖2H2,1(Q) + ‖zn‖2H2,1(Q) ≤ eCc
(1)
0 (1+T+ 1

T )(‖y0‖21 + ‖z0‖21).
This together with (2.39) indicates that there exist subsequences of {yn}, {zn}, {wn},
and {vn}, still denoted in the same way, such that

yn → y, zn → z weakly in L2(0, T ;H2(Ω)) ∩W 1,2(0, T ;H),
strongly in L2(0, T ;V ) ∩ C([0, T ];H),

wn →∼
w, vn →∼

v weakly in H1(0, T ;H).

(2.40)

This implies

∼
y= y a.e. in Q.

Passing to the limit n→∞ in (2.31) and using (2.37)–(2.40), we obtain

‖ ∼
w ‖2H1(0,T ;H) + ‖

∼
v ‖2H1(0,T ;H) ≤ ec

(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22)

and
∼
y≡ y

∼
w,

∼
v ∈ Ψ(

∼
ξ) as desired.

To finish the proof of Theorem 2.1, we fix ξ ∈ KT , then take y ∈ Ψ(ξ) and
multiply (scalarly in H) (2.31)1 by −�y′(here y′ = yt), and integrate it over (0, t).
After some calculation, we deduce that

|�y(t)|22 +
∫ t

0

|∇y′(s)|22 ds ≤ C(‖y0‖2H2(Ω) + |v(t)|22 + |v(0)|22 + |∇y(t)|22)

+C

∫ t

0

(|∇y|22 + |∇z|22 + |�y|22 + |vs|22) ds.
(2.41)

Since y ∈ Ψ(ξ), we have that

‖w‖2H1(0,T ;H) + ‖v‖2H1(0,T ;H) ≤ ec
(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22).(2.42)

By the same arguments as those in Lemma 2.8, we obtain that

‖y(t)‖21 + ‖z(t)‖21 + ‖y‖2H2,1(Q) + ‖z‖2H2,1(Q)

≤ eCc
(1)
0 (1+T+ 1

T )(‖y0‖21 + ‖z0‖21).
(2.43)

Here and throughout the proof of Theorem 2.1, C denotes several positive constants
independent of T . Now it follows from Lemma 2.7 and (2.41)–(2.43) that

‖y(t)‖2L∞(0,T ;H2(Ω)) + ‖y‖2H1(0,T ;V ) ≤ e
∼
a0c

(1)
0 (1+T+ 1

T )(‖y0‖2H2(Ω) + ‖z0‖21)(2.44)

and

‖w‖2L∞(0,T ;H) + ‖v‖2L∞(0,T ;H) ≤ e
∼
a0c

(1)
0 (1+T+ 1

T )(|y0|22 + |z0|22),(2.45)

where
∼
a0> 0 is a constant independent of T .



1496 LIJUAN WANG AND GENGSHENG WANG

Let c0 =
∼
a0 c

(1)
0 . Then for 0 < ‖y0‖2H2(Ω) + ‖z0‖21 ≤ min {ρ2, 1}e−c0(1+T+ 1

T ), we
have

‖w‖2L∞(0,T ;H) + ‖v‖2L∞(0,T ;H) ≤ ρ2(2.46)

and

µ(y) =
√
‖y‖2H1(0,T ;V ) + ‖y‖2L∞(0,T ;H2(Ω)) ≤ 1.

Hence

Ψ(KT ) ⊂ KT .

By (2.32), (2.33), (2.34), and the upper-semicontinuity of Ψ, we may use the infi-
nite dimensional Kakutani fixed point theorem to obtain that there exists y∗ ∈ Ψ(y∗)
or, equivalently, that there exist y∗ ∈ L∞(0, T ;H2(Ω)∩V )∩H1(0, T ;V ) and (w∗, v∗) ∈
(H1(0, T ;H))2, which satisfy system (2.12) and y∗(T ) = z∗(T ) = 0. Moreover, w∗

and v∗ satisfy estimate (2.46). This completes the proof of Theorem 2.1.

Proof of Corollary 2.2. It is clear that f(T ) ≡ e−c0(1+T+ 1
T ) attains its supremum

on (0,+∞) at T = 1. For (u0(x), h0(x)) ∈ H1(Ω)×H2(Ω) satisfying condition (2.2),
by taking T = 1 in Theorem 2.1, Corollary 2.2 follows immediately. This completes
the proof of Corollary 2.2.

Now we are in the position to prove Theorem 2.3.
Proof of Theorem 2.3. We observe first that problem (P ) is equivalent to the

problem

(P ′) inf{T : yw,v(T ) = zw,v(T ) = 0, (w, v) ∈ Uρ} ≡ inf QT ,

where (yw,v, zw,v) is the solution of the following system:


yt − a�y + a1y + b1y
2 + by3 − cz
= m(x)v(x, t) in Q∞ = Ω× (0,∞),

zt − k�z + la�y + a2y + b2y
2 − lby3 + lcz

= m(x)(w(x, t)− lv(x, t)) in Q∞,
y(x, 0) = h0(x)− he(x) ≡ y0(x) in Ω,
z(x, 0) = u0(x)− ue(x) ≡ z0(x) in Ω,
y(x, t) = z(x, t) = 0 on

∑
∞ = ∂Ω× (0,∞).

(2.47)

By Corollary 2.2, it is clear that under the assumptions of Theorem 2.3, the
set QT is not empty. Let T ∗ = inf QT ; then it is clear that 0 ≤ T ∗ < ∞ and
there exist a nonincreasing sequence {Tm} and a sequence {(wm, vm)} ⊂ Uρ such
that Tm → T ∗, ywm,vm(Tm) = zwm,vm(Tm) = 0. Moreover, (ywm,vm , zwm,vm) is the
solution to (2.47), where v = vm, w = wm.

We let ym ≡ ywm,vm and zm ≡ zwm,vm ; it is clear that


(ym)t − a�ym + a1ym + b1y
2
m + by3

m

−czm = m(x)vm in Q = Ω× (0, T ),
(zm)t − k�zm + la�ym + a2ym + b2y

2
m − lby3

m

+lczm = m(x)(wm − lvm) in Q,
ym(x, 0) = y0(x), zm(x, 0) = z0(x) in Ω,
ym(x, t) = zm(x, t) = 0 on

∑
= ∂Ω× (0, T ),

(2.48)

where T > T1 is an arbitrary but fixed constant.
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Multiplying (2.48)1 and (2.48)2 by ym and zm in L2(Ω) and integrating them over
(0, t), respectively, after some calculation, we obtain

|ym(t)|22 +
∫ t

0

|∇ym(s)|22 ds+
∫ t

0

‖ym(s)‖4L4(Ω) ds

≤ C

(
|y0|22 +

∫ t

0

|zm(s)|22 ds+ 1

)(2.49)

and

|zm(t)|22 +
∫ t

0

|∇zm(s)|22 ds

≤ C(|y0|22 + |z0|22 + 1) + C

∫ t

0

∫
Ω

y6
m dx ds+ C

∫ t

0

|zm(s)|22 ds.
(2.50)

Multiplying (2.48)1 by 4y3
m in L2(Ω), integrating it over (0, t), and using (2.49), we

get

‖ym(t)‖4L4(Ω) + 12a

∫ t

0

∫
Ω

y2
m|∇ym|2 dx ds+ 2b

∫ t

0

∫
Ω

y6
m dx ds

≤ C(‖y0‖4L4(Ω) + |y0|22 + 1) + C

∫ t

0

|zm(s)|22 ds,
(2.51)

which, combined with (2.50), implies that

|zm(t)|22 +
∫ T

0

|∇zm(s)|22 ds
≤ C(|y0|22 + |z0|22 + ‖y0‖4L4(Ω) + 1) ∀ t ∈ [0, T ].

(2.52)

It follows from (2.49), (2.51), and (2.52) that

‖ym(t)‖4L4(Ω) + |ym(t)|22 +
∫ T

0

|∇ym(t)|22 dt

+

∫ T

0

∫
Ω

y2
m|∇ym|2 dx dt+

∫ T

0

‖ym‖6L6(Ω) dt

≤ C(|y0|22 + |z0|22 + ‖y0‖4L4(Ω) + 1).

(2.53)

Multiplying (2.48)1 by −�ym in L2(Ω) and integrating it over (0, t), by (2.48)1,
(2.52), and (2.53), after some elementary calculation, we get

‖ym(t)‖21 + ‖ym‖2H2,1(Q)

≤ C(‖y0‖21 + |z0|22 + ‖y0‖4L4(Ω) + 1) ∀ t ∈ [0, T ].
(2.54)

Similarly, we deduce that

‖zm(t)‖21 + ‖zm‖2H2,1(Q)

≤ C(‖y0‖21 + ‖z0‖21 + ‖y0‖4L4(Ω) + 1) ∀ t ∈ [0, T ].
(2.55)

By (2.54) and (2.55), we conclude that there exist subsequences of {ym} and {zm},
still denoted in the same way, such that

ym → y and zm → z weakly in W 1,2([0, T ];H) ∩ L2(0, T ;H2(Ω)),
strongly in L2(0, T ;V ) ∩ C([0, T ];H).

(2.56)
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Since (wm, vm) ∈ Uρ, there exist subsequences of {wm} and {vm}, still denoted
by themselves, such that

wm → w and vm → v weakly in L2(0, T ;H).

Moreover, (w, v) ∈ Uρ. By passing to the limit for m→∞ in (2.48), we conclude that
(yw,v, zw,v) and (w, v) satisfy (2.47).

On the other hand, it follows from (2.56) that

|y(T ∗;w, v)|2 ≤ |y(T ∗;w, v)− ym(T ∗)|2 + |ym(T ∗)− ym(Tm)|2
≤ |y(T ∗;w, v)− ym(T ∗)|2 + C(Tm − T ∗)

1
2 → 0,

which implies that y(T ∗;w, v) = 0. Similarly, we may obtain that z(T ∗;w, v) = 0
from which we see that T ∗ �= 0. Otherwise, we should have y0(x) = z0(x) = 0, which
contradicts assumption (2.2). Hence problem (P ′) has at least one solution. This
completes the proof.

3. Maximum principle. In this section, we shall derive the maximum principle
for optimal time control problem (P ) (or, equivalently, (P ′)) in the case that ω ≡ Ω
and al2 − 4k ≤ 0 in system (1.1). In what follows, we denote by sgnq the signum
function of q.

We state first the maximum principle for the case that n = 1, 2 as follows.
Theorem 3.1. Let (w∗, v∗) be a pair of optimal time controls for system (1.1)

and (u∗, h∗) be the pair of corresponding optimal states. Then there exists (p, q) ∈
(C([0, T ∗];H) ∩ L2(0, T ∗;V ) ∩W 1,2([0, T ∗];V ∗))2 such that


pt + a�p− la�q − [a1 + 2b1(h

∗ − he)
+3b(h∗ − he)

2](p− lq) = 0 a.e. t ∈ (0, T ∗),
qt + k�q − lcq + cp = 0 a.e. t ∈ (0, T ∗),

(3.1)

{
w∗(t) = ρsgnq(t) a.e. t ∈ (0, T ∗),
v∗(t) = ρsgn(p(t)− lq(t)) a.e. t ∈ (0, T ∗),(3.2)

−〈(A+B)(h∗(t)− he, u
∗(t)− ue), (p(t), q(t))〉
+ρ(|q(t)|2 + |p(t)− lq(t)|2) = 1 a.e. t ∈ (0, T ∗).(3.3)

Here T ∗ is the minimal time, A(y, z) = (−a�y, la�y−k�z), B(y, z) = (a1y+ b1y
2+

by3 − cz, a2y + b2y
2 − lby3 + lcz), and a1, a2, b1, b2 are given in (2.12).

For the case that n = 3, in order to obtain the maximum principle, we need
further assumptions. To this end we shall introduce a constant η0 and a function a0.
By Sobolev’s imbedding theorem and the Poincaré inequality, we have that

‖y‖L6(Ω) ≤ C1|∇y|2 ∀ y ∈ V,

where C1 > 0 is the best constant such that the above inequality holds. Now we
define η0 and a0(b, c, ρ, l) as follows:

η0 =
[b2C2

1 (C
2
1 + 6‖he‖ · |Ω| 16 )

2
+ 4bρ]

1
2 − bC1(C

2
1 + 6‖he‖ · |Ω| 16 )

4bC1
,

a0(b, c, ρ, l)

= exp
{
e10(b‖he‖2+b+c+1)(l + l‖he‖2 + l

b
+ 1)(ρ2 + 4) + 4ρ2l2 + 2l|Ω| 13C4

1

}
+8b|Ω| 13C4

1 ,
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where here and throughout section 3, ‖he‖ and |Ω| denote ‖he‖L∞(Ω) and the volume
of Ω, respectively.

Now we present the maximum principle for the case that n = 3.
Theorem 3.2. Let (w∗, v∗) be a pair of optimal time controls for system (1.1) and

(u∗, h∗) be the pair of corresponding optimal states. If h0 satisfies |∇(h0 − he)|22 ≤ η0

and (2.2), a ≥ η−1
0 a0(b, c, ρ, l), then there exists (p, q) ∈ (C([0, T ∗];H)∩L2(0, T ∗;V )∩

W 1,2([0, T ∗];V ∗))2 such that (3.1)–(3.3) hold.
In order to prove Theorems 3.1 and 3.2, we approximate the optimal time control

problem (P ) by a free optimal time control problem defined later. To this end, we
first construct the penalty functional Lε : R

+ × L∞(0,∞;H)× L∞(0,∞;H) −→ R+

as follows, which is based on the penalty functionals defined in [2] and [3] after some
modification.

Lε(T,w, v) = T +

∫ T

0

[
g(w) + g(v) +

ε

2
(|w(t)|22 + |v(t)|22)

]
dt

+
1

2ε
(|y(T )|22 + |z(T )|22)

+
1

2

∫ T

0

[∣∣∣∣
∫ t

0

(w(s)− w∗(s)) ds
∣∣∣∣
2

2

+

∣∣∣∣
∫ t

0

(v(s)− v∗(s)) ds
∣∣∣∣
2

2

]
dt,

(3.4)
where (y, z) is the solution of the system



yt − a�y + a1y + b1y
2 + by3 − cz = v(x, t) in Ω× (0,∞),

zt − k�z + la�y + a2y
+b2y

2 − lby3 + lcz = w(x, t)− lv(x, t) in Ω× (0,∞),
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
y(x, t) = z(x, t) = 0 on ∂Ω× (0,∞)

(3.5)

and g : H −→ R = (−∞,+∞] is defined by

g(u) =

{
0 if |u|2 ≤ ρ,
+∞ otherwise.

(3.6)

Here a1, a2, b1, and b2 are given in (2.12).
We consider the approximating optimal control problem as follows:

(P ε) Minimize Lε(T,w, v) over all (T,w, v) ∈ R+ × L∞(0,∞;H)× L∞(0,∞;H).

First, we show the existence of the optimal solutions for problem (P ε) for each
ε > 0.

Lemma 3.3. For each ε > 0, problem (P ε) has at least one optimal solution.
Proof. Let ε > 0 be fixed. It is clear that inf Lε(T,w, v) > −∞.
Let d = inf{Lε(T,w, v) : (T,w, v) ∈ R+ × L∞(0,∞;H) × L∞(0,∞;H)} and

{(Tn, wn, vn)} be a minimizing sequence such that

d ≤ Lε(Tn, wn, vn) ≤ d+
1

n
.(3.7)

We set

wn(s) =

{
wn(s) if s ∈ [0, Tn],
w∗(s) otherwise

(3.8)
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and

vn(s) =

{
vn(s) if s ∈ [0, Tn],
v∗(s) otherwise.

(3.9)

Let (yn, zn) and (yn, zn) be the solutions of system (3.5) corresponding to (wn, vn) and
(wn, vn), respectively. It is clear that (yn(s), zn(s)) = (yn(s), zn(s)) for s ∈ [0, Tn].
This together with (3.4) and (3.7)–(3.9) implies that

d ≤ Lε(Tn, wn, vn) = Lε(Tn, wn, vn) ≤ d+
1

n
,(3.10)

which, combined with (3.8) and (3.9), implies that

lim sup
n→∞

Tn ≤ d and (wn, vn) ∈ Uρ.

So there exists a subsequence of {n}, still denoted by itself, such that

Tn → T0, wn → w, and vn → v weak star in L∞(0,∞;H),(3.11)

where (w, v) ∈ Uρ. By the same arguments as those in the proof of Theorem 2.3 (see
(2.54) and (2.55)), we get

yn → y and zn → z
weakly in H1([0, T0 + 1];H) ∩ L2(0, T0 + 1;H2(Ω)),
strongly in L2(0, T0 + 1;V ) ∩ C([0, T0 + 1];H),

(3.12)

where (y, z) is the solution of (3.5) corresponding to (w, v). These together with
(3.10), (3.11), and the weakly lower semicontinuity of the convex integrand indicate
that

T0 +

∫ T0

0

[
g(w) + g(v) +

ε

2
(|w(t)|22 + |v(t)|22)

]
dt+

1

2ε
(|y(T0)|22 + |z(T0)|22)

+
1

2

∫ T0

0

[∣∣∣∣
∫ t

0

(w(s)− w∗(s)) ds
∣∣∣∣
2

2

+

∣∣∣∣
∫ t

0

(v(s)− v∗(s)) ds
∣∣∣∣
2

2

]
dt = d.

(3.13)

Hence Lε(T0, w, v) = d, which completes the proof of Lemma 3.3.
Lemma 3.4. Let (Tε, wε, vε) be optimal for problem (P ε). Then for ε → 0, we

have

Tε → T ∗, lim
ε→0

∫ Tε

0

[∣∣∣∣
∫ t

0

(wε − w∗) ds
∣∣∣∣
2

2

+

∣∣∣∣
∫ t

0

(vε − v∗) ds
∣∣∣∣
2

2

]
dt = 0

and for all T < T ∗,

wε → w∗ and vε → v∗ weak star in L∞(0, T ;H),

yε → y∗ and zε → z∗

weakly in H1([0, T ];H) ∩ L2(0, T ;H2(Ω)),
strongly in L2(0, T ;V ) ∩ C([0, T ];H),

where (yε, zε) is the solution of (3.5) corresponding to (wε, vε).
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Proof. Let

wε(s) =

{
wε(s) if s ∈ [0, Tε],
w∗(s) otherwise,

(3.14)

vε(s) =

{
vε(s) if s ∈ [0, Tε],
v∗(s) otherwise,

(3.15)

and (yε(s), zε(s)) be the solution of (3.5) corresponding to (wε(s), vε(s)). It is clear
that (yε(s), zε(s)) = (yε(s), zε(s)) for s ∈ [0, Tε].

By optimality of (Tε, wε, vε), we have

Lε(Tε, wε, vε) = Lε(Tε, wε, vε) ≤ Lε(T
∗, w∗, v∗),(3.16)

which, combined with (3.14) and (3.15), yields that

(wε, vε) ∈ Uρ, lim sup
ε→0

Tε ≤ T ∗,(3.17)

and

yε(Tε)→ 0, zε(Tε)→ 0 strongly in H.(3.18)

Thus, on a subsequence of {ε}, still denoted by itself, we have

Tε → T0, wε → w, and vε → v weak star in L∞(0,∞;H),(3.19)

where (w, v) ∈ Uρ. By the same arguments as those in the proof of Theorem 2.3 (see
(2.54) and (2.55)), we get

yε → y and zε → z
weakly in H1([0, T0 + 1];H) ∩ L2(0, T0 + 1;H2(Ω)),
strongly in L2(0, T0 + 1;V ) ∩ C([0, T0 + 1];H),

(3.20)

where (y, z) is the solution of (3.5) corresponding to (w, v). These together with
(3.14), (3.15), (3.18), and (3.19) indicate that for all T < T0,

wε → w and vε → v weak star in L∞(0, T ;H),(3.21)

yε → y and zε → z
weakly in H1([0, T ];H) ∩ L2(0, T ;H2(Ω) ∩ V ),
strongly in L2(0, T ;V ) ∩ C([0, T ];H),

(3.22)

y(T0) = 0, z(T0) = 0.

Hence (w, v) is admissible.
By (3.16), (3.17), (3.19), (3.21), (3.22), and the weakly lower semicontinuity

of the convex integrand, we get that T0 = T ∗, (w(s), v(s)) = (w∗(s), v∗(s)), and
(y(s), z(s)) = (y∗(s), z∗(s)) for a.e. s < T ∗.

This completes the proof of Lemma 3.4.
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Lemma 3.5. Let (Tε, wε, vε) be optimal for problem (P ε). Then there exists
(pε, qε) ∈ (H1([0, Tε];H) ∩ C([0, Tε];V ))2 such that



p′ε + a�pε − la�qε
−(a1 + 2b1yε + 3by2

ε)(pε − lqε) = 0 a.e. t ∈ (0, Tε),
q′ε + k�qε − lcqε + cpε = 0 a.e. t ∈ (0, Tε),
pε(Tε) = − 1

εyε(Tε) in Ω,

qε(Tε) = − 1
εzε(Tε) in Ω,

(3.23)

qε(t) ∈ ∂g(wε(t)) + εwε(t) +

∫ Tε

t

ds

∫ s

0

(wε − w∗) dτ ∀ t ∈ (0, Tε),(3.24)

pε(t)− lqε(t)

∈ ∂g(vε(t)) + εvε(t) +

∫ Tε

t

ds

∫ s

0

(vε − v∗) dτ ∀ t ∈ (0, Tε),
(3.25)

1 ≤ ε

2
(|wε(Tε)|22 + |vε(Tε)|22) + ρ|pε(Tε)− lqε(Tε)− εvε(Tε)|2

+ρ|qε(Tε)− εwε(Tε)|2 − 〈(A+B)(yε(Tε), zε(Tε)), (pε(Tε), qε(Tε))〉

≤ 1 +
1

2



∣∣∣∣∣
∫ Tε

0

(wε − w∗) ds

∣∣∣∣∣
2

2

+

∣∣∣∣∣
∫ Tε

0

(vε − v∗) ds

∣∣∣∣∣
2

2


 ,

(3.26)

where ∂g(u) = {w ∈ H, 〈w, u− v〉 ≥ 0 for all v ∈ H, |v|2 ≤ ρ}.
Proof. Since (Tε, wε, vε) is optimal for problem (P ε), we have

Lε(Tε, wε, vε) ≤ Lε(Tε, wε + λw, vε + λv)

for all (w, v) ∈ (L∞(0,∞;H))2 and λ > 0, which yields∫ Tε

0

[g′(wε;w) + g′(vε; v) + ε(〈wε, w〉+ 〈vε, v〉)] dt

+
1

ε
(〈ϕε(Tε), yε(Tε)〉+ 〈ψε(Tε), zε(Tε)〉)

+

∫ Tε

0

[〈∫ t

0

(wε − w∗) ds,
∫ t

0

w ds

〉
+

〈∫ t

0

(vε − v∗) ds,
∫ t

0

v ds

〉]
dt ≥ 0,

(3.27)

where g′ is the directional derivative of g, and (ϕε, ψε) ∈ (H1([0, Tε];H)∩L2(0, Tε;H
2(Ω)∩

V ))2 is the solution to the variational system of (3.5) at (yε, zε), i.e.,


ϕ′
ε − a�ϕε + (a1 + 2b1yε + 3by2

ε)ϕε − cψε = v in Ω× (0, Tε),
ψ′
ε − k�ψε + la�ϕε

+(a2 + 2b2yε − 3lby2
ε)ϕε + lcψε = w − lv in Ω× (0, Tε),

ϕε = ψε = 0 on ∂Ω× (0, Tε),
ϕε(x, 0) = ψε(x, 0) = 0 in Ω.

(3.28)

Let (pε, qε) ∈ (H1([0, Tε];H) ∩ L2(0, Tε;H
2(Ω) ∩ V ))2 be the solution to (3.23).

(The existence of the solution to (3.23) follows the same arguments as in [17].)
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Multiplying (3.28)1 (the first equation of (3.28)) by pε scalarly in H, then integrating
it over (0, Tε), and using (3.23)1 (the first equation of (3.23)), we obtain

〈ϕε(Tε), pε(Tε)〉
=

∫ Tε

0

〈ϕε, la�qε + (a2 + 2b2yε − 3lby2
ε)qε〉 dt

+

∫ Tε

0

〈v, pε〉 dt+
∫ Tε

0

〈cψε, pε〉 dt.
(3.29)

Similarly, we have

〈ψε(Tε), qε(Tε)〉
= −

∫ Tε

0

〈ϕε, la�qε + (a2 + 2b2yε − 3lby2
ε)qε〉 dt

+

∫ Tε

0

〈w − lv, qε〉 dt−
∫ Tε

0

〈cψε, pε〉 dt,

which, combined with (3.27) and (3.29), indicates that∫ Tε

0

[g′(wε;w) + g′(vε; v) + ε(〈wε, w〉+ 〈vε, v〉)] dt

−
∫ Tε

0

〈v, pε − lqε〉 dt−
∫ Tε

0

〈w, qε〉 dt

+

∫ Tε

0

[〈∫ t

0

(wε − w∗) ds,
∫ t

0

w ds

〉
+

〈∫ t

0

(vε − v∗) ds,
∫ t

0

v ds

〉]
dt ≥ 0.

(3.30)

Letting v = 0 in (3.30), we get∫ Tε

0

[g′(wε;w) + ε〈wε, w〉] dt−
∫ Tε

0

〈w, qε〉 dt

+

∫ Tε

0

〈
w(t),

∫ Tε

t

ds

∫ s

0

(wε − w∗) dτ

〉
dt ≥ 0 ∀ w ∈ L∞(0,∞;H).

(3.31)

Letting w = 0 in (3.30), we deduce that∫ Tε

0

[g′(vε; v) + ε〈vε, v〉] dt+
∫ Tε

0

〈lqε − pε, v〉 dt

+

∫ Tε

0

〈
v(t),

∫ Tε

t

ds

∫ s

0

(vε − v∗) dτ

〉
dt ≥ 0 ∀ v ∈ L∞(0,∞;H).

This together with (3.31) shows (3.24) and (3.25).
It remains to prove (3.26). We note first that

Lε(Tε, wε, vε) ≤ Lε(Tε − λ,wε, vε) ∀ λ ∈ (0, Tε),

which indicates that

ε

2

∫ Tε

0

(|wε(t)|22 + |vε(t)|22) dt+
1

2ε
(|yε(Tε)|22 + |zε(Tε)|22)

≤ −λ+
ε

2

∫ Tε−λ

0

(|wε(t)|22 + |vε(t)|22) dt

+
1

2ε
(|yε(Tε − λ)|22 + |zε(Tε − λ)|22).

(3.32)
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On the other hand, since (εI + ∂g)−1 is Lipschitz continuous on H, it follows from
(3.24) and (3.25) that wε, vε is Hölder continuous on [0, Tε]. Then it follows from (3.5)
that (y′ε, z

′
ε) ∈ (C([0, Tε];H))2 (cf. [17]). Thus by (3.32), we get that

ε

2
(|wε(Tε)|22 + |vε(Tε)|22)− 〈y′ε(Tε), pε(Tε)〉 − 〈z′ε(Tε), qε(Tε)〉 ≤ −1.(3.33)

Let

wλ
ε (s) =

{
wε(Tε) if s ∈ (Tε, Tε + λ),
wε(s) otherwise

and

vλε (s) =

{
vε(Tε) if s ∈ (Tε, Tε + λ),
vε(s) otherwise.

By the optimality of (Tε, wε, vε), we get

Lε(Tε, wε, vε) ≤ Lε(Tε + λ,wλ
ε , v

λ
ε ) ∀ λ > 0,

which indicates that
ε

2
(|wε(Tε)|22 + |vε(Tε)|22)− 〈y′ε(Tε), pε(Tε)〉 − 〈z′ε(Tε), qε(Tε)〉

≥ −1− 1
2



∣∣∣∣∣
∫ Tε

0

(wε − w∗) ds

∣∣∣∣∣
2

2

+

∣∣∣∣∣
∫ Tε

0

(vε − v∗) ds

∣∣∣∣∣
2

2


 .

(3.34)

It follows from (3.24) and (3.25) that

ρ|qε(Tε)− εwε(Tε)|2 = 〈wε(Tε), qε(Tε)− εwε(Tε)〉
and

ρ|pε(Tε)− lqε(Tε)− εvε(Tε)|2 = 〈vε(Tε), pε(Tε)− lqε(Tε)− εvε(Tε)〉,
which, combined with (3.5), (3.33), and (3.34), imply (3.26) as desired. This completes
the proof of Lemma 3.5.

Now we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. By (3.26) and the condition al2 − 4k ≤ 0, we deduce that

ε
2 (|wε(Tε)|22 + |vε(Tε)|22)
+ρ|qε(Tε)− εwε(Tε)|2 + ρ|pε(Tε)− lqε(Tε)− εvε(Tε)|2

≤ 1 + 1
2 [|
∫ Tε
0

(wε − w∗) ds|22 + |
∫ Tε
0

(vε − v∗) ds|22] + 〈a1yε(Tε)− czε(Tε),
pε(Tε)− lqε(Tε)〉+ 〈by3

ε(Tε) + 3bhey
2
ε(Tε), pε(Tε)− lqε(Tε)〉

−a|∇yε(Tε)|22−la
∫
Ω
∇yε(Tε)·∇zε(Tε) dx+k|∇zε(Tε)|22

ε

≤ 1 + 1
2 [|
∫ Tε
0

(wε − w∗) ds|22 + |
∫ Tε
0

(vε − v∗) ds|22] + 〈a1yε(Tε)− czε(Tε),
pε(Tε)− lqε(Tε)〉+ 〈by3

ε(Tε) + 3bhey
2
ε(Tε), pε(Tε)− lqε(Tε)〉

−a|∇yε(Tε)|22−la|∇yε(Tε)|2|∇zε(Tε)|2+k|∇zε(Tε)|22
ε

= 1 + 1
2 [|
∫ Tε
0

(wε − w∗) ds|22 + |
∫ Tε
0

(vε − v∗) ds|22] + 〈a1yε(Tε)− czε(Tε),
pε(Tε)− lqε(Tε)〉+ 〈by3

ε(Tε) + 3bhey
2
ε(Tε), pε(Tε)− lqε(Tε)〉

−a(|∇yε(Tε)|2−2−1l|∇zε(Tε)|2)2+4−1(4k−al2)|∇zε(Tε)|22
ε

≤ 1 + 1
2 [|
∫ Tε
0

(wε − w∗) ds|22 + |
∫ Tε
0

(vε − v∗) ds|22] + 〈a1yε(Tε)− czε(Tε),
pε(Tε)− lqε(Tε)〉+ 〈by3

ε(Tε) + 3bhey
2
ε(Tε), pε(Tε)− lqε(Tε)〉

+al2−4k
4ε |∇zε(Tε)|22

≤ 1 + 1
2 [|
∫ Tε
0

(wε − w∗) ds|22 + |
∫ Tε
0

(vε − v∗) ds|22] + 〈a1yε(Tε)− czε(Tε),
pε(Tε)− lqε(Tε)〉+ 〈by3

ε(Tε) + 3bhey
2
ε(Tε), pε(Tε)− lqε(Tε)〉.

(3.35)
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Now we claim that

ε

2
(|wε(Tε)|22 + |vε(Tε)|22) + |pε(Tε)|2 + |qε(Tε)|2 ≤ C.(3.36)

Indeed, by the same way as in the proof of Lemma 3.4, we derive that∣∣∣∣∣
∫ Tε

0

(wε − w∗) ds|22+
∣∣∣∣∣
∫ Tε

0

(vε − v∗) ds|22 → 0 as ε→ 0,(3.37)

and as n = 1, 2,

yε(Tε)→ 0, zε(Tε)→ 0 weakly in V and strongly in L6(Ω).

These together with (3.35) yield (3.36).
Multiplying (3.23)2 by qε scalarly in H and integrating it over (t, Tε), after some

elementary calculation, we obtain that

|qε(t)|22 +
∫ Tε

t

|∇qε(s)|22 ds ≤ C + C

∫ Tε

t

|pε(s)|22 ds ∀ t ∈ [0, Tε].(3.38)

Similarly, we deduce that

|pε(t)|22 +
∫ Tε

t

|∇pε(s)|22 ds ≤ C + C

∫ Tε

t

(|pε(s)|22 + |qε(s)|22) ds ∀ t ∈ [0, Tε],

which, combined with (3.38), implies that

|pε(t)|22 + |qε(t)|22 +
∫ Tε

0

|∇pε(s)|22 ds+
∫ Tε

0

|∇qε(s)|22 ds ≤ C ∀ t ∈ [0, Tε].

In particular, the latter implies that {p′ε} and {q′ε} are bounded in L2(0, Tε;V
∗).

Therefore, there exists (p, q) ∈ (L2(0, T ∗;V ) ∩W 1,2([0, T ∗];V ∗))2 ⊂ (C([0, T ∗];H))2

such that on a subsequence of {ε}, still denoted by itself, we have that for all T < T ∗,

pε → p, qε → q strongly in L2(0, T ;H), weakly in L2(0, T ;V ),
p′ε → p′ and q′ε → q′ weakly in L2(0, T ;V ∗).(3.39)

Hence, by passing to the limit for ε→ 0 in (3.23)–(3.25), we obtain (3.1) and (3.2) as
desired.

It remains to prove (3.3). By (3.5) and (3.23), it follows that

d

dt
〈(A+B)(yε(t), zε(t)), (pε(t), qε(t))〉

= 〈(vε(t), wε(t)− lvε(t)), (p
′
ε(t), q

′
ε(t))〉 a.e. t ∈ (0, Tε).

(3.40)

Set

Uε(t) =

∫ Tε

t

ds

∫ s

0

(wε(τ)− w∗(τ)) dτ ∀ t ∈ [0, Tε],

Uε(t) =

∫ Tε

t

ds

∫ s

0

(vε(τ)− v∗(τ)) dτ ∀ t ∈ [0, Tε],
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and then (3.24) and (3.25) can be rewritten as

{
wε(t) = (ε+ ∂g)−1(qε(t)− Uε(t)), a.e. t ∈ (0, Tε),
vε(t) = (ε+ ∂g)−1(pε(t)− lqε(t)− Uε(t)), a.e. t ∈ (0, Tε),

and therefore it follows from (3.40) that

d

dt
(〈(A+B)(yε(t), zε(t)), (pε(t), qε(t))〉
−g∗ε (qε(t)− Uε(t))− g∗ε (pε(t)− lqε(t)− Uε(t)))

= 〈(wε(t), vε(t)), (U
′
ε(t), U

′
ε(t))〉 a.e. t ∈ (0, Tε),

where g∗ε (p) = sup{(p, u)− ε
2 |u|22 : |u|2 ≤ ρ}, which implies

〈(A+B)(yε(Tε), zε(Tε)), (pε(Tε), qε(Tε))〉 − g∗ε (qε(Tε))− g∗ε (pε(Tε)− lqε(Tε))

= 〈(A+B)(yε(t), zε(t)), (pε(t), qε(t))〉
−g∗ε (qε(t)− Uε(t))− g∗ε (pε(t)− lqε(t)− Uε(t))

+

∫ Tε

t

〈(wε(s), vε(s)), (U
′
ε(s), U

′
ε(s))〉 ds ∀ t ∈ [0, Tε).

This together with (3.26), Lemma 3.4, and (3.37) shows that

〈(A+B)(yε(t), zε(t)), (pε(t), qε(t))〉
→ ρ|q(t)|2 + ρ|p(t)− lq(t)|2 − 1 as ε→ 0 ∀ t ∈ (0, T ∗).(3.41)

On the other hand, by Lemma 3.4 and (3.39), we see that

〈(A+B)(yε(t), zε(t)), (pε(t), qε(t))〉
→ 〈(A+B)(y∗(t), z∗(t)), (p(t), q(t))〉 a.e. in (0, T ∗).

Then by (3.41), we get (3.3) as desired.
This completes the proof of Theorem 3.1.
Finally, we prove Theorem 3.2.
Proof of Theorem 3.2. We only need to prove that (3.36) holds. The rest of the

proof is the same as the proof of Theorem 3.1.
Indeed, by the same arguments as those in the proof of Theorem 2.3, we obtain

|∇yε(t)|22 ≤ |∇y0|22 +
a0(b, c, ρ, l)

a
,

which yields that

|by3
ε(Tε) + 3bhey

2
ε(Tε)|2

≤ b|y3
ε(Tε)|2 + 3b‖he‖ · |y2

ε(Tε)|2
≤ b‖yε(Tε)‖3L6(Ω) + 3b‖he‖ · |Ω| 16 · ‖yε(Tε)‖2L6(Ω)

≤ bC2
1 |∇yε(Tε)|22(C1|∇yε(Tε)|2 + 3‖he‖ · |Ω| 16 )

≤ bC2
1

[
C1

(
|∇y0|22 +

a0(b, c, ρ, l)

a

) 1
2

+ 3‖he‖ · |Ω| 16
](
|∇y0|22 +

a0(b, c, ρ, l)

a

)
.
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So for |∇y0|22 ≤ η0 and a ≥ η−1
0 a0(b, c, ρ, l), one may derive that

|by3
ε(Tε) + 3bhey

2
ε(Tε)|2

≤ bC2
1 [(2η0)

1
2C1 + 3‖he‖ · |Ω| 16 ]2η0

≤ bC2
1 [2η0 + C2

1 + 6‖he‖ · |Ω| 16 ]η0

= 2bC2
1η

2
0 + bC2

1 (C
2
1 + 6‖he‖ · |Ω| 16 )η0

≤ ρ

2
.

(3.42)

On the other hand, it follows from Lemma 3.4 that

yε(Tε)→ 0, zε(Tε)→ 0 weakly in V and strongly in H,

which, combined with (3.35), (3.37), and (3.42), imply (3.36). This completes the
proof of Theorem 3.2.

Remark. It should be noted that in order to obtain the maximum principle for
problem (P ), we put controls on the whole domain Ω and in both equations of the
system (1.1) in section 3. This is because, in general, one approximates an optimal
time control problem by a free optimal time control problem in order to derive the
maximum principle (see, for instance, [2] and [16]). Thus one needs to estimate the
values of the adjoint states at Tε. However, such an estimate seems to depend on
the values of the controls on the whole domain Ω. More precisely, for the phase-field
system, in order to get the boundness of {(pε(Tε), qε(Tε))} in L2(Ω) × L2(Ω), one
needs to have both controls in two equations, which are defined on Ω.
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1. Introduction. This paper deals with the question of genericity of observabil-
ity for discrete-time nonlinear system such that


xk+1 = f(xk),
yk = h(xk),
xk ∈ X, yk ∈ R,

(1)

where X is a C∞ connected n-dimensional manifold, f is a diffeomorphism, and
h : X → R is a C∞ mapping.

There are many notions of observability; among them the weaker is the following.
We will say that (1) is observable if, given two initial conditions x0 and x̄0, there
exists k ∈ N

∗ such that h(xk) �= h(x̄k). Our main result is about the stronger notion
of strong observability defined below.

Definition 1. Denoting by fs, f ◦ · · · ◦ f s times, we say that system (1) is
strongly observable if the map

Θf,h : X −→ R
2n+1,

x �−→ (h(x), h ◦ f(x), . . . , h ◦ f2n(x))

is an embedding.
We will prove that the set of pairs (f, h) ∈ Diff(X)×C∞(X,R) such that system

(1) is strongly observable is residual (for the C∞ topology).
On this subject, we have to mention an important work from Gauthier and Kupka;

in [4] the authors (together with Hammouri) proved the genericity of the observability
for uncontrolled continuous-time systems; in [5] the same result is established for
controlled continuous-time systems.

We want to compare this work with works on the same subject in the scientific
literature: we begin with a paper written by Aeyels [2]. In this article, the author
considers an uncontrolled system given on a compact manifold X such as{

ẋ = f(x),
y = h(x)

(2)
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and works with the discretized vector field f . He introduces the notion of P -
observability.

Definition 2 (Aeyels). A time T > 0 being given, P is a finite subset of [0, T ].
System (2) is said to be P -observable iff for each (x, y) ∈ X2, x �= y, there exists a
ti ∈ P such that h ◦ Φti(x) �= h ◦ Φti(y), where Φ denotes the flow of f .

Two results are proved in this paper.

Theorem 1 (Aeyels). There exists an open and dense set of vector fields such
that, a vector field f in this set being fixed, the subset of functions h belonging to
Cr(X,R) such that the system (f, h) is P -observable is open and dense in Cr(X,R).
This is true for almost any finite subset P of (2 dimX + 1) points in [0, T ].

The second theorem is the dual of this: the same result is stated with h fixed.
The tools used to prove these results are also the tools of transversality theory. Our
result is a little bit more general because we work with a diffeomorphism f which does
not necessarily derive from the flow of a vector field. Moreover, the result we prove is
about a stronger notion of observability. Notice, however, that in a concluding remark
of the above-mentioned paper, the author mentions that it is possible to extend the
result to an embedding context. The proof is not explicitly written but can be made
along the same lines.

In [8], the author proves exactly the same result as the one of this paper; never-
theless, its proof is, in our opinion, oversimplified and does not seem to use the same
tools as the ones used in this article. We have to mention also the paper [7], where
a proof of this result is given; the proof is based on the tools of transversality theory
and is similar to the one supplied here.

All the works mentioned in this introduction make extensive use of the tools of
the transversality theory; as explained hereafter, we will use the same tools to prove
our result.

2. Preliminaries. In this section we recall some theorems from differential
topology which will be intensively used in the proof of the main result of this pa-
per. For details on the C∞ Whitney topology, the reader is referred to the book
“Stable Mappings and their Singularities” (see [6]).

If X and Y are two smooth manifolds, Jk(X,Y ) will denote, as usual, the set of
k-jets from X to Y , α : Jk(X,Y ) → X is the source map, and β : Jk(X,Y ) → Y is
the target map. If f is in C∞(X,Y )—the space of smooth maps from X to Y—jkf
denotes the k-jet of f . Recall that the set C∞(X,Y ) endowed with the Whitney
topology is a Baire space, and so every residual set of C∞(X,Y ) (i.e., every countable
intersection of open dense subsets) is dense.

The notion of transversality is of paramount importance for our purpose, and we
recall below its definition.

Definition 3. Let f be a smooth mapping between two smooth manifolds X and
Y , W a submanifold of Y , and x a point in X. We will say that f intersects W
transversely at x if either

(i) f(x) �∈W or
(ii) f(x) ∈W and Tf(x)Y = Tf(x)W + dfx(TxX),

TxX denoting the tangent space to X at x and dfx the Jacobian of f at x. We will
say that f intersects W transversely if it intersects W transversely at x for all x in
W . We will use the symbol � to denote the transversality.

The following theorem states a result of genericity (see [6]).

Theorem 2 (Thom transversality theorem). Let X and Y be smooth manifolds
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and W a submanifold of Jk(X,Y ). Let

TW = {f ∈ C∞(X,Y ) | jkf � W}.

Then TW is a residual subset of C∞(X,Y ) in the C∞ topology. Moreover, if W is
closed, then TW is open.

The following result generalizes the above theorem to multijet spaces. We first
define the set X(s) = { (x1, . . . , xs) ∈ Xs xi �= xj for 1 ≤ i < j ≤ s } and the mapping

αs :
(
Jk(X,Y )

)s −→ Xs,

(σ1, . . . , σs) �−→
(
α(σ1), . . . , α(σs)

)
,

and we let Jks (X,Y ) = (αs)−1(X(s)), Jks (X,Y ) being a submanifold of
(
Jk(X,Y )

)s
.

For f ∈ C∞(X,Y ), we can define

jks f : X(s) −→ Jks (X,Y ),

(x1, . . . , xs) �−→ (
jkf(x1), . . . , jkf(xs)

)
.

Theorem 3 (multijet transversality theorem). LetW be a submanifold of Jks (X,Y ),
and let

TW = {f ∈ C∞(X,Y ) | jks f � W}.

Then TW is a residual subset of C∞(X,Y ) in the C∞ topology. Moreover, if W is
compact, then TW is open.

We will use also a transversality theorem due to Abraham and Robbin (see [1]).
Let A, X, and Y be Cr manifolds, Cr(X,Y ) the set of Cr maps from X to Y , and
p : A → Cr(X,Y ) a map.

For a ∈ A, we write ρa, the Cr map

ρa : X −→ Y,

x �−→ ρa(x) = ρ(a)(x),

and we say that ρ is a Cr representation if the evaluation map

evρ : A×X −→ Y,

(a, x) �−→ ρa(x) = ρ(a)(x)

is a Cr map from A×X to Y .
Theorem 4 (Abraham transversal density theorem). Let A, X, Y be Cr mani-

folds, ρ : A → Cr(X,Y ) a Cr representation, W ⊂ Y a submanifold (not necessarily
closed), and evρ : A×X → Y the evaluation map. Define AW ⊂ A by

AW = {a ∈ A | ρa � W}.

Assume that
(i) X has a finite dimension n and W has a finite codimension q in Y ;
(ii) A and X are second countable;
(iii) r > max(0, n− q);
(iv) evρ � W .
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Then AW is residual in A.
Notice that manifold A is not necessarily finite dimensional; it may be a Banach

space or an open subset of a Banach space.
Finally, we will need the following theorem that can also be found in [1].
Theorem 5 (openness of transversal intersection). Let A, X, and Y be Cr

manifolds with X finite dimensional, W ⊂ Y a closed Cr submanifold, K a compact
subset of X, and ρ : A → Cr(X,Y ) a Cr representation. Then the subset AKW ⊂ A
defined by

AKW = {a ∈ A | ρa �x W for x ∈ K}

is open.

3. Main result. In what follows in this paper, X will denote a compact manifold
and Diff(X) will denote the set of diffeomorphisms on X. There are many notions
of observability; among them the weaker is the following. We will say that (1) is
observable if, given two initial conditions x0 and x̄0, there exists k ∈ N

∗ such that
h(xk) �= h(x̄k). Our main result is about the stronger notion of strong observability
defined below.

Definition 4. Denoting by fs, f ◦ · · · ◦ f s times, we say that system (1) is
strongly observable if the map

Θf,h : X −→ R
2n+1,

x �−→ (h(x), h ◦ f(x), . . . , h ◦ f2n(x))

is an embedding.
We state the following theorem about the discrete system of type (1).
Theorem 6. The set of pair (f, h) ∈ Diff(X)× C ∞(X,R) such that system (1)

is strongly observable is residual.
The proof of this theorem will be given through Lemmas 1–6. In Lemmas 1–3,

we prove that the set C2n(X) of diffeomorphisms whose periodic points with period
≤ 2n and which are cocyclic at each periodic point is open dense. In Lemmas 4–7, we
prove that a diffeomorphism f ∈ C2n(X) being given, the set of maps h ∈ C∞(X,R)
such that Θf,h is an immersion at each s-periodic point of f and is injective when
restricted to the set of periodic points of f is dense. In Lemmas 5–6, we conclude that
the set of pairs (f, h) such that Θf,h is an embedding is dense in Diff(X)×C∞(X,R).

3.1. Periodic points. Let f be a diffeomorphism of X; the point x ∈ X is
said to be a periodic point of f with period s (we will also say s-periodic point of
f) if fs(x) = x and fp(x) �= x whenever 0 < p < s. We will say that the s-tuple
(x1, . . . , xs) is a cycle of length s (or an s-cycle) for f if xi+1 = f(xi) for i = 1, . . . , s−1
and f(xs) = x1; this is equivalent to saying that xi is an s′-periodic point of f (with
s′ a divisor of s). Let Γs(f) denote the set of all periodic points of f with period ≤ s.

Lemma 1. For every r ∈ N
∗, there exists an open dense set Pr(X) of diffeomor-

phisms of X such that if f ∈Pr(X), Γr(f) is finite.
Proof. Let us denote by Ωr the set of roots of unity with order no greater than r

(ω ∈ Ωr ⇔ ωe = 1 with 1 ≤ e ≤ r) and by Pr(X) the set of diffeomorphisms f such
that if x is a s-periodic point of f with s ≤ r, none of the eigenvalues of dfsx belongs
to Ωr.

First we claim that if f belongs to Pr, Γr(f) is finite. Indeed, we notice first that
the limit of a sequence of periodic points is also a periodic point, so Γr(f) is closed.
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Then we will see that every periodic point in Γr(f) is isolated (among the points of
this set). Suppose on the contrary that x0 ∈ Γr(f) is not isolated; then there exists a
sequence (xn)n≥1 of points in Γr(f) whose limit is x0; we can suppose that all the xn
are periodic with the same period s ≤ r, and so we have fs(x0) = x0, which proves
that x0 is an s′-periodic point of f (with s′ a divisor of s). In other words, x0 is a
nonisolated fixed point for fs, but it is well known that if x0 is a nonisolated fixed
point of a mapping g, dgx admits the number 1 as an eigenvalue. We deduce that 1
is an eigenvalue of dfsx0

, which implies that dfs
′
x0

has an eigenvalue in Ωr, but this is
in contradiction with the definition of Pr.

Density of Pr. We will prove now that Pr is open dense. For the density part
of the lemma, it suffices to prove that the set of f ∈ Diff(X) such that dfsx has no
eigenvalue in Ωr if x is an s-periodic point of f is residual. Manifold X being second
countable and metrizable, there exists a countable family F of open subsets whose
union is equal to X and which satisfies

∀(x, y) ∈ X2, x �= y ⇒ ∃(p, q) ∈ N
2 | x ∈ Up, y ∈ Uq, Up ∩ Uq = ∅.

We will assume that a coordinate function Φp is associated with each Up.
Let s ≤ r and As be the set of s-tuples (M1, . . . ,Ms) of matrices of Mn(R)

such that the product M1 · · ·Ms has at least one eigenvalue in Ωr; clearly, As is an
algebraic set and thus, from Whitney’s theorem (see [9]), a finite union of smooth
submanifolds of (Mn(R))

s
: As = W1∪· · ·∪WN . Let (U1,Φ1), . . . , (Us,Φs) be charts

of X with Ui ∈ F and Ui∩Uj = ∅ if i �= j. We consider the chart (J , γ) of J1
s (X,X),

where J = J1(U1, U2)× · · · × J1(Us−1, Us)× J1(Us, U1) and γ is the mapping from
J to

U = Φ1(U1)× Φ2(U2)× · · · × Φs−1(Us−1)× Φs(Us)× Φs(Us)× Φ1(U1)× (Mn(R))
s

defined by

γ(σ1, . . . , σs) =
(
φ1

(
α(σ1)

)
, φ2

(
β(σ1)

)
, . . . , φs

(
α(σs)

)
, φ1

(
β(σs)

)
,

d
(
φ2 ◦ f1 ◦ φ−1

1

)
φ1(α(σ1))

, . . . , d
(
φ1 ◦ fs ◦ φ−1

s

)
φs(α(σs))

)
,

the fi’s representing the σi’s. Let Wi be one of the submanifolds appearing in
the decomposition of the algebraic manifold A described above. We denote by
(x1, x

′
2, x2, x

′
3, . . . , xs−1, x

′
s, xs, x

′
1,M

s
1 ) an element of γ(J ), and we consider Vi ⊂

γ(J ) defined by the relations{
xi = x′i for i = 1, . . . , s,

Ms
1 ∈Wi.

Vi is a submanifold of γ(J ) of codimension codimVi = sn+di (di = codimWi). Thus,
Ṽi = γ−1(Vi) is a submanifold of J1

s (X,X) with the same codimension as Vi.
For f ∈ Diff(X), to say that the mapping j1sf : X(s) → J1

s (X,X) is transverse to
Ṽi means that j1sf(x) /∈ Ṽi for all x because the codimension of Ṽi is equal to sn+ di
and is greater than sn, the dimension of X(s).

Let us consider the countable set {J1,J2, . . . } of charts of J1
s (X,X) defined from

the s-tuples (U1, . . . , Us) as above. To each chart Jk are associated N manifolds Ṽ ki
(i = 1, . . . , N); thanks to the multijet transversality theorem, we can assert that the
set of Rk of diffeomorphisms f such that the mapping j1sf : X(s) → J1

s (X,X) is
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transverse to Ṽ ki is residual, so the set Rk of f such that the mapping j1sf : Xs →
J1
s (X,X) is transverse to each submanifold Ṽ ki (i = 1, . . . , N) is residual as a finite

intersection of residual sets, and R =
⋂
k≥1 Rk is also residual.

Now, let f be an element of R and suppose that x is a periodic point of order
s ≤ r for f . If we put 


x1 = x,
x2 = f(x),
...
xs = fs−1(x).

Then xi �= xj for i �= j and f(xs) = x1.
From the definition of F , it is possible to find charts (U1, φ1), . . . , (Us, φs) such

that Ui ∈ F , Ui ∩ Uj = ∅ if i �= j and xi ∈ Ui for i = 1, . . . , s.

To say that the map j1sf is transverse to Ṽi at the point (x1, . . . , xs) means
that j1sf(x1, . . . , xs) does not belong to Ṽi. From the definition of Ṽi, this means that
γ
(
j1sf(x1, . . . , xs)

)
/∈ Vi; therefore

(
d
(
φ2◦f ◦φ−1

1

)
φ1(x1)

, . . . d
(
φ1◦f ◦φ−1

s

)
φs(xs)

)
/∈Wi

(for i = 1, . . . ;N), which implies that the s-tuple of matrices(
d
(
φ2 ◦ f ◦ φ−1

1

)
φ1(x1)

, . . . d
(
φ1 ◦ f ◦ φ−1

s

)
φs(xs)

)
does not belong to As, and so none of the eigenvalues of dfsx is in Ωr if x is an s-periodic
point of f .

Openness of Pr. Let f0 be in Pr; the s-periodic points of f0 are isolated (s ≤ r)
and X is compact, so Γr(f0) is finite. By definition of the topology of C∞(X,X) and
since X is compact, we have

∀ε > 0,∃Uε | g ∈ Uε ⇒ d(f(x), g(x)) < ε ∀x ∈ X,

where Uε is an open neighborhood of f in C∞(X,X) and d is a distance compatible
with the topology of X. For s ≤ r, the number of s-cycles of f is finite; we will denote
them by

x11, x12, . . . , x1s,
x21, x22, . . . , x2s,

...
xN1, xN2, . . . , xNs.

We choose ρ > 0 such that B(xij , ρ) ∩B(xi′j′ , ρ) = ∅ if xij �= xi′j′ (B(xij , ρ) denotes
the open ball of center xij and radius ρ); to each B(xij , ρ) we associate a chart φij .

We set

Bi =
(
B(xi1, ρ)× · · · ×B(xis, ρ)

)
∪
(
B(xi2, ρ)× · · · ×B(xis, ρ)×B(xi1, ρ)

)
,

∪ · · · ∪
(
B(xis, ρ)×B(xi1, ρ)× · · · ×B(xis−1, ρ)

)
,

K =Xs \
N⋃
i=1

Bi,

β = inf
(x1,... ,xs)∈K

{d(f(x1), x2) + · · ·+ d(f(xs−1), xs) + d(f(xs), x1} .
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We have β �= 0. Indeed, if β = 0, then by continuity of f and since K is compact,
there exists (x1, . . . , xs) ∈ K satisfying f(x1) = x2, . . . , f(xs) = x1, which means that
(x1, . . . , xs) is an s-cycle for f which is impossible because all the s-cycles belong to⋃N
i=1Bi.

Let ε > 0 be such that sε < β, let g ∈ Uε and x1 be a periodic point of g of order
s, and put x2 = g(x1), . . . , xs = g(xs−1); we have g(xs) = x1.

If (x1, . . . , xs) /∈
⋃N
i=1Bi, then d(f(x1), x2)+ · · ·+d(f(xs−1), xs)+d(f(xs), x1) ≥

β. Since xi = g(xi−1), this implies β ≤ d(f(x1), g(x1)) + · · · + d(f(xs−1), g(xs−1)) +
d(f(xs), g(xs)) < sε < β, which is a contradiction.

We conclude that all the periodic points of g are in the balls B(xij , ρ). Now if
ρ and ε are chosen small enough, it is clear that none of the eigenvalues of dgsx1 is
contained in Ωr.

Remark 1. If f is in Pr, X being compact, the set of periodic points of f of order
≤ r is finite.

3.2. Cocyclic diffeomorphisms.
Definition 5. Let f ∈ Diff(X), and let x be a periodic point of order s ≤ n− 1

of f ; we will say that f is cocyclic at x if it is possible to find s covectors h1, . . . , hs
(hi ∈

(
Tfi−1(x)X

)∗
) such that the covectors

h1, h2 · dfx, . . . , hs · dfs−1
x , . . . , h1 · dfsqx , . . . , hr+1 · dfsq+rx

are linearly independent (n− 1 = sq + r with 0 ≤ r < s).
We will denote by Cr(X) the subset of Pr(X) constituted by the diffeomorphisms

which are cocyclic at all their s-periodic points for all s ≤ r.
Lemma 2. The set Cr(X) is residual.
Proof. Let s ≤ r, in (Mn(R))

s
, we consider the set M of s-tuples (A1, A2, . . . , As)

for which there exist s covectors C1, C2, . . . , Cs such that the n covectors

C1, C2A1, C3A2A1, . . . , . . . , CsAs−1 . . . A1,

C1Ã, C2A1Ã, C3A2A1Ã, . . . , . . . , CsAs−1 . . . A1Ã,
...

C1Ã
q−1, C2A1Ã

q−1, C3A2A1Ã
q−1, . . . , . . . , CsAs−1 . . . A1Ã

q−1,

C1Ã
q, C2A1Ã

q, C3A2A1Ã
q, . . . , CrAr−1 . . . A1Ã

q

are linearly independent (n = sq + r with 0 ≤ r < s, and we put Ã = As · · ·A1).
We notice that the set A = (Mn(R))

s\M is algebraic, and so it is a finite union of
smooth submanifolds of (Mn(R))

s
. Now the proof uses exactly the same arguments

as in the proof of the previous lemma. The codimension of each submanifold Wi

is at least equal to 1 since the complement of A is an open nonempty subset of
(Mn(R))

s
.

Lemma 3. The set Cr(X) is open.
Proof. The proof is analogous to the one of Lemma 1. From this last lemma, we

know that all the periodic points of order ≤ r of f are isolated, so the same is true
for all the s-cycles of f ; these s-cycles will be denoted by

x11, x12, . . . , x1s,
x21, x22, . . . , x2s,

...
xN1, xN2, . . . , xNs.
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If diffeomorphism g is closed enough to f , all the periodic points of g (of order ≤ s)
will be closed to the periodic points of f , and the differentials of g at a periodic point
will be closed to the differential of f at some periodic point xij , from which we can
deduce that g ∈ Cr as soon as g is closed enough to f .

3.3. Genericity of the injectivity.
Lemma 4. For a given finite set E = {x0

1, . . . , x
0
p} of points of X, the set H (E)

of mappings h ∈ C∞(X,R) satisfying h(x0
i ) �= h(x0

j ) for all i �= j is open and dense
in C∞(X,R).

Proof. Once again we will use the multijet transversality theorem with

J0
p (X,R) = {(x1, r1, . . . , xp, rp) ∈ (X × R)p : xi �= xj if i �= j}.

For a pair (i, j) ∈ { 1, . . . , p } with i �= j let

Wij = {(x1, r1, . . . , xp, rp) ∈ J0
p (X,R) | x1 = x0

1, . . . , xp = x0
p, ri = rj}.

Wij is a closed submanifold of J0
p (X,R) with codimension np + 1. Since this codi-

mension is greater than dimX(p), to say that the mapping j0ph

j0ph : X(p) −→ J0
p (X,R),

(x1, . . . , xp) �−→ (
x1, h(x1), . . . , xp, h(xp)

)
is transverse to Wij means that j0ph(x1, . . . , xp) /∈ Wij for all (x1, . . . , xp), which is
equivalent to saying that h(x0

i ) �= h(x0
j ). So the set H (E) of mappings h ∈ C∞(X,R)

such that h(x0
i ) �= h(x0

j ) for every pair (i, j) such that 1 ≤ i < j ≤ p is residual. Now,

it is easy to see that if h is in H (E), the same is true for every mapping h̄ closed
enough to h, which proves that H (E) is open.

Lemma 5. Let f be an element of C2n(X), and recall that Γ2n(f) denotes the set
of periodic points of f of order ≤ 2n. The set B(f) defined by

B(f) = {h ∈ C∞(X,R) | (h(x), . . . , h ◦ f2n(x)
) �= (h(x0), . . . , h ◦ f2n(x0)

)
∀(x, x0) ∈ (X � Γ2n(f)

)× Γ2n(f) }

is open dense.
Proof. We begin by proving the density part of this lemma; to this end, we need

the Abraham’s theorem (Theorem 4) that we recalled in the introduction.
In this proof, we consider that C∞(X,R) is included in Cr(X,R) endowed with

the Cr topology (which is a Banach space); it is sufficient to prove the lemma for
every (large enough) finite r to get the C∞ result.

For each period s = 1, 2, . . . , 2n, we consider the Cr representation

ρs : C∞(X,R)→ Cr(X,Rn+1)

defined by

ρs(h)(x) =
(
h(x)− h ◦ fs(x), h ◦ f(x)− h ◦ fs+1(x), . . . , h ◦ fn(x)− h ◦ fn+s(x)

)
.

The set X̃ = X � Γ2n(f) is a manifold as an open subset of X. We take W = {0} ⊂
R
n+1, and we will show that evρs is transverse to W .
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evρs : C∞(X,R)× X̃ −→ R
n+1,

(h, x) �−→ (h(x)− h ◦ fs(x), . . . , h ◦ fn(x)− h ◦ fn+s(x)) .

The differential of evρs at (h0, x0) is given by

d evρs |(h0,x0).(h, ξ) = (ψ0, ψ1, . . . , ψn),

where ψi = h ◦ f i(x0) + d(h0 ◦ f i)x0 · ξ − h ◦ f i+s(x0)− d(h ◦ f i+s)x0 · ξ.
This differential is surjective; indeed, let u = (u0, u1, . . . , un) ∈ R

n+1; we will
show that there exists a map h : X → R such that d evρs |(h0,x0).(h, 0) = u.

To this end, it is enough to show that there exists h satisfying the following
system:




h(x0)− h ◦ fs(x0) = u0,

h ◦ f(x0)− h ◦ fs+1(x0) = u1,
...

h ◦ fn(x0)− h ◦ fn+s(x0) = un.

(3)

Put xi = f i(x0); if s ≤ n, the points x0, x1, . . . , xn+s are all distinct because x0 ∈
X̃ = X� Γ2n(f) so that either x0 is not a periodic point or it is a periodic point with
order > 2n. Obviously, the system




y0 − ys = u0,
y1 − ys+1 = u1,

...
yn − yn+s = un

(4)

of n+1 equations and n+s+1 unknown y0, . . . , yn+s has always at least one solution.
If ȳ0, . . . , ȳn+s is a solution of (4), then it is always possible to find a map h such that
h(xi) = ȳi, and then h is a solution of (3).

If s > n, we consider the two lists

l1 = {x0, . . . , xn, xn+1, . . . , x2n} and l2 = {x2n+1, . . . , xn+s}.

The elements of l2 are all distinct because the equality x2n+i = x2n+j with 1 ≤
i < j ≤ s− n implies xj−i = x0, which in turn implies that x0 is a periodic point of
period ≤ j − i ≤ n− 1.

If l1 ∩ l2 = ∅, we can conclude as above, so assume that l1 ∩ l2 �= ∅; then there
exists 0 ≤ i ≤ 2n and 1 ≤ j ≤ s−n such that xi = x2n+j , which implies x2n+j−i = x0,
and so x0 is periodic with a period dividing 2n+ j− i. Notice also that j− i must be
positive since x0 �∈ Γ2n(f), and let r0 = min{r | x2n+r = x0} (0 < r0 ≤ s− n). Now
the points x0, . . . , x2n, . . . , x2n+r0−1 are all distinct, while the other ones satisfy




x2n+r0 = x0,
...

xn+s = xs−n−r0 .
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Consider now the following system:


y0 − ys = u0,
...

y2n+r0−s−1 − y2n+r0−1 = u2n+r0−s−1,
y2n+r0−s − y0 = u2n+r0−s−1,

...
yn − ys−n−r0 = un.

The rank of the matrix of this linear system (n+1 equations, 3n+r0−s+1 unknowns)
is equal to n+1, so this system has at least one solution. If ȳ0, . . . , ȳn, ȳs, . . . , ȳ2n+r0−1

is a solution, then in order to satisfy (3), it is sufficient to choose h such that h(xi) = ȳi
for 0 ≤ i ≤ n and s ≤ i ≤ 2n+ r0 − 1.

So, in every case, there exists a map h such that (3) holds which proves that the
evaluation map evρs is transverse to W = {0}. So the set Bs(f) ⊂ C∞(X,R) such
that (ρs)h is transverse to W is residual. To say that the map (ρs)h is transverse
to W = {0} means that ρs(h)(x) /∈ W because codimW = n + 1 > dimX. Let

B(f) =
⋂2n
s=1 Bs(f), B(f) is residual, and, by construction, if h ∈ B(f), then for all

(x, x0) ∈ (X � Γ2n(f)× Γ2n(f) one has

(h(x), h ◦ f(x), . . . , h ◦ f2n(x)) �= (h(x0), . . . , h ◦ f2n(x0))

because there exist s ≤ 2n such that h ◦ f i(x0)− h ◦ f i+s(x0) = 0 for all 0 ≤ i ≤ n.
The remaining part of the proof is devoted to demonstrating the openness of

B(f); to this end, we need Theorem 5 of openness of transversal intersection.
Let h0 ∈ B(f), for every x̄ ∈ Γ2n(f), the covectors (dh0x̄, d(h0 ◦ f)x̄, . . . , d(h0 ◦

fn−1)x̄) being linearly independent. This ensures the existence of a positive number
r(x̄, h0) such that the map

θh0
: x �−→ (h0(x), h0 ◦ f(x), . . . , h0 ◦ fn−1(x))

is a diffeomorphism from B(x̄, r(x̄, h0)) to its image by θh0
. Then there exists an open

set θ(h0, x̄) ⊂ C∞(X,R) such that, for all h in this set, the map

θh : x �−→ (h(x), h ◦ f(x), . . . , h ◦ fn−1(x))

is a diffeomorphism from B(x̄, r(x̄,h0)
2 ) to its image.

Furthermore, s(x̄) denoting the period of x̄, by continuity, there exists r′(x̄, h0)
(0 < r′ < r/2) such that fs(x) ∈ B(x̄, r/2) for all x ∈ B(x̄, r′); also we can choose
r(x̄, h0) so small that B(x̄, r(x̄, h0)) ∩ B(ȳ, r(ȳ, h0)) = ∅ whenever x̄, ȳ ∈ Γ2n(f) and
x̄ �= ȳ.

Now, in order to apply the above theorem, we consider the compact set

K = X \
⋃

x̄∈Γ2n(f)

B(x̄, r′(x̄, h0))

and the representation ρs defined in the first part of this proof. We set CsK = {h ∈
C∞(X,R) | ρsh �x {0}for all x ∈ K }; thanks to the above-mentioned theorem, we can
assert that CsK is open and the set

Uh0
=

(
2n⋂
s=1

CsK

)
∩

 ⋂
x̄∈Γ2n(f)

θ(h0, x̄)



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is open and contains h0.
We will now show that Uh0 is included in B(f); to this end, it suffices to show

that the equality

(h(x)− h ◦ fs(x), . . . , f ◦ fn(x)− h ◦ fn+s(x)) = (0, . . . , 0)(5)

implies, if h0 ∈ Uh0 , that x ∈ Γ2n(f). So let x ∈ X and h ∈ Uh0
:

(i) if x ∈ K, then by construction of Uh0
, x cannot satisfy the above equality

(notice that ρsh �x {0} means ρsh(x) �= 0);
(ii) if x /∈ K, then x ∈ B(x̄, r′(x̄, h0)) for some x̄ ∈ Γ2n(f), which implies that

fs(x) ∈ B(x̄, r(x̄, h0)/2). Now the map θh is a diffeomorphism from B(x̄, r/2) to its
image, so equality (5) is equivalent to θh(x) = θh(fs(x)), which leads to x = fs(x).
This implies that x is a periodic point for f and thus x = x̄ ∈ Γ2n(f) because x is the
unique periodic point of f which belongs to B(x̄, rx̄).

Lemma 6. Let f ∈ C2n(X) be a given diffeomorphism. Then the set of mappings
h ∈ C∞(X,R) for which the map Θf,h is injective is residual.

Proof. We define the set X̃(2) = {(x1, x2) ∈ (X \ Γ2n(f))
2 | x1 �= x2}, and we

consider the map ρ : C∞(X,R)→ Cr
(
X̃(2),R2n+1

)
defined by

ρ(h)(x1, x2) =
(
h(x1)− h(x2), h ◦ f(x1)− h ◦ f(x2), . . . , h ◦ f2n(x1)− h ◦ f2n(x2)

)
and the evaluation map

evρ : C∞(X,R)× X̃(2) −→ R
2n+1,

(h, x) �−→
(
h(x1)− h(x2), h ◦ f(x1)− h ◦ f(x2), . . . ,

. . . , h ◦ f2n(x1)− h ◦ f2n(x2)
)
.

Using the same reasoning as in the proof of density of B(f) (Lemma 5), we can prove
that the linear tangent map of evρ, computed at any point of C∞(X,R) × X̃(2), is

surjective. This implies that evρ is a submersion on C∞(X,R) × X̃(2). Hence evρ
is transverse to {(0, . . . , 0)} ⊂ R

2n+1. From Theorem 4, we deduce that the set of
h for which ρ(h)(x1, x2) �= 0 for all (x1, x2) ∈ X̃(2) × X̃(2) is residual. On the other
hand, if (x1, x2) ∈ (X \ Γ2n(f)) × Γ2n(f), then Θf,h(x1) �= Θf,h(x2) for h ∈ B(f),
which is open and dense (Lemma 5). Finally, if (x1, x2) ∈ Γ2n(f) × Γ2n(f), then
Θf,h(x1) �= Θf,h(x2) for h ∈H (Γ2n(f)), which is open and dense. This allows us to
conclude that the set of h for which Θf,h is injective is residual.

3.4. Mapping Θf,h is generically an immersion.
Lemma 7. Let f ∈ C (X) be a given mapping; then the set of mappings h ∈

C∞(X,R), for which the covectors

dhx, d(h ◦ f)x, . . . , d(h ◦ fn−1)x

are linearly independent for every periodic point of f , is open and dense in C∞(X,R).
Proof. Let f ∈ C∞(X,X) be a mapping with a finite number of periodic points

of order ≤ r, and let x be a periodic point of order s ≤ r. It is sufficient to show the
density of mapping h ∈ C∞(X,R) that satisfies

dhx, d(h ◦ f)x, . . . , d(h ◦ fn−1)x are linearly independent.

To show this, we can adapt the proof of Lemmas 2 and 3 by noticing that for given
matrices A1, . . . , As, the set of covectors C1, C2, . . . , Cs such that the n covectors
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C1, C2A1, C3A2A1, . . . , . . . , CsAs−1 . . . A1,

C1Ã, C2A1Ã, C3A2A1Ã, . . . , . . . , CsAs−1 . . . A1Ã,
...

C1Ã
q−1, C2A1Ã

q−1, C3A2A1Ã
q−1, . . . , . . . , CsAs−1 . . . A1Ã

q−1,

C1Ã
q, C2A1Ã

q, C3A2A1Ã
q, . . . , CrAr−1 . . . A1Ã

q

are linearly dependent is an algebraic subset of ((Rn)∗)s.
The proof of the openness is analogous to the proof of Lemma 4.
For a given f ∈ Cr(X), we denote by Ar(f) the subset of C∞(X,R) verifying the

conclusion of the above lemma.
Lemma 8. Let E be an n-dimensional vector space, and, for k > n, let V (E, k)

denote the set of k-tuples (v1, . . . , vk) ∈ Ek such that rank(v1, . . . , vk) < n. We
claim that V (E, k) is a finite union of smooth submanifolds of Ek, say, W1, . . . ,Wl;
moreover, if dimWi = max(dimW1, . . . ,dimWl), then codimWi = k − n+ 1.

Proof. An element (v1, . . . , vk) of Ek can be identified with the matrix ofMn×k(R)
whose columns are the vi. Therefore, to prove the lemma it is sufficient to prove that
the set of matrices with rank < n is a finite union of smooth submanifolds of Mn×k(R).
The proof of this result (as well as the computation of the least codimension) can be
found in [6, pp. 60–61].

Lemma 9. For a given f ∈ Cr(X), the set of mappings h ∈ C∞(X,R) such that
the map

Θf,h : X −→ R
2n+1,

x �−→ (
h(x), h ◦ f(x), . . . , h ◦ f2n(x)

)
is an immersion is residual.

Proof. The map π : T ∗X → X denoting the canonical projection, we consider the
following set:

(T ∗X)
⊗k

= { (p1, . . . , pk) ∈ (T ∗X)
k | π(p1) = π(p2) = · · · = π(pk) }.

Using the same notations as in Lemma 8, we set V(k, T ∗X) =
⋃
x∈X V (k, T ∗

xX).

Thanks to this lemma we know that V(k, T ∗X) is a union of submanifolds of (T ∗X)
⊗k

,
the codimension of the highest dimensional submanifold being k − n+ 1.

Let f ∈ C2n(X) and X̃ = X \ Γ2n(f), and consider the map

ρ : A2n(f)→ Cr
(
X̃, (T ∗X)

⊗2n+1
)

defined by ρ(h)(x) =
(
dhx, d(h ◦ f)x, . . . , d(h ◦ f2n)x

)
. We will show that the evalu-

ation map evρ defined by

evρ : A (f)× X̃ −→ (T ∗X)
⊗2n+1

,

(h, x) �−→ (
dhx, d(h ◦ f)x, . . . , d(h ◦ f2n)x

)
is transverse to V(2n + 1, T ∗X) (i.e., transverse to every submanifold of the union
V(k, T ∗X)). To prove this, it is sufficient to show that evρ is a submersion at every

point (h, x) ∈ A2n(f)× X̃. For a given x̄ ∈ X̃ the map

evρx̄ : A2n(f) −→ (T ∗X)
⊗2n+1

,

h �−→ (
dhx̄, d(h ◦ f)x̄, . . . , d(h ◦ f2n)x̄

)(6)
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is linear, so its expression at h̄ coincides with the one of its linear tangent map at
h̄. This tangent map is surjective; indeed, x̄ /∈ Γ2n(f), so f i(x̄) �= f j(x̄) for all

i, j ∈ {0, 1, . . . , 2n} (i �= j). Therefore, for a given (p0, . . . , p2n) ∈ (T ∗
x̄X)

⊗2n+1
, it is

possible to find h ∈ A2n(f) in such a way that d(h ◦ f i)x̄ = dhfi(x̄) ◦ df i(x̄) = pi. We
showed that the map evρx̄ defined by (6) is a submersion at every h ∈ A2n(f); this

implies that evρ is a submersion at every point (h, x) ∈ A2n(f) × X̃ and thus evρ is
transverse to V(2n+ 1, T ∗X). Thanks to Theorem 4, we can conclude that the set of
h such that ρh is transverse to V(2n+ 1, T ∗X) is residual. Here, transversality means
nonintersection for the codimension of the highest dimensional submanifold contained
in V(2n+ 1, T ∗X) is 2n+ 1−n+ 1 = n+ 2 > dim X̃. Therefore, ρh � V(2n+ 1, T ∗X)
implies rank

(
dhx, d(h ◦ f)x, . . . , d(h ◦ f2n)x

)
= n for all x ∈ X̃ and thus the set of

h such that Θf,h is an immersion on X̃ is residual. On the other hand, the set of h
such that Θf,h is an immersion at each point of Γ2n(f) is A2n(f), which is open and
dense (Lemma 7). Hence the set of h ∈ Cr(X,R) such that Θf,h is an immersion on

X = X̃ ∪ Γ2n(f) is residual in Cr(X,R). The result being true for all r ∈ R it is still
true for r =∞.

3.5. Proof of Theorem 6. A diffeomorphism f ∈ C2n(f) being given, we saw
that the set of maps h such that Θf,h is an injective immersion (and so an embedding)
is dense in C∞(X,R). Now the set C2n(f) is dense in Diff(X), so we can conclude
that the set of pairs (f, h) ∈ Diff(X)× C∞(X,R) such that Θf,h is an embedding is
dense.

4. Counterexample. In this section, we provide a counterexample to specula-
tions that the observability could be generic even if map f is not a diffeomorphism.
We will show that, even if the number of observations is equal to the dimension of
manifold X, the property of observability is not generic. This counterexample is very
similar to the one given in [3] for a slightly different purpose; in fact, it is based on
the same idea: we will choose f and h such that (f, h) is an immersion with nor-
mal crossings; for such an immersion, a slight perturbation does not eliminate the
crossings.

As compact manifold X, we take the n-dimensional torus T
n = (S1)

n
, and we

will produce a pair (h, f) ∈ C∞(X,Rn) × C∞(X,X) such that there exists an open
neighborhood O of (h, f) such that all pairs (h̄, f̄) ∈ O are not observable.

We take

h : T
n −−−→ R

n,

(eiθ1 , . . . , eiθn) −−−→ (sin θ1, . . . , sin θn)

and

f : T
n −−−→ T

n,

(eiθ1 , . . . , eiθn) −−−→ (e2iθ1 , ei(θ1+θ2), . . . , ei(θn−1+θn)).

In order to prove our claim, it suffices to prove that the mapping (h, f) is not one-to-
one but is stable. As a matter of fact, (f, h) stable implies that the mapping (f̄ , h̄)
is equivalent to (f, h) if it belongs to some neighborhood of (f, h) (see [6]); so there
exist ϕ ∈ Diff(X) and ψ ∈ Diff(X × R

n) such that (f̄ , h̄) = ψ ◦ (f, h) ◦ ϕ, which
implies that (f̄ , h̄) is not one-to-one as (f, h). Obviously the fact that (f̄ , h̄) is not
one-to-one implies nonobservability: there exist x0 �= x1 in X such that h̄(x0) = h̄(x1)
and f̄(x0) = f̄(x1) and points x0 and x1 are indistinguishable.
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We investigate now the injectivity of f , taking two points x0 = (eiθ1 , . . . , eiθn)
and x′0 = (eiθ

′
1 , . . . , eiθ

′
n) in T

n; they will have the same image under mapping (f, h)
iff 



θ′1 = θ1 + k1π,
θ′2 = θ2 + θ1 − θ′1 + 2k2π,

...
θ′n = θn + θn−1 − θ′n−1 + 2knπ,

sin θ′1 = sin θ1,
...

sin θ′n = sin θn,

which is equivalent to θ′i = θi or θi = εiπ and θ′i = (1−εi)π (i = 1, . . . , n, εi ∈ {0, 1}).
This proves that (f, h) is not one-to-one. In order to prove that (f, h) is stable, it
suffices to show that (f, h) is an immersion with normal crossings (see [6]). We recall
that a mapping g between two manifolds X and Y is called immersion with normal
crossings iff

(i) it is an immersion;
(ii) letting g(s) : X(s) → Y s, the restriction of gs to X(s) and denoting by ∆Y s

the subset of Y s: ∆Y s = {(y, . . . , y) | y ∈ Y }, we ask that g(s) � ∆Y s for every
s > 1.

Notice that for our mapping, we have to check the second point of this definition
only for s = 2 since it is impossible to have (f, h)(x1) = · · · = (f, h)(xp) for more than
two points. Now, the computations to prove that (f, h) verifies the two preceding
points are tedious but do not present any kind of difficulty, and so they are not
reproduced here.
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Abstract. The aim of the topological sensitivity analysis is to obtain an asymptotic expansion
of a functional with respect to the creation of a small hole in the domain. In this paper such an
expansion is obtained for the Helmholtz equation with a Dirichlet condition on the boundary of a
circular hole. Some applications of this work to waveguide optimization are presented.
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1. Introduction. Classical shape optimization methods are based on the per-
turbation of the boundary of the initial shape. The initial and the final shapes have
the same topology. The aim of topological optimization is to find an optimal shape
without any a priori assumption about the topology of the structure. Many important
contributions in this field are concerned with structural mechanics and, in particular,
the minimization of the compliance (external work) subject to a volume constraint.
In view of the fact that the optimal structure generally has a large number of small
holes, most authors [3, 5, 15] have considered composite material optimization. Using
the homogenization theory, Allaire and Kohn [3] exhibit a class of laminated materi-
als with an explicit expression for the optimal material at any point of the structure.
The range of application of this approach is quite restricted. For this reason, global
optimization techniques like genetic algorithms and simulated annealing are used in
order to solve more general problems [26]. Unfortunately, these methods are very
slow.

The topological gradient has been introduced by Schumacher [27] to minimize
a cost function j(Ω) = J(Ω, uΩ), where uΩ is the solution to a PDE defined in the
domain Ω. The idea is to create a spherical hole B(x, ε) of radius ε around a point
x in Ω. Generally, an asymptotic expansion of the function j can be obtained in the
following form:

j(Ω \B(x, ε))− j(Ω) = f(ε)g(x) + o(f(ε)).(1.1)

The function f(ε) is positive and tends to zero with ε. We call this expansion the
topological asymptotic. To minimize the criterion, we have to create holes where
g is negative. The optimality condition g ≥ 0 in Ω is exactly what Buttazzo and
Dal Maso [6] have obtained for the Laplace equation, using a relaxed formulation.
The topological gradient g(x) has been computed by Schumacher [27] in the case
of compliance minimization with Neumann condition on the boundary of the hole.
In the same context, Sokolowski [25] gave some mathematical justifications in the
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plane stress case and generalized it to various cost functions. A topological sensitivity
framework using an adaptation of the adjoint method and a truncation technique has
been introduced in [16] in the case of an homogeneous Dirichlet condition imposed on
the boundary of a circular hole. The fundamental property of the adjoint technique is
to provide the variation of a function with respect to a parameter by using a solution
uΩ and an adjoint state pΩ which do not depend on the chosen parameter. From the
numerical viewpoint, only two systems have to be solved for obtaining g(x) for all
x ∈ Ω. This observation leads to very efficient numerical algorithms. In [10, 11, 12],
the topological sensitivity has been obtained in the contexts of linear elasticity, the
Poisson equation, and the Stokes problem with general shape functions and arbitrary
shaped holes. These publications are concerned with PDE operators whose symbols
are homogeneous polynomials.

In this paper, we are interested in the differential operator

P =

2∑
i=1

∂2

∂xi
2 + k2,

whose symbol is not homogenous. First, an adaptation of the adjoint method to
the topological context is proposed in section 2 for the operator P . Next, a wave-
guide problem, the truncation method, and the explicit expression of the topological
asymptotic are presented in section 3. Finally, an optimization algorithm and some
applications of the topological gradient to waveguide optimization are given in sec-
tion 4. This work was done in collaboration with Alcatel Space Industries.

2. A generalized adjoint method. In this section, the adjoint method is
adapted to topological optimization. Let V be a fixed complex Hilbert space. For
ε ≥ 0, let aε(., .) be a sesquilinear and continuous form on V and lε be a semilinear
and continuous form on V. We consider the following assumptions.

Hypothesis 1. There exists a sesquilinear and continuous form δa, a semilinear
and continuous form δl, and a real function f(ε) > 0 defined on R

∗
+ such that

lim
ε→0

f(ε) = 0,(2.1)

‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)),(2.2)

‖lε − l0 − f(ε)δl‖L(V) = o(f(ε)),(2.3)

where L(V) (respectively, L2(V)) denotes the space of continuous and semilinear (re-
spectively, sesquilinear) forms on V.

Hypothesis 2. There exists a constant α > 0 such that

inf
u �=0

sup
v �=0

|a0(u, v)|
‖u‖V‖v‖V ≥ α.

We say that a0 satisfies the inf-sup condition.
According to (2.2), there exists a constant β > 0 (independent of ε) such that

inf
u �=0

sup
v �=0

|aε(u, v)|
‖u‖V‖v‖V ≥ β ∀ε ≥ 0.

For ε ≥ 0, we suppose that the following problem has one solution: find uε ∈ V such
that

aε(uε, v) = lε(v) ∀v ∈ V.(2.4)
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According to Hypothesis 2, this solution is unique. We have the following lemma.
Lemma 2.1. If Hypotheses 1 and 2 are satisfied, then

‖uε − u0‖V = O(f(ε)).

Proof. It follows from Hypothesis 2 that there exists vε ∈ V, vε 
= 0, such that

β‖uε − u0‖V‖vε‖V ≤ |aε(uε − u0, vε)|,
which implies

β‖uε − u0‖V‖vε‖V
≤ |aε(u0, vε)− lε(vε)|
= |aε(u0, vε)− (lε − l0 − f(ε)δl)(vε)− l0(vε)− f(ε)δl(vε)|
= |(aε(u0, vε)− a0(u0, vε))− (lε − l0 − f(ε)δl)(vε)− f(ε)δl(vε)|
≤ |aε(u0, vε)− a0(u0, vε)− f(ε)δa(u0, vε)|+ |lε(vε)− l0(vε)− f(ε)δl(vε)|
+ f(ε)(|δa(u0, vε)|+ |δl(vε)|).

Using Hypothesis 1, we obtain

β‖uε − u0‖V‖vε‖V ≤
(
o(f(ε)) + f(ε)(‖δa‖L2(V)‖u0‖V + ‖δl‖L(V))

) ‖vε‖V .
Consider now a cost function j(ε) = J(uε), where the functional J satisfies

J(u+ h) = J(u) + �(Lu(h)) + o(‖h‖V) ∀u, h ∈ V.(2.5)

Here, Lu is a linear and continuous form on V. We suppose that the following problem
has a unique solution p0, called the adjoint state: find p0 ∈ V such that

a0(v, p0) = −Lu0
(v) ∀v ∈ V.(2.6)

For ε ≥ 0, we define the Lagrangian operator Lε by
Lε(u, v) = J(u) + aε(u, v)− lε(v) ∀u, v ∈ V.

The next theorem gives the asymptotic expansion of j(ε).
Theorem 2.2. If Hypotheses 1 and 2 are satisfied, then

j(ε)− j(0) = f(ε)�(δL(u0, p0)) + o(f(ε)),(2.7)

where u0 is the solution to (2.4) with ε = 0, p0 is the adjoint state solution to prob-
lem (2.6), and

δL(u, v) = δa(u, v)− δl(v) ∀u, v ∈ V.

Proof. We have that

j(ε) = Lε(uε, v) ∀ε ≥ 0, ∀v ∈ V.
Next, choosing v = p0, we obtain

j(ε)− j(0) = Lε(uε, p0)− L0(u0, p0)

= J(uε)− J(u0) + aε(uε, p0)− a0(u0, p0) + l0(p0)− lε(p0)
= J(uε)− J(u0) + �(aε(uε, p0)− a0(u0, p0))−�(lε(p0)− l0(p0))
= J(uε)− J(u0) + �(aε(uε, p0)− a0(uε, p0) + a0(uε − u0, p0))

−�(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)�(δl(p0)).
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Using (2.5), we have that

J(uε)− J(u0) = �(Lu0
(uε − u0)) + o(‖uε − u0‖V).

Hence,

j (ε)− j(0)
= �(aε(uε, p0)− a0(uε, p0)) + �(a0(uε − u0, p0) + Lu0

(uε − u0)) + o(‖uε − u0‖V)
−�(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)�(δl(p0)).

Using that p0 is the adjoint solution, we obtain

j(ε)− j(0) = �(aε(uε, p0)− a0(uε, p0)) + o(‖uε − u0‖V)
−�(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)�(δl(p0))

= �((aε − a0)(u0, p0)) + �((aε − a0)(uε − u0, p0)) + o(‖uε − u0‖V)
−�(lε(p0)− l0(p0)− f(ε)δl(p0))− f(ε)�(δl(p0)).

It follows from Hypothesis 1 that

j(ε)− j(0)=f(ε)�(δa(u0, p0))+o(f(ε))+f(ε)�(δa(uε − u0, p0)) + o(f(ε))‖uε − u0‖V
+o(‖uε − u0‖V)− f(ε)�(δl(p0)).

Finally, from Lemma 2.1 and the hypothesis limε→0 f(ε) = 0, we have

j(ε) = j(0) + f(ε)�(δa(u0, p0)− δl(p0)) + o(f(ε)),
since δa is continuous by assumption.

3. A waveguide problem. In this section, we study a problem of a waveguide
as a component of a spatial antenna feeding system. Because the waveguide O has
a uniform thickness, O = Ω×]a, b[, Ω ⊂ R

2, and the electric field has a vertical
polarization (normal to Ω), the three-dimensional problem can be reduced to a two-
dimensional problem in Ω, called the H-plane model. We assume that Ω is a domain
of R

2 with a regular boundary Γ = Γ0 ∪Γ1 ∪ · · · ∪ΓN , N ∈ N
∗. We denote by uΩ the

normal component to Ω of the electric field. It is a solution to the Helmholtz problem:


∆uΩ + k2uΩ = 0 in Ω,
uΩ = 0 on Γ0,
∂nuΩ − ikuΩ = hj on Γj , j = 1, 2, . . . , N,

(3.1)

where ∂nuΩ is the normal derivative of uΩ, k ∈ {k ∈ C
∗/�(k) ≥ 0}, and hj ∈

H
1
2
00(Γj)

′ for all j ∈ {1, 2, . . . , N}. The first boundary condition means that Γ0 is a
perfect metallic surface. When hj = 0, the last equation is an approximate absorbing
boundary condition (the normal incident plane waves are completely absorbed). When
hj 
= 0, it is a transmission condition. We prove in section 5.1 that problem (3.1) has
one and only one solution in the Hilbert space

VΩ = {u ∈ H1(Ω), u = 0 on Γ0}.(3.2)

Here and in the following, all the Sobolev spaces involve complex-valued functions.
For a given x ∈ Ω, let us consider the perforated open set Ωε = Ω\B(x, ε), where

x is a point of Ω and B(x, ε) is the ball of center x and of radius ε (see Figure 1). We
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Ω

Γ

Γ0

1

j

Γ2

Γ

Ω ε

Σε

Fig. 1. The initial domain and the same domain after the perforation.

assume that ε > 0 is small enough, and we denote Σε = ∂B(x, ε). Our aim is to get
the sensitivity analysis of uΩε , being the unique solution (see section 5.1) to


∆uΩε + k

2uΩε = 0 in Ωε,
uΩε = 0 on Γ0,
uΩε = 0 on Σε,
∂nuΩε − ikuΩε = hj on Γj , j = 1, 2, . . . , N,

(3.3)

with respect to ε at ε = 0. The solution of problem (3.3) is defined on the variable
open set Ωε; thus it belongs to a functional space which depends on ε. Hence, if we
want to derive the asymptotic expansion of a function of the form

j(ε) = J(uΩε),(3.4)

we cannot apply directly the tools of section 2, which require a fixed functional space.
In classical shape optimization, this requirement can be satisfied with the help of
a domain parameterization technique [13, 20, 17]. This technique involves a fixed
domain and a bi-Lipshitz map between this domain and the modified one. In the
topology optimization context, such a map does not exist between Ω and Ωε. However,
a functional space independent of ε can be constructed by using a domain truncation
technique.

3.1. The domain truncation. Let R > ε be such that the ball B(x,R) is
included in Ω. The boundary of B(x,R) is denoted by ΣR. The truncated domain
Ω\B(x,R) is denoted by ΩR, and Dε denotes the corona B(x,R)\B(x, ε) (see Fig-
ure 2).

For a Ψ ∈ H 1
2 (ΣR), we consider u

ε
Ψ the solution to the problem


∆uεΨ + k2uεΨ = 0 in Dε,
uεΨ = Ψ onΣR,
uεΨ = 0 on Σε

(3.5)

and the Dirichlet-to-Neumann operator

T ε : H1/2(ΣR) −→ H−1/2(ΣR),
Ψ �−→ T εΨ = ∇uεΨ.n|ΣR ,
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Ω

R

R

Dε
ΣR

Fig. 2. The truncated domain.

where n|ΣR denotes the outward normal to the boundary ΣR. Using the Poincaré

inequality, we obtain that, for ε < R < (
√
2|k|)−1, problem (3.5) is coercive. Hence

it has one and only one solution.
We consider the truncated problem: find uε such that


∆uε + k

2uε = 0 in ΩR,
uε = 0 on Γ0,
∂nuε + T

εuε = 0 on ΣR,
∂nuε − ikuε = hj on Γj , j = 1, 2, . . . , N.

(3.6)

The variational formulation associated to problem (3.6) is the following: find uε ∈ VR
such that

aε(uε, v) = l(v) ∀v ∈ VR,(3.7)

where the functional space VR, the sesquilinear form aε, and the semilinear form l are
defined by

VR = {u ∈ H1(ΩR), u = 0 on Γ0},(3.8)

aε(u, v) =

∫
ΩR

∇u.∇v dx− k2

∫
ΩR

uv dx+

∫
ΣR

(T εu)v dγ(x)(3.9)

−ik
N∑
j=1

∫
Γj

uv dγ(x),(3.10)

l(v) =
N∑
j=1

∫
Γj

hjv dγ(x).(3.11)

Here, ∇u.∇v =
∑2
i=1

∂u
∂xi

∂v
∂xi

and dγ(x) is the Lebesgue measure on the boundary.
The following result is standard in PDE theory.

Proposition 3.1. Problem (3.6) has one and only one solution in VR which is
the restriction to ΩR of the solution to (3.3).

Proof. Existence: Applying the definition of T ε, we prove that the restriction to
ΩR of the solution to (3.3) is a solution to (3.6).
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Uniqueness: Any solution u to problem (3.6) can be extended in Ωε to the solution
to problem (3.3): we use the solution uεΨ to (3.5) with Ψ = u|ΣR .

We have now at our disposal the fixed Hilbert space VR required by section 2.
We assume that the function J is defined in a neighbor part of Γ. Then we have

j(ε) = J(uΩε) = J(uε) ∀ε ≥ 0.(3.12)

3.2. Variation of the sesquilinear form. The variation of the sesquilinear
form aε − a0 reads

aε(u, v)− a0(u, v) =
∫

ΣR

(
(T ε − T 0)u

)
v dγ(x).(3.13)

Hence, the problem reduces to the computation of (T ε − T 0)Ψ for Ψ = u|ΣR .
We have the following proposition.

Proposition 3.2. The solution uεΨ to problem (3.5) and the operator T ε are
given by the explicit expressions:

uεψ(r, θ) =
∑
n∈Z

Jn(kr)Yn(kε)− Jn(kε)Yn(kr)
Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne

inθ

and

T εψ = k
∑
n∈Z

J ′
n(kR)Yn(kε)− Jn(kε)Y ′

n(kR)

Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ,(3.14)

where (r, θ) are the polar coordinates in R
2, (Ψn) are the Fourier coefficients of Ψ,

and (Jn) and (Yn) are, respectively, the Bessel functions of the first and the second
kind.

Proof. We have in polar coordinates

uεψ(r, θ) =
∑
n∈Z

cn(r)e
inθ,

where cn(r) satisfies the differential equation:

d2cn
dr2

+
1

r

dcn
dr

+

(
k2 − n

2

r2

)
cn(r) = 0 ∀n ∈ Z,

and thus cn is a linear combination of Jn and Yn Bessel functions:

cn(r) = anJn(kr) + bnYn(kr) ∀n ∈ Z.

Using the boundary conditions, we obtain

an =
Yn(kε)

Jn(kR)Yn(kε) − Yn(kR)Jn(kε)
ψn, bn =

−Jn(kε)

Jn(kR)Yn(kε) − Yn(kR)Jn(kε)
ψn.

In particular, for ε = 0 we have the following proposition.
Proposition 3.3. The solution u0

Ψ and the operator T 0 are given by the explicit
expressions

u0
ψ(r, θ) =

∑
n∈Z

Jn(kr)

Jn(kR)
ψne

inθ
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and

T 0ψ = k
∑
n∈Z

J ′
n(kR)

Jn(kR)
ψne

inθ,(3.15)

where u0
ψ is the solution to (3.5) for ε = 0.

For Ψ ∈ Hs(ΣR), let

‖ψ‖2s,ΣR =
∑
n∈Z

|ψn|2(1 + |n|)2s(3.16)

be the norm of Ψ in this space. The so defined norm is equivalent to the usual norm
of Hs(ΣR). We introduce the operator:

δT : H1/2(ΣR) −→ H−1/2(ΣR),
Ψ �−→ δTΨ = 1

RJ2
0 (kR)

Ψ0.

We have the following lemma.
Lemma 3.4. We have that∥∥∥∥T ε − T 0 − −1

log(ε)
δT

∥∥∥∥
L(H1/2(ΣR);H−1/2(ΣR))

= o

( −1
log(ε)

)
.

Proof. Let Ψ ∈ H 1
2 (ΣR). Using the series (3.14) and (3.15), we obtain

(T ε − T 0)ψ = k
∑
n∈Z

J ′
n(kR)Yn(kε)− Jn(kε)Y ′

n(kR)

Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ − k

∑
n∈Z

J ′
n(kR)

Jn(kR)
ψne

inθ

= k
∑
n∈Z∗

J ′
n(kR)Yn(kε)− Jn(kε)Y ′

n(kR)

Jn(kR)Yn(kε)− Yn(kR)Jn(kε)ψne
inθ − k

∑
n∈Z∗

J ′
n(kR)

Jn(kR)
ψne

inθ

−kY
′
0(kR)J0(kR)− Y0(kR)J

′
0(kR)

J2
0 (kR)

J0(kε)J0(kR)

J0(kR)Y0(kε)− Y0(kR)J0(kε)
ψ0.

We have that [1]

Y ′
0(kR)J0(kR)− Y0(kR)J

′
0(kR)

J2
0 (kR)

=
W{J0(kR), Y0(kR)}

J2
0 (kR)

=
2

πkR

1

J2
0 (kR)

,

where W is the Wronskian. Then

(T ε − T 0)ψ = k
∑
n∈Z∗

Jn(kε)Yn(kR)

Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
(
J ′
n(kR)

Jn(kR)
− Y

′
n(kR)

Yn(kR)

)
ψne

inθ

− 2

π

J0(kε)J0(kR)

J0(kR)Y0(kε)− Y0(kR)J0(kε)

1

RJ2
0 (kR)

ψ0.(3.17)

We have the following formula [1]:

Y0(kε) =
2

π

(
log

(
kε

2

)
+ γ

)
J0(kε) + εα(ε),(3.18)
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where γ denotes Euler’s constant and α(ε) → 0 when ε → 0. We insert (3.18) into
(3.17):

(T ε − T 0)ψ = εRεΨ+
−1

log(ε)

(
1 +

M

log(ε)
+ εθ(ε)

)−1

δTΨ,

where M is a constant independent of ε, θ(ε)→ 0 when ε→ 0 and

Rεψ =
∑
n∈Z∗

k

ε

Jn(kε)Yn(kR)

Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
(
J ′
n(kR)

Jn(kR)
− Y

′
n(kR)

Yn(kR)

)
ψne

inθ.

Then (
T ε − T 0 − −1

log(ε)
δT

)
ψ = εRεψ +O(1)

( −1
log(ε)

)2
1

RJ2
0 (kR)

ψ0.

Using (3.16), we have

‖ Rεψ ‖2− 1
2 ;ΣR

=
∑
n∈Z∗

|k|2
ε2

∣∣∣∣ Jn(kε)Yn(kR)

Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
∣∣∣∣
2

.

∣∣∣∣ J ′
n(kR)

Jn(kR)(1 + |n|) −
Y ′
n(kR)

Yn(kR)(1 + |n|)
∣∣∣∣
2

(1 + |n|)|ψn|2.

Let us prove that there exists a constant c > 0 (independent of Ψ and ε) such that
for all 0 < ε < ε0 < R,

‖Rεψ ‖− 1
2 ;ΣR≤ c ‖ ψ‖ 1

2 ;ΣR .

We have [1]

1

1 + |n|
J ′
n(kR)

Jn(kR)
= − 1

1 + |n|
Jn+1(kR)

Jn(kR)
+

n

1 + |n|
1

kR

and for n→∞

Jn(z) ∼ (2πn)−
1
2

( ez
2n

)n
.

Then

lim
n→∞

1

1 + |n|
Jn+1(kR)

Jn(kR)
= 0

and ∣∣∣∣ 1

1 + |n|
J ′
n(kR)

Jn(kR)

∣∣∣∣ ≤ c ∀n ∈ Z
∗.

Here and in what follows, c is a positive constant independent of the data (e.g., of ε
and n). Similarly, we have∣∣∣∣ 1

1 + |n|
Y ′
n(kR)

Yn(kR)

∣∣∣∣ ≤ c ∀n ∈ Z
∗.
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Hence, ∣∣∣∣ J ′
n(kR)

Jn(kR)(1 + |n|) −
Y ′
n(kR)

Yn(kR)(1 + |n|)
∣∣∣∣ ≤ c ∀n ∈ Z

∗.

We denote

fn(ε) =
1

ε

∣∣∣∣ Jn(kε)Yn(kR)

Yn(kε)Jn(kR)− Yn(kR)Jn(kε)
∣∣∣∣ .

We have also

fn(ε) =

∣∣∣∣εJn(kR)Yn(kε)Jn(kε)Yn(kR)
− ε
∣∣∣∣
−1

.

We show in section 5.3 that there exist n0 and ε0 such that∣∣∣∣εJn(kR)Jn(kε)

∣∣∣∣ ≥ c
(
R

ε

)n−1

∀n ≥ n0, ∀ε < ε0(3.19)

and ∣∣∣∣ Yn(kε)Yn(kR)

∣∣∣∣ ≥ c
(
R

ε

)n
∀n ≥ n0, ∀ε < ε0.(3.20)

Using (3.19) and (3.20), we obtain∣∣∣∣εYn(kε)Jn(kR)Jn(kε)Yn(kR)

∣∣∣∣ ≥ c ∀n ≥ n0, ∀ε < ε0

and

fn(ε) ≤ c ∀n ≥ n0, ∀ε < ε0.
For p ∈ {1, 2, . . . , n0 − 1}, we have fp(ε)→ 0 when ε→ 0. Then

fn(ε) ≤ c ∀n ∈ Z
∗, ∀ε < ε0.

Hence

‖Rεψ‖− 1
2 ,ΣR

≤ c ‖ ψ ‖ 1
2 ;ΣR ∀ψ ∈ H 1

2 (ΣR).

This completes the proof.
From this lemma we obtain the following proposition.
Proposition 3.5. Let δa be the sesquilinear and continuous form defined on VR

by

δa(u, v) =
umean

J0(kR)

vmean

J0(kR)
,

where umean and vmean denote, respectively, the mean values of u and v on ΣR. We
have∣∣∣∣aε(u, p)− a0(u, p)− −2π

log(ε)
δa(u, p)

∣∣∣∣ = o
( −1
log(ε)

)
‖u‖VR‖p‖VR ∀u, p ∈ VR.
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3.3. The asymptotic expansion. We prove in section 5.2 that the sesquilinear
form a0 satisfies Hypothesis 2 (inf-sup condition).
The adjoint problem is the following: find pΩ ∈ VΩ such that

∫
Ω

(∇v.∇pΩ − k2vpΩ) dx− ik
N∑
j=1

∫
Γj

vpΩ dγ(x) = −LuΩ
(v) ∀v ∈ VΩ.(3.21)

This problem has one and only one solution (see section 5.1). If LuΩ
∈ H 1

2
00(Γm)

′,
m ∈ {1, 2, . . . , N}, the strong formulation of problem (3.21) is


∆pΩ + k

2
pΩ = 0 in Ω,

pΩ = 0 on Γ0,

∂npΩ + ikpΩ = −LuΩ
on Γm,

∂npΩ + ikpΩ = 0 on Γj , j ∈ {1, 2, . . . , N}\{m}.
(3.22)

Hence, all the assumptions of section 2 are satisfied and we can apply the adjoint
method. Then we have the following theorem.

Theorem 3.6. The function j has the following asymptotic expansion:

j(ε)− j(0) = −2π
log(ε)

�(uΩ(x)pΩ(x)) + o

( −1
log(ε)

)
.

Proof. Using Theorem 2.2, we obtain

j(ε)− j(0) = −2π
log(ε)

�(δa(u0, p0)) + o

( −1
log(ε)

)
,

where u0 is the solution to (3.7) for ε = 0 and p0 is the solution to the adjoint problem

a0(v, p0) = −Lu0(v) ∀v ∈ VR.(3.23)

As observed in Proposition 3.1, u0 is the restriction to ΩR of uΩ. Let us prove that
the same property holds for p0 and pΩ. For v ∈ VΩ, we denote by pR and vR the
restriction of pΩ and v to ΩR. On the one hand, we have

(3.24)∫
Ω

(∇v.∇pΩ − k2vpΩ) dx− ik
N∑
j=1

∫
Γj

vpΩ dγ(x)

=

∫
ΩR

(∇vR.∇pR − k2vRpR) dx− ik
N∑
j=1

∫
Γj

vRpR dγ(x) +

∫
D0

(∇v.∇pΩ − k2vpΩ) dx

=

∫
ΩR

(∇vR.∇pR − k2vRpR) dx− ik
N∑
j=1

∫
Γj

vRpR dγ(x) +

∫
ΣR

(T 0vR)pR dγ(x)

= a0(vR, pR).

On the other hand, due to the fact that J is defined in a neighbor part of Γ, we have
that J(u) = J(uR) for all u ∈ VΩ. Hence

LuΩ(v) = Lu0(vR).(3.25)
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Then, gathering (3.24), (3.21), and (3.25), we obtain

a0(vR, pR) = −Lu0(vR) ∀vR ∈ VR,
which proves that pR is the solution to (3.23). Then p0 is the restriction to ΩR of
pΩ. It remains to prove that δa(uΩ|ΩR , pΩ|ΩR) = uΩ(x).pΩ(x). Using that uΩ is the
solution to the Helmholtz equation in the ball B(x,R), we obtain

uΩ(x) =
uΩ

mean
|ΣR

J0(kR)
.

Similarly, we have

pΩ(x) =
pΩmean|ΣR
J0(kR)

.

Hence

δa(u0, p0) = δa(uΩ|ΩR , pΩ|ΩR)

= uΩ(x)pΩ(x).

This completes the proof.
Then the topological gradient is

g = �(uΩpΩ).

4. Numerical results.

4.1. T-shaped waveguide. We use the topological gradient to design an H-
plane T-shaped waveguide. The geometric constraints are shown in Figure 3(a). The
input Γ1 is excited by the TE10 mode (see the second boundary condition of (4.1)):
the excitation is given by

ue(y) = cos
(πy
d

)
∀y ∈ Γ1.

We follow the two ideas [22]:
• the initial guess is the free space;
• instead of minimizing the reflected energy, we maximize the transmitted en-
ergy on Γ2 and Γ3.

At the beginning, only the input and output channels have metallic boundaries. In
order to use the finite element method, the design domain is delimited by a fictitious
boundary Γ4 on which an absorbing condition is imposed (see Figure 3(b)). The
problem is modelized as follows:



∆u+ k2u = 0 in Ω,
u = 0 on Γ0,
∂nu− ik′u = ∂nue − ik′ue on Γ1,
∂nu− ik′u = 0 on Γ2,Γ3,
∂nu− iku = 0 on Γ4,

(4.1)

where k2 = k′2 + π2

d2 , d being the length of Γ1. The perfect conduction on the
metallic boundary leads to the first boundary condition u = 0 on Γ0. The third
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boundary condition prevents reflections on Γ2,Γ3. The last equation is an approximate
absorbing boundary condition. Here and in the following, we take k = 10.

The cost function to maximize is

J(u) = |S12(u)|2 + |S13(u)|2,
where S1j(u) is given by

S1j(u) =

∫
Γj

u|Γj cos
(πx
d

)
dx, j ∈ {2, 3}.

The adjoint state is the solution to


∆p̄+ k2p̄ = 0 in Ω,
p̄ = 0 on Γ0,
∂np̄− ik′p̄ = 0 on Γ1,

∂np̄− ik′p̄ = −2S12(u) cos
(
πx
d

)
on Γ2,

∂np̄− ik′p̄ = −2S13(u) cos
(
πx
d

)
on Γ3,

∂np̄− ikp̄ = 0 on Γ4.

(4.2)

Then the topological gradient is g = �(up) (see Figure 4(b)). We are interested in
the relative loss of energy

P (u) =
Ee − (E2 + E3)(u)

Ee
,

where Ee is the entering energy and Ej(u) is the outgoing energy through Γj , j ∈
{2, 3}.

We present here the topological optimization procedure. The underlying idea is
the following: in the 4th step of the process, if x is such that the topological gradient
is higher than a certain value t�, we insert at this point a Dirichlet node (metal).
The constant t� is chosen by the user, which allows him to take into account other
constraints, for example the feasibility. The process is stopped when the topological
gradient is everywhere negative in the design domain or when the shape suits the
designer. The algorithm is as follows.

• Initialization: choose the initial domain Ω0, and set 4 = 0. The domain
Ω0 is meshed and it is identified with the set of the nodes: Ω0 = {xk, k ∈
{1, 2, . . . , n}}. The grid is fixed during the process.

• Repeat:
1. compute u�, p� the direct and adjoint solutions in the domain Ω�,
2. compute the topological gradient g� = �(u�p�),
3. set Ω�+1 = Ω�\{xk, g�(xk) ≥ t�+1},
4. 4← 4+ 1.

Figure 4 shows the isovalues of |u| and the topological gradient for the initial
geometry. In this case, 94.4% of the energy is lost. After two iterations, the loss is
reduced to 2.02% (see Figure 5) and the topological gradient is everywhere negative.
The last step consists of smoothing the boundary of the domain by inserting some
metal where |u| is close to zero. The loss of energy of this waveguide is equal to 1.5%
(see Figure 6). The convergence history is given by Figure 7.

4.2. L-shaped waveguide. Here, we use the topological gradient like a decision
help system to build a junction between two rectangular waveguides. The initial
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Fig. 3. The initial geometry (a) and the design domain (b).
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Fig. 4. Modulus of the electric field (a) and topological gradient (b).
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Fig. 5. Modulus of the electric fields obtained after a first iteration (a) and after two iterations
(b).

geometry and the design domain are given by Figure 8. The cost function to maximize
is

J(u) = |S12(u)|2.
Figure 9(a) shows the isovalues of |u| for the initial geometry. In this case, 95.43%

of the energy is lost. We observe that the topological gradient is high on a quarter
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Fig. 8. The initial geometry (a) and the design domain (b).

of circle where we decide to put metal (see Figure 9(b)). The loss of energy of the
obtained waveguide is now equal to 0.34% (see Figure 10).

4.3. U-shaped waveguide. Here, the initial guess is a metallic cavity. The
geometry of the waveguide is shown in Figure 11. The cost function to maximize is

J(u) = |S12(u)|2.



1538 BESSEM SAMET, SAMUEL AMSTUTZ, AND MOHAMED MASMOUDI

−2 −1.8 −1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

 

−2 −1.8 −1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

g > 0 

(a) (b)

Fig. 9. Modulus of the electric field (a) and topological gradient (b).
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Fig. 10. Final geometry (a) and modulus of the electric field (b).
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Fig. 11. Geometry of the initial guide.

Figure 12(a) shows the isovalues of |u| for the initial geometry. In this case,
88.45% of the energy is reflected. There are three local maximas of the topological
gradient (see Figure 12(b)). At each local maxima, we introduce a pointwise Dirichlet
condition (a metallic plot). The new energy distribution is shown in Figure 13(a).
The loss of energy is now equal to 39.19%. A new analysis is performed: after the
introduction of another metallic plot, we obtain the design of Figure 13(b). The
objective is fulfilled; the loss of energy is equal to 0.7%. For feasibility reasons, we
decide not to insert additional plots.
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Fig. 12. Modulus of the electric field (a) and topological gradient (b).
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Fig. 13. Modulus of the electric fields obtained after a first iteration (a) and after two iterations
(b).

5. Appendix.

5.1. Existence and uniqueness of the solution. Here we establish the ex-
istence and uniqueness of the solution to problem (3.1). Replacing Ω with Ωε, the
argumentation would be the same for problem (3.3). Without any loss of generality,
we suppose here that N = 1. The variational form of problem (3.1) is the following:
find u ∈ VΩ satisfying

a(u, v) = l(v) ∀v ∈ VΩ,(5.1)

where the functional space VΩ, the sesquilinear form a, and the semilinear form l are
defined by

VΩ = {v ∈ H1(Ω), v = 0 on Γ0},
a(u, v) =

∫
Ω

(∇u.∇v − k2uv) dx− ik
∫

Γ1

uv dγ(x),

l(v) =

∫
Γ1

gv dγ(x).

We split a in the following form:

a(u, v) = b(u, v) + c(u, v),(5.2)
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where b and c are defined by

b(u, v) =

∫
Ω

(∇u.∇v + uv) dx,(5.3)

c(u, v) = −(1 + k2)

∫
Ω

uv dx− ik
∫

Γ1

uv dγ(x).(5.4)

We recall the following result which is a consequence of the Lax–Milgram theorem.
Lemma 5.1. For all f ∈ V ′

Ω, there exists a unique uf ∈ VΩ such that

b(uf , v) = 〈f, v〉V′
Ω
,VΩ
.

The operator f �→ uf is continuous from V ′
Ω to VΩ.

We define

C : VΩ −→ VΩ,
u �−→ Cu

such that

b(Cu, v) + c(u, v) = 0 ∀v ∈ VΩ.(5.5)

We have the following lemma.
Lemma 5.2. The operator C is compact.
Proof. By Lemma 5.1, it suffices to prove that the operator

u �−→ c(u, .)

from VΩ to V ′
Ω is compact. Let (ui) be a sequence bounded in VΩ. The imbeddings

VΩ → L2(Ω) and H
1
2
00(Γ1) → L2(Γ1) are compact; then there exists a subsequence

always denoted by (ui) such that

ui → w1 in L2(Ω)

and

γ0ui → w2 in L2(Γ1).

Then

c(ui, .)→ lw2
w1

in V ′
Ω,

where lw2
w1

is defined by

〈
lw2
w1
, v
〉
V′

Ω
,VΩ

= −(1 + k2)

∫
Ω

w1v dx− ik
∫

Γ1

w2v dγ(x) ∀v ∈ VΩ.

Hence the operator C is compact.
Using (5.5), problem (5.1) can be written as follows: find u ∈ VΩ such that

b((I − C)u, v) = l(v) ∀v ∈ VΩ.(5.6)

We have the following lemma.
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Lemma 5.3. For k ∈ {k ∈ C
∗/�(k) ≥ 0}, the following problem has no nontrivial

solution: find u ∈ VΩ such that

a(u, v) = 0 ∀v ∈ VΩ.(5.7)

Proof. Let u be a solution to problem (5.7). For v = u, we have

a(u, u) = 0.

Then ∫
Ω

|∇u|2 dx− k2

∫
Ω

|u|2 dx− ik
∫

Γ1

|u|2 dγ(x) = 0.(5.8)

By writing k = k1 + ik2, where (k1, k2) ∈ R
2 and using (5.8), we obtain

∫
Ω

|∇u|2 dx− (k2
1 − k2

2)

∫
Ω

|u|2 dx+ k2
∫

Γ1

|u|2 dγ(x) = 0(5.9)

and

k1

∫
Γ1

|u|2 dγ(x) + 2k1k2

∫
Ω

|u|2 dx = 0.(5.10)

Two cases can arise:
• First case: k2 > 0. If k1 = 0, using (5.9) we obtain

∫
Ω

|∇u|2 dx+ k2
2

∫
Ω

|u|2 dx+ k2
∫

Γ1

|u|2 dγ(x) = 0.

Then u = 0 in Ω. If k1 
= 0, using (5.10) we obtain

∫
Γ1

|u|2 dγ(x) + 2k2

∫
Ω

|u|2 dx = 0.

Then u = 0 in Ω.
• Second case: k2 = 0 and k1 
= 0. Using (5.10), we obtain

u = 0 on Γ1.

Let Ω̃ be a regular domain containing Ω and so that Γ0 ⊂ ∂Ω̃. Extending u
by zero in Ω̃ \ Ω, we obtain a function ũ that satisfies

∆ũ+ k2ũ = 0 in D′(Ω̃).

This extension is analytic; it is equal to zero in an open subset of a connected
domain; thus ũ = 0 in Ω̃.

This completes the proof.
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By Lemmas 5.2 and 5.3, and by using the Fredholm alternative, we obtain the
following result.

Theorem 5.4. For k ∈ {k ∈ C
∗/�(k) ≥ 0}, problem (5.1) has one and only one

solution.

5.2. The inf-sup condition. Our aim is to prove that the sesquilinear form a0
defined by (3.9) for ε = 0 satisfies the inf-sup condition (see Hypothesis 2). We have
the following lemma.

Lemma 5.5. The sesquilinear form a defined in (5.1) satisfies the inf-sup condi-
tion.

Proof. Let u ∈ VΩ. We set v = (I−C)u, where C is the operator defined by (5.5).
According to (5.5), we have

a(u, v) = b(v, v)

= ‖(I − C)u‖VΩ‖v‖VΩ

≥ α‖u‖VΩ‖v‖VΩ ,

where α = ‖(I − C)−1‖−1
L(VΩ,VΩ). Thus the sesquilinear form a satisfies the inf-sup

condition.
We have the following result.
Proposition 5.6. The sesquilinear form a0 satisfies the inf-sup condition.
Proof. We have

a0(u, v) =

∫
ΩR

(∇u.∇v − k2uv) dx+

∫
ΣR

(T 0u)v dγ(x)− ik
∫

Γ1

uv dγ(x) ∀u, v ∈ VR.

For all u ∈ VR we set

ũ =

{
u in ΩR,
u0
ψ in B(x,R),

where ψ = u|ΣR and u0
ψ is the solution to

{
∆u0

ψ + k2u0
ψ = 0 in B(x,R),

u0
ψ = ψ on ΣR.

It can easily be proved that

a0(u, v|ΩR) = a(ũ, v) ∀u ∈ VR, ∀v ∈ VΩ.

According to Lemma 5.5, there exists v ∈ VΩ, v 
= 0, such that

a0(u, v|ΩR) = a(ũ, v) ≥ α‖ũ‖VΩ
‖v‖VΩ

≥ α‖u‖VR‖v|ΩR‖VR .

This completes the proof.

5.3. Some useful inequalities. We have the following proposition.
Proposition 5.7. There exists c > 0 such that∣∣∣∣εJn(kR)Jn(kε)

∣∣∣∣ ≥ c
(
R

ε

)n−1

∀n ≥ n0, ∀ε < ε0.
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Proof. The Bessel function Jn(z) is defined by

Jn(z) =

(
1

2
z

)n +∞∑
p=0

(− 1
4z

2)p

p!Γ(n+ p+ 1)
.

Then we have

ε
Jn(kR)

Jn(kε)
= ε

(
R

ε

)n
+∞∑
p=0

(− 1
4k

2R2)p

p!Γ(n+ p+ 1)

+∞∑
p=0

(− 1
4k

2ε2)p

p!Γ(n+ p+ 1)

= ε

(
R

ε

)n (Γ(n+ 1))
−1

+

+∞∑
p=1

(− 1
4k

2R2)p

p!Γ(n+ p+ 1)

(Γ(n+ 1))
−1

+

+∞∑
p=1

(− 1
4k

2ε2)p

p!Γ(n+ p+ 1)

= ε

(
R

ε

)n 1 +

+∞∑
p=1

n!

p!(n+ p)!

(
−1

4
k2R2

)p

1 +

+∞∑
p=1

n!

p!(n+ p)!

(
−1

4
k2ε2

)p

=

(
R

ε

)n−1

un(ε),

where un(ε) is defined by

un(ε) =

R+

+∞∑
p=1

Rn!

p!(n+ p)!

(
−1

4
k2R2

)p

1 +

+∞∑
p=1

n!

p!(n+ p)!

(
−1

4
k2ε2

)p .

It is easy to see that the series which intervene in the expression of un(ε) converge
normally with respect to (n, ε). Hence, we have

lim
(n,ε)→(∞,0)

un(ε) = R.

Using the limit definition, there exists c > 0 such that

|un(ε)| ≥ c ∀n ≥ n0, ∀ε < ε0.
This completes the proof.

By the same techniques we obtain the following result.
Proposition 5.8. There exists c > 0 such that∣∣∣∣ Yn(kε)Yn(kR)

∣∣∣∣ ≥ c
(
R

ε

)n
∀n ≥ n0, ∀ε < ε0.



1544 BESSEM SAMET, SAMUEL AMSTUTZ, AND MOHAMED MASMOUDI

REFERENCES

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, Dover, New York,
1964.

[2] G. Allaire and R. Kohn, Optimal bounds on the effective behavior of a mixture of two well-
ordered elastic materials, Quart. Appl. Math., 51 (1993), pp. 643–674.

[3] G. Allaire and R. Kohn, Optimal design for minimum weight and compliance in plane stress
using extremal microstructures, Eur. J. Mech. A Solids, 12 (1993), pp. 839–878.

[4] M. Becker, Optimisation topologique de structure en variables discrètes, Technical report,
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l’homogénéisation: Théorie et Applications en Physique, Eyrolles, Paris, 1985, pp. 319–
369.

[22] P. Mader, Optimisation topologique pour la conception de composants guidés, Thèse, Univer-
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[28] Ch. Vassallo, Théorie des guides d’ondes électromagnétiques, Collection Technique et scien-
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Abstract. In this paper, we consider the problem of minimizing expected shortfall for a contin-
gent claim in a continuous-time, multiasset financial market in the presence of proportional transac-
tion costs. By generalizing the convex duality technique of Cvitanić [SIAM J. Control. Optim., 38
(2000), pp. 1050–1066] to the case of multivariate contingent claim, we establish the existence of an
optimal trading strategy and describe it in terms of an appropriate dual optimization problem.
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1. Introduction. In a standard, complete financial market, every contingent
claim can be replicated through some admissible portfolio, and the minimum ini-
tial capital required for replication defines the hedging price of the contingent claim.
Although there is no such unique hedging price in the presence of proportional trans-
action costs, an investor who is to cover a contingent claim at the terminal time can
still eliminate the entire risk of shortfall by putting up a sufficient amount of initial
capital, the least amount of which is called the upper hedging price. The upper hedg-
ing price is thus the price required by the most conservative investor. It has been
pointed out, however, that the superreplication of a contingent claim often requires
a large amount of initial capital. For example, in the case of simple European call-
options, except for the transaction cost at initial time, the upper hedging price is just
the initial stock price, which is a trivial upper bound on the value of the option; and
the optimal strategy for hedging a call-option is the so-called buy-and-hold strategy;
see, for example, [5], [13], and [2].

With such a situation in mind, we consider the problem of minimization of ex-
pected shortfall, the idea of which goes back to [4], [6], and [3]. We generalize the
results of these works to the general case of financial markets with several risky as-
sets under proportional transaction costs. The prototype and some results in the
superreplicating problem of such markets can be found in [9]. The paper [7] recently
considered similar problems by directly tackling the primal problem. We take an alter-
native approach via convex duality.1 An advantage of the recourse to an appropriate
dual problem is that we can solve the problem with minimum use of the martingale
theory. In fact, we do not need the semimartingality of the asset price process. All
we need, in fact, is the K(S(T ))-Fatou closedness of the set Cx,y in Definition 2.4
below. A sufficient condition for Cx,y to be K(S(T ))-Fatou closed is that the asset
price process S is a continuous semimartingale for which there exists an equivalent
martingale measure. However, our result still holds true even for nonsemimartingale
price processes if the set Cx,y is K(S(T ))-Fatou closed.

This paper is organized as follows. In section 2, we set up our financial market

∗Received by the editors April 9, 2002; accepted for publication (in revised form) May 5, 2003;
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model with proportional transaction costs. The model is essentially the same as [9],
except that we exclude bartering between the risky assets. The dissertation [11] dealt
with the general case with bartering allowed but with an additional restriction on the
contingent claim. In section 3, we present our main result and proofs. There, we
generalize the convex duality techniques of [3] to the case of vector-valued contingent
claims.

2. The model. Throughout this paper, we fix a filtered probability space
(Ω,F , {F (t)}t∈[0,T ],P) satisfying the usual conditions. Our financial market consists
of one risk-free asset with price normalized to be one and d risky assets with price given
by a (0,∞)d-valued, measurable, adapted process S � {(S1(t), . . . , Sd(t))}t∈[0,T ]. By
changing the physical unit of the assets, if necessary, we assume S(0) = 1, where
1 denotes the vector in R

d with each component equal to 1. We do not make any
additional assumptions on the process S such as semimartingality or the existence of
an equivalent martingale measure.

We regard the risk-free asset as money and assume that an investor must purchase
risky assets through money; that is, bartering between two risky assets is impossi-
ble. Furthermore, purchase (respectively, sale) of the ith risky asset is subject to a
proportional transaction cost of rate λi (respectively, µi); an investor is allowed to
buy (respectively, sell) the ith asset at time t for price (1 + λi)Si(t) (respectively,
(1 − µi)Si(t)). The numbers λi > 0 and 0 < µi < 1 are assumed to be constant
throughout the investment period.

A trading strategy is simply an R
d-valued adapted process A � {Ai(t)}t∈[0,T ]

such that each component Ai has right-continuous paths of bounded variation with
the property ∫

[0,T ]

Si(t)d|Ai|(t) <∞ a.s.,

where |Ai| � {|Ai|(t)}t∈[0,T ] denotes the total variation process of Ai. We set A(0−) �
0. As is well known, we have a decomposition Ai = A⊕

i − A�
i into the positive

variation A⊕ and the negative variation A�. These processes are right-continuous,
nondecreasing adapted processes. The random variable A⊕

i (t) (respectively, A
�
i (t))

signifies the cumulative number-of-shares of the ith asset, purchased (respectively,
sold) up to time t. Given a trading strategy A, we define the portfolio-holdings process
to be the process (XA, A) � {(XA(t), A(t))}t∈[0,T ] with XA(t) given by

XA(t) �
d∑
i=1

∫
[0,t]

Si(u){(1− µi)dA
�
i (u)− (1 + λi)dA

⊕
i (u)}.(2.1)

The random variableXA(t) signifies the amount of money held at time t by an investor
who has chosen a trading strategy A with no initial-holdings.

Our formulation on transaction costs is essentially the same as [9] with the addi-
tional assumption that

(1 + λi1)(1 + λ1j) < (1 + λij) ∀i �= j(2.2)

in their notation. Under this assumption, it is more efficient to use money as the
medium of exchange than to barter, and inefficient strategies involving bartering will
be excluded by optimality. Notice also that since the price process S need not be a
semimartingale, there is no stochastic differential equation for the portfolio-holdings
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process (XA, S1A1, . . . , SdAd) in terms of amount. In this paper, therefore, we always
express portfolio-holdings in terms of the number-of-shares.

Definition 2.1 (the solvency region). For each s ∈ (0,∞)d, we define the
solvency region K(s) to be the set of vectors (x, y) ∈ R× R

d such that

�(s, x, y) � x+
d∑
i=1

si{(1− µi)y
+
i − (1 + λi)y−i } ≥ 0.(2.3)

We also define the positive polar K∗(s) of the set K(s) by

K∗(s) � {(ξ, η) ∈ R× R
d | ξx+ η · y ≥ 0 ∀(x, y) ∈ K(s)}.(2.4)

It is easy to see that the sets K(s) and K∗(s) are convex polyhedral cones in
R × R

d such that K∗(s) ⊆ R+ × R
d
+ ⊆ K(s). The economic significance of the

solvency region K(s) is the following. If an investor with a portfolio-holdings vector
(x, y) ∈ R × R

d liquidates his portfolio-holdings when the price vector of the risky
assets is s, then after this liquidation has taken place the amount of money which
he will be holding is equal to �(s, x, y). Therefore, the portfolio-holdings vector (x, y)
belongs to the solvency region K(s) if and only if the value of the portfolio-holdings
vector (x, y) is “nonnegative.” We call the function � : (0,∞)d × R × R

d → R the
liquidation function.

At this point, we remark that as portfolio-holdings vectors are expressed in terms
of number-of-shares, our notations such as K(S(T )) and K∗(S(T )) correspond to K̂
and K̂∗ of [9] via what they called the “hat” operator; by applying the hat operator,
one can divide primal (respectively, multiply dual) random vectors by the diagonal
matrix with diagonal elements 1, S1(T ), . . . , Sd(T ). Thus, except for easy line-by-line
modifications, we may use their results, for example Theorem 2.6.

Given a set-valued random variable ω → E(ω), where E(ω) is a Borel set of
some Euclidean space for each ω, we denote by L

0(E) the set of all F (T )-measurable
random variables ξ such that ξ(ω) ∈ E(ω) almost surely. The following notion of the
“boundedness from below” of a random vector was given by [9].

Definition 2.2. Given a random vector θ ∈ L
0((0,∞)d), a random vector

(G,H) ∈ L
0(R) × L

0(Rd) is said to be K(θ)-bounded from below if there exists a
constant κ ≥ 0 such that

(G,H) + κ(1,1) ∈ L
0(K(θ)).(2.5)

We denote by L
0
b,θ the set of all random vectors (G,H) ∈ L

0(R) × L
0(Rd) that are

K(θ)-bounded from below.
In this paper, we do not make any restriction on the trading strategy except

for a mild boundedness-from-below condition. In particular, the portfolio-holdings
vector (XA(t), A(t)) may go out of the solvency region K(S(t)). The dissertation
[11] discussed the case where the nonbankruptcy condition “(XA(t), A(t)) ∈ K(S(t))
∀t ∈ [0, T ]” is imposed.

Definition 2.3. A trading strategy A is said to be admissible if the random
vector (XA(t), A(t)) is K(S(t))-bounded from below uniformly in t, in the sense that
there exists a constant κ ≥ 0 with the property

(XA(t), A(t)) + κ(1,1) ∈ K(S(t)) a.s.(2.6)

for every t ∈ [0, T ]. We denote by A the set of all admissible trading strategies.
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A contingent claim is simply a random vector (G,H) ∈ L
0
b,S(T ). Here the random

variable G (respectively, Hi) denotes the amount of money (respectively, the number-
of-shares of the ith risky asset) that the claim holder receives at time T . Similarly, an
initial-holdings vector is simply a vector (x, y) ∈ R× R

d, where x denotes the initial
amount of money held and yi the initial number-of-shares of the ith risky asset held.

Definition 2.4. Let (x, y) be an initial-holdings vector. A contingent claim
(G,H) is said to be hedgeable with (x, y) if there exists an admissible trading strategy
A such that

(x+XA(T )−G, y +A(T )−H) ∈ L
0(K(S(T ))).(2.7)

We denote by Cx,y the set of all contingent claims that are hedgeable with (x, y).
It is easy to see that the set Cx,y is convex and K(S(T ))-solid in L

0
b,S(T ); that is,

we have
(
Cx,y − L

0(K(S(T )))
) ∩ L

0
b,S(T ) ⊆ Cx,y. We make the following assumption

about the set Cx,y.
Assumption 2.5. The set Cx,y is K(S(T ))-Fatou closed; that is, if {(Gn, Hn)}n∈N

is a sequence in Cx,y such that (Gn, Hn) + κ(1,1) ∈ L
0(K(S(T ))) ∀n ∈ N and if

(Gn, Hn)→ (G,H) ∈ L
0
b,S(T ) (n→∞) almost surely, then we have (G,H) ∈ Cx,y.

Note that since Cx,y = (x, y) + C0,0, K(S(T ))-Fatou closedness of Cx̄,ȳ for some
(x̄, ȳ) implies that of Cx,y ∀(x, y). The following theorem of [9] gives a sufficient
condition for Cx,y to be K(S(T ))-Fatou closed; see also Lemma 3.5 of [10] for a more
general result.

Theorem 2.6 (Kabanov–Last [9]). If the asset price process S is a continuous
semimartingale and if there exists an equivalent martingale measure for S, then the
set Cx,y is K(S(T ))-Fatou closed.

Let (x, y) ∈ (0,∞) × (0,∞)d be a “positive” initial-holdings vector. For such
(x, y), we consider the set Dx,y, given by

(2.8) Dx,y �
{
(Γ,Φ) ∈ L

0(K∗(S(T )))
∣∣∣ E[ΓG+Φ ·H] ≤ 1

∀(G,H) ∈ Cx,y ∩ L
0(K(S(T )))

}
.

It is easy to see that the set Dx,y is convex, bounded in L
1(R)×L

1(Rd), and closed in
almost-sure convergence. Furthermore, if the set Cx,y is K(S(T ))-Fatou closed, then
by using the results of [9], especially Theorem 4.1, we can prove the next lemma, for
which we leave the proof to the readers. Again, we should keep in mind that our
model is related to that of [9] via (2.2) and the so-called hat operator. Note also that
the key Lemma 3.1 of [9] does not involve the stochastic integral with respect to S
and thus is still valid without semimartingality of S.

Lemma 2.7. Let Assumption 2.5 hold, and let (x, y) ∈ (0,∞) × (0,∞)d. If
(G,H) ∈ L

0
b,S(T ) satisfies

E[ΓG+Φ ·H] ≤ 1 ∀(Γ,Φ) ∈ Dx,y,(2.9)

then (G,H) ∈ Cx,y.

3. The partial hedging problem. We fix a contingent claim (G,H) ∈ Lb,S(T )

and consider a financial institute which will issue this contingent claim (G,H). The
financial institute, which is thus going to face a random obligation (G,H) at time
T , may allocate some initial-holdings vector (x, y) ∈ R × R

d and wants to minimize
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the expected shortfall at time T . Here, the shortfall is defined to be the amount of
additional money that is necessary for the financial institute to pay the full amount
of the obligation. In other words, if the financial institute chooses a trading strategy
A, the shortfall will be

�
(
S(T ), x+XA(T )−G, y +A(T )−H

)−
.

The optimal value of the expected-shortfall minimization problem is then given by

Vx,y � inf
A∈A

E

[
�
(
S(T ), x+XA(T )−G, y +A(T )−H

)−]
.(3.1)

As a matter of fact, the following lemma implies that minimizing the expected shortfall
is equivalent to minimizing the expected value of a weighted sum of the shortfall in
each asset.

Lemma 3.1. The optimal value Vx,y given by (3.1) can also be written as

Vx,y = inf
A∈A

E

[(
G− x−XA(T )

)+
+

d∑
i=1

(1 + λi)Si(T )
(
Hi − yi −Ai(T )

)+]
.(3.2)

Proof. Denote the right-hand side of (3.1) (respectively, (3.2)) by V 1
x,y (respec-

tively, V 2
x,y). Then, by comparing the random variables inside the expectations, we

may easily see that V 1
x,y ≤ V 2

x,y. To see the reverse, for given A ∈ A , let

ρ � min
{
k ≥ 1

∣∣∣ x−XA(T−)−G+

d∑
i=1

Si(T )(1− µi)
(
yi +Ai(T−)−Hi

)+

<

k∑
i=1

Si(T )(1 + λi)
(
yi +Ai(T−)−Hi

)−}

on the set B � {ω ∈ Ω | �(S(T ), x+XA(T−)−G, y + A(T−)−H
)
< 0}, and define

the process Ã(·) by setting Ã(t) � A(t) for t ∈ [0, T ),

Ãi(T ) �




Hi − yi if 1 ≤ i ≤ ρ− 1,
Aρ(T−) + 1

(1+λρ)Sρ(T )

{
x+XA(T−)−G

+
∑d
j=1 Sj(T )(1− µj)

(
yj +Aj(T−)−Hj

)+
−∑ρ−1

j=1 Sj(T )(1 + λj)
(
yj +Aj(T−)−Hj

)−}
if i = ρ,

Ai(T−)−
(
yi +Ai(T−)−Hi

)+
otherwise,




on B and Ãi(T ) � Hi−yi for i = 1, . . . , d on Bc. Then it is easy to check that Ã ∈ A
and

(
G− x−XÃ(T )

)+
+

d∑
i=1

Si(T )(1 + λi)
(
Hi − yi − Ãi(T )

)+
= �
(
S(T ), x+XA(T−)−G, y +A(T−)−H

)−
.

Since we easily see that the right-hand side is dominated by �
(
S(T ), x + XA(T ) −

G, y +A(T )−H
)−
, we obtain V 2

x,y ≤ V 1
x,y. This completes the proof.



1550 KENJI KAMIZONO

In what follows, we shall work on the optimization problem (3.2), which is equiv-
alent to (3.1) by Lemma 3.1 above. For the contingent claim (G,H) ∈ Lb,S(T ) in
consideration, we make the following assumptions.

Assumption 3.2. The contingent claim (G,H) ∈ Lb,S(T ) satisfies

E

[
|G|+

d∑
i=1

Si(T )|Hi|
]
<∞ and(3.3a)

sup
(Γ,Φ)∈D1,1

E[ΓG+Φ ·H] <∞.(3.3b)

It is easy to see that

Vx,y = inf
(ξ,η)∈Cx,y

E

[
(G− ξ)+ +

d∑
i=1

(1 + λi)Si(T )(Hi − ηi)
+
]
,(3.4)

which is finite by (3.3a) since (x, y) ∈ Cx,y. We can also see that if there exists

(ξ̂, η̂) ∈ Cx,y that attains the infimum in (3.4), then any trading strategy A ∈ A

satisfying (XA(T )− ξ̂, A(T )− η̂) ∈ L
0(K(S(T ))), which will exist, will be optimal for

the original optimization problem (3.2).
In what follows, we fix some “positive” initial-holdings vector (x, y) ∈ (0,∞) ×

(0,∞)d. Notice, however, that we do not lose generality by this positivity restriction
since we may always translate the contingent claim (G,H) by (x − 1, y − 1). In
particular, the conditions in Assumption 3.2 are not affected by this translation.
Notice also that from (3.3b) and the L

1-boundedness of the set Dx,y, we have

αx,y(G,H) � sup
(Γ,Φ)∈Dx,y

E[ΓG+Φ ·H] <∞.(3.5)

We now define the optimal value function Vx,y(·) by

Vx,y(α) � Vαx,αy, 0 < α < αx,y(G,H).(3.6)

Noting that Cαx,αy = αCx,y, we see

Vx,y(α) = inf
(ξ,η)∈Cx,y

E

[
(G− αξ)+ +

d∑
i=1

(1 + λi)Si(T )(Hi − αηi)
+
]
∀0 < α < αx,y(G,H).

(3.7)

We adopt the convex-duality approach to solve the optimization problem (3.7).
As a conjugate of the objective function, we consider the function R̃(·, ·;ω) : R×R

d →
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[−∞,∞) given by
(3.8)

R̃(z, w;ω)

� inf
(u,v)∈R×Rd

[(
G(ω)− u

)+
+

d∑
i=1

(1 + λi)Si(T, ω)
(
Hi(ω)− vi

)+
+ zu+ w · v

]

= inf
u∈R

[(
G(ω)− u

)+
+ zu

]

+

d∑
i=1

(1 + λi)Si(T, ω) inf
vi∈R

[(
Hi(ω)− vi

)+
+

wi
(1 + λi)Si(T, ω)

vi

]

=

{
zG(ω) + w ·H(ω) if 0 ≤ z ≤ 1 and 0 ≤ wi ≤ (1 + λi)Si(T, ω)

∀i = 1, . . . d,
−∞ otherwise

}
.

Here, the infimum in the second line are attained at

u ∈ [G(ω),∞) if z = 0,

u = G(ω) if 0 < z < 1,(3.9)

u ∈ (−∞, G(ω)] if z = 1

and

vi ∈ [Hi(ω),∞) if wi = 0,

vi = Hi(ω) if 0 < wi < (1 + λi)Si(T ),(3.10)

vi ∈ (−∞, Hi(ω)] if wi = (1 + λi)Si(T ),

respectively.
Now, alongside the space Cx,y(α) � αCx,y, where α > 0, we shall define the

space Dx,y(β) � βDx,y for each β > 0. Then, for given (ξ, η) ∈ L
0
b,S(T ), we have

(ξ, η) ∈ Cx,y(α) and

E

[(
G− ξ

)+
+

d∑
i=1

(1 + λi)Si(T )
(
Hi − ηi

)+] ≥ E[R̃(βΓ, βΦ)]− βE[Γξ +Φ · η]

≥ E[R̃(βΓ, βΦ)]− βα,

(3.11)

provided that

E[ξΓ + η · Φ] ≤ α ∀(Γ,Φ) ∈ Dx,y.(3.12)

Moreover, the inequalities in (3.11) hold as an equality if and only if we have

0 ≤ βΓ ≤ 1,
0 ≤ βΦi ≤ (1 + λi)Si(T ) ∀i = 1, . . . , d,

(3.13a)

ξ = G1{0<βΓ<1} + U1{βΓ=0 or βΓ=1},
ηi = Hi1{0<βΦi<(1+λi)Si(T )} + Vi1{βΦi=0 or βΦi=(1+λi)Si(T )} ∀i = 1, . . . , d

(3.13b)
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almost surely, and

E[Γξ +Φ · η] = α,(3.13c)

where U and Vi are any random variables satisfying{
U ≥ G on {βΓ = 0},
U ≤ G on {βΓ = 1},

}
and{

Vi ≥ Hi on {βΦi = 0},
Vi ≤ Hi on {βΦi = (1 + λi)Si(T )}

}
∀i = 1, . . . , d

(3.13d)

almost surely. For each β > 0, the dual optimization problem is given by

Ṽx,y(β) � sup
(Γ,Φ)∈Dx,y

E[R̃(βΓ, βΦ)].(3.14)

Our main theorem is the following.
Main Theorem. Let (G,H) ∈ L

0
b,S(T ) be a contingent claim satisfying the

conditions in Assumption 3.2, and let (x, y) ∈ (0,∞) × (0,∞)d be a positive initial-
holdings vector. Then we have the following:

(i) For each β > 0, there exists a random vector (Γ̂, Φ̂) ≡ (Γ̂(β), Φ̂(β)) ∈ Dx,y

that attains the supremum in (3.14). Such (Γ̂, Φ̂) necessarily satisfies (3.13a)
as well.

(ii) For each 0 < α < αx,y(G,H), there exists a number β̂ > 0 that attains the
supremum

sup
β>0

[
Ṽx,y(β)− βα

]
.(3.15)

(iii) The functions Vx,y(·) and Ṽx,y(·) are conjugate of each other; that is, we have

Vx,y(α) = sup
β>0

[
Ṽx,y(β)− βα

]
∀0 < α < αx,y(G,H),

Ṽx,y(β) = inf
0<α<αx,y(G,H)

[
Vx,y(α) + αβ

]
∀β > 0.

(3.16)

(iv) For each 0 < α < αx,y(G,H), there exists a random vector (U, V ) ∈ L
0(R)×

L
0(Rd) satisfying (3.13d) almost surely such that the random vector (ξ̂, η̂)

given by the right-hand side of (3.13b) with β ≡ β̂ and (Γ,Φ) ≡ (Γ̂, Φ̂)
satisfies (3.13c) as well and thereby attains the infimum in (3.7).

4. Proof of main theorem. We shall give our proof of the main theorem in
the form of a series of lemmas. The results in this section are generalization of those
of [3] to the case of a vector-valued contingent claim.

Lemma 4.1. For each β > 0 there exists a random vector (Γ̂, Φ̂) ≡ (Γ̂(β), Φ̂(β)) ∈
Dx,y that attains the supremum in (3.14). Moreover, such (Γ̂, Φ̂) necessarily satisfies
(3.13a) as well.

Proof. First of all, note that since (0, 0) ∈ Dx,y, we have Ṽx,y(β) ≥ E[R̃(0, 0)] =
0 > −∞. This, in particular, gives the second assertion of the lemma. Also, from
(3.5) and the last equality of (3.8), we see Ṽx,y(β) ≤ βαx,y(G,H) <∞.

To see the existence of a maximizer (Γ̂, Φ̂), take a sequence {(Γn,Φn)}∞n=1 ⊆ Dx,y

such that limn→∞ ↑ E[R̃(βΓn, βΦn)] = Ṽx,y(β). Then, from the L1-boundedness of
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the set Dx,y and Komlós’s theorem, we may take a subsequence {(Γnk ,Φnk)}∞k=1 of
{(Γn,Φn)}∞n=1 such that the sequence {(Θk,Ψk)}∞k=1 defined by

(Θk,Ψk) � 1

k

k∑
i=1

(Γni ,Φni), k ≥ 1,

converges, almost surely, to some random vector (Γ̂, Φ̂) ∈ L
0(R+) × L

0(Rd+); see, for
example, [12]. By the convexity and closedness in almost-sure convergence of Dx,y,

we have (Θk,Ψk) ∈ Dx,y, ∀k ∈ N, and (Γ̂, Φ̂) ∈ Dx,y. Then the concavity of the

functional (Γ,Φ) �→ E[R̃(βΓ, βΦ)] implies

Ṽx,y(β) ≥ E[R̃(βΘk, βΨk)] ≥ 1

k

k∑
i=1

E[R̃(βΓni , βΦni)] ∀k ∈ N.(4.1)

Let k →∞. Then, being the Cesàro average of the set of numbers {E[R̃(βΓni , βΦni)]}ki=1,
the right-hand side of (4.1) converges to Ṽx,y(β), which implies that limk→∞ E[R̃(βΘk,

βΨk)] = Ṽx,y(β).
Finally, from the inequalities (3.3a) and (3.13a) and from the last equality of

(3.8), we see |R̃(βΓk, βΦk)| ≤ C|G + S(T ) · H| for large k ∈ N with some suitable
constant C > 0, and then, from the dominated convergence theorem, E[R̃(βΓ̂, βΦ̂)] =
limk→∞ E[R̃(βΘk, βΨk)]. Therefore, Ṽx,y(β) = E[R̃(βΓ̂, βΦ̂)].

For each α ∈ (0, αx,y(G,H)), put

ψx,y(β;α) � Ṽx,y(β)− βα, β > 0.(4.2)

Lemma 4.2. Let α ∈ (0, αx,y(G,H)). Then the function ψx,y(·; α), defined by
(4.2), is continuous and concave on (0,∞) and satisfies

lim
β→0

ψx,y(β;α)

β
= αx,y(G,H)− α > 0,(4.3)

as well as

lim
β→∞

ψx,y(β;α)

β
= −α.(4.4)

Proof. The concavity of ψx,y(· ;α) follows from that of the function R̃(·, ·) and
from the fact kβ1Dx,y + (1− k)β2Dx,y ⊆ (kβ1 + (1− k)β2)Dx,y ∀0 ≤ k ≤ 1 and ∀β1,
β2 > 0.

To prove the continuity of ψx,y(· ;α), it suffices to prove that limβ↓0 Ṽx,y(β) = 0.

To prove this equation, notice that since (Γ̂, Φ̂) satisfies (3.13a), we have Ṽx,y(β) ≥ 0
∀β > 0. This, together with the fact that Ṽx,y(β) ≤ βαx,y(G,H) and αx,y(G,H) <∞,
gives limβ↓0 Ṽx,y(β) = 0.

Next, we prove (4.3). Since

Ṽx,y(β)

β
= sup

(Γ,Φ)∈Dx,y

E

[ R̃(βΓ, βΦ)
β

]
≤ sup

(Γ,Φ)∈Dx,y

E[ΓG+Φ ·H] = αx,y(G,H),

we have

lim
β↓0

ψx,y(β;α)

β
= lim

β↓0
Ṽx,y(β)

β
− α ≤ αx,y(G,H)− α.(4.5)
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To show the reverse inequality for the limit inferior, we take, for each ε > 0, a random
vector (Γε,Φε) ∈ Dx,y such that

E[ΓεG+Φε ·H] > sup
(Γ,Φ)∈Dx,y

E[ΓG+Φ ·H]− ε = αx,y(G,H)− ε.

Then, for each β > 0, we have

ψx,y(β;α)

β
= sup

(Γ,Φ)∈Dx,y

E

[
ΓG1{βΓ≤1} +

d∑
i=1

ΦiHi1{βΦi≤(1+λi)Si(T )}
]
− α

≥ E

[
ΓεG1{βΓε≤1} +

d∑
i=1

ΦεiHi1{βΦεi≤(1+λi)Si(T )}
]
− α.

Letting β ↓ 0, we obtain from Fatou’s lemma

lim
β↓0

ψx,y(β;α)

β
≥ E[ΓεG+Φε ·H]− α > αx,y(G,H)− ε− α.

Since ε > 0 is arbitrary, we conclude that

lim
β↓0

ψx,y(β;α)

β
≥ αx,y(G,H)− α.(4.6)

In conjunction with (4.5), the inequality (4.6) now gives (4.3).
It remains to prove (4.4). Since Vx,y(α) ≥ ψx,y(β;α) and Ṽx,y(β) ≥ 0, we have

Vx,y(α)

β
≥ ψx,y(β;α)

β
=

Ṽx,y(β)

β
− α ≥ −α.

Then, since 0 ≤ Vx,y(α) ≤ CE|G+S(T ) ·H| <∞ with some suitable constant C > 0,
we may let β →∞ to obtain

0 ≥ lim
β→∞

Ṽx,y(β)

β
− α ≥ −α.

By letting α ↓ 0, we obtain

lim
β→∞

Ṽx,y(β)

β
= 0.

It follows that

lim
β→∞

ψx,y(β;α)

β
= lim
β→∞

Ṽx,y(β)

β
− α = −α.

This completes the proof of the lemma.
Lemma 4.3. The function ψx,y(· ;α) attains its supremum at some 0 < β̂ <∞.
Proof. Suppose that sup0<β<∞ ψx,y(β;α) = limβ↑∞ ψx,y(β;α) > ψx,y(β;α) ∀0 <

β < ∞. Then there exists a sequence {βn}∞n=1 ⊆ (0,∞) such that βn ↑ ∞ and the
sequence {ψx,y(βn;α)}∞n=1 is increasing. However, in view of the previous lemma, in
particular (4.4), this is impossible. Therefore, either the function ψx,y(· ;α) attains
the supremum at some β̂ > 0, or else we have ψx,y(β;α) ≤ ψx,y(0;α) = 0 ∀β > 0.
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Suppose the latter is true. Then ψx,y(β;α)/β ≤ 0 ∀β > 0. But this is again impossible
because of (4.3). Therefore the function ψx,y(· ;α) must attain its supremum at some

0 < β̂ <∞.
We now proceed to prove the main theorem. First, (i) and (ii) have already been

proved in Lemmas 4.1 and 4.3, respectively. From (3.11), we have

Vx,y(α) ≥ sup
β>0

[
Ṽx,y(β)− βα

]
∀0 < α < αx,y(G,H).(4.7)

Once we have established (iv), the reverse inequality of (4.7) follows as well, which
yields by duality the second equality of (3.16). It therefore remains to prove (iv).

We begin with defining the space L by

L � R× L
1(R)× L

1(Rd)(4.8)

equipped with the norm

‖(β,K,L)‖ � |β|+ E[|K|+ |L|], (β,K,L) ∈ L.(4.9)

Define also the subset G by

G � {(β,K,L) ∈ L | β ≥ 0, (K,L) ∈ βDx,y} .(4.10)

We see easily that G is a convex cone of L. The set G is also closed in the norm topol-
ogy of L. To see this, let {(βn, βnΓn, βnΦn)}∞n=1 be any sequence in G that converges
to some (β,K,L) ∈ L. Then we have limn→∞ βn = β, limn→∞ E|βnΓn−K| = 0, and
limn→∞ E|βnΦn − L| = 0. If β = 0, then limn→∞ E|βnΓn| = limn→∞ βnE|Γn| = 0
because of the L

1-boundedness of Dx,y, and we are done. If β �= 0, then we have

E

∣∣∣∣Γn − K

β

∣∣∣∣ ≤ 1

β

(
E|βΓn − βnΓn|+ E|βnΓn −K|

)

=
1

β

(
|β − βn|E|Γn|+ E|βnΓn −K|

)
→ 0 as z →∞,

again by the L
1-boundedness of Dx,y. Similarly, we can show that limn→∞ E|Φn −

L/β| = 0. Take a subsequence {(Γnk ,Φnk)}∞k=1 of {(Γn,Φn)}∞n=1 such that (Γ
nk ,Φnk)→

(K/β,L/β) as k →∞ almost surely. Then Fatou’s lemma gives

E

[K
β
ξ +

L

β
· η
]
≤ lim
k→∞

E[Γnkξ +Φnk · η] ≤ 1 ∀(ξ, η) ∈ Cx,y ∩ (L0(R+)× L
0(Rd+)),

which implies that (K/β,L/β) ∈ Dx,y and hence that (β,K,L) ∈ G .

On the space L, we consider the functional J̃ given by

J̃(β,K,L) � −E[R̃(K,L)] + βα, (β,K,L) ∈ L,(4.11)

where 0 < α < αx,y(G,H) is a fixed constant. Then it is easy to see that the func-

tional J̃ is convex and proper. From (3.3a) and the dominated convergence theorem,
we can easily see that J̃ is lower semicontinuous under the norm topology of L. Fur-
thermore, from Lemmas 4.1 and 4.3, we know that J̃ attains the infimum over G
at (β̂, β̂Γ̂, β̂Φ̂), which belongs to G \ {(0, 0, 0)}. Therefore, from standard results on
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convex optimization (for example, Corollary 4.6.3 of [1]), it follows that there exists
a pair (γ̂, Ŷ , Ẑ) in the dual space L

∗ = R× L
∞(R)× L

∞(Rd) that satisfies

−(γ̂, Ŷ , Ẑ) ∈ ∂J̃(β̂, β̂Γ̂, β̂Φ̂)(4.12)

and

(γ̂, Ŷ , Ẑ) ∈ N(β̂, β̂Γ̂, β̂Φ̂),(4.13)

where ∂J̃(β̂, β̂Γ̂, β̂Φ̂) and N(β̂, β̂Γ̂, β̂Φ̂) are the subdifferential of J̃ and the normal

cone of G at (β̂, β̂Γ̂, β̂Φ̂), respectively. These sets are given by

(4.14) ∂J̃(β̂, β̂Γ̂, β̂Φ̂) �
{
(γ, Y, Z) ∈ L

∗
∣∣∣ J̃(β,K,L) ≥ J̃(β̂, β̂Γ̂, β̂Φ̂) + (β − β̂)γ

+ E[(K − β̂Γ̂)Y ] + E[(L− β̂Φ̂) · Z] ∀(β,K,L) ∈ L

}
and

(4.15) N(β̂, β̂Γ̂, β̂Φ̂) �
{
(γ, Y, Z) ∈ L

∗
∣∣∣ (β − β̂)γ + E[(βΓ− β̂Γ̂)Y ]

+ E[(βΦ− β̂Φ̂) · Z] ≤ 0 ∀(β, βΓ, βΦ) ∈ G
}
;

see, for example, Propositions 4.4.4 and 4.3.3 of [1]. By definition, (4.12) and (4.13)
are equivalent to

(4.16) − E[R̃(K,L)] + βα ≥ −E[R̃(β̂Γ̂, β̂Φ̂)] + β̂α− (β − β̂)γ̂

− E[(K − β̂Γ̂)Ŷ ]− E[(L− β̂Φ̂) · Ẑ] ∀(β,K,L) ∈ L

and

(β − β̂)γ̂ + E[(βΓ− β̂Γ̂)Ŷ ] + E[(βΦ− β̂Φ̂) · Ẑ] ≤ 0 ∀(β, βΓ, βΦ) ∈ G ,(4.17)

respectively. We claim that this (Ŷ , Ẑ) satisfies

E[Γ̂Ŷ + Φ̂Ẑ] = α,(4.18a)

E[ΓŶ +ΦẐ] ≤ α ∀(Γ,Φ) ∈ Dx,y(4.18b)

and can be written as the right-hand side (3.13b) with β ≡ β̂, (Γ,Φ) ≡ (Γ̂, Φ̂), and with
some (U, V ) ∈ L

0(R) × L
0(Rd) satisfying (3.13d); once these claims are established,

we may conclude that (Ŷ , Ẑ) serves as an optimal solution to (3.7); the K(S(T ))-
boundedness from below of (Ŷ , Ẑ) is trivial because (Ŷ , Ẑ) ∈ L

∞(R)× L
∞(Rd).

First, by taking (β,K,L) = (β, 0, 0) in (4.16), we see

∞ > E[R̃(β̂Γ̂, β̂Φ̂)]− β̂E[Γ̂Ŷ + Φ̂ · Ẑ] ≥ −(β − β̂)(α+ γ̂) ∀β ∈ R,

which implies γ̂ = −α; otherwise, we could make the middle-hand side arbitrarily
large by letting β → ±∞.

To prove (4.18a) and (4.18b), note first that since γ̂ = −α, letting β ↓ 0 in the
inequality (4.17) and then dividing by β̂ > 0 yield

E[Γ̂Ŷ + Φ̂Ẑ] ≥ α.
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The reverse inequality also follows from the inequality (4.17) with γ̂ = −α and

(β, βΓ, βΦ) = (β̂ + ε, (β̂ + ε)Γ̂, (β̂ + ε)Φ̂) for some ε > 0. This establishes (4.18a).

Finally, letting β = β̂ in (4.17) and then using (4.18a), we obtain (4.18b).
It remains to show that (Ŷ , Ẑ) can be written as the right-hand side (3.13b) with

β ≡ β̂, (Γ,Φ) ≡ (Γ̂, Φ̂), and with some (U, V ) ∈ L
0(R) × L

0(Rd) satisfying (3.13d).
For this end, we define a random vector (A,B) ∈ L

0(R)× L
0(Rd) by

Ŷ = G1{0<β̂Γ̂<1} +A,(4.19a)

Ẑi = Hi1{0<β̂Φ̂i<(1+λi)Si(T )} +Bi, i = 1, . . . , d.(4.19b)

Then, for every (K,L) ∈ L
1(R)× L

1(Rd) satisfying

0 ≤ K ≤ 1 and 0 ≤ Li ≤ (1 + λi)Si(T ) ∀i = 1, . . . , d a.s.,(4.20)

the inequality (4.16) with γ̂ = −α gives

(4.21) E

[
(K − β̂Γ̂)(A−G1{β̂Γ̂=1, or β̂Γ̂=0})

+
d∑
i=1

(Bi −Hi1{β̂Φ̂i=(1+λi)Si(T ) or β̂Φ̂i=0})(Li − β̂Φ̂i)
]
≥ 0.

Taking Li = β̂Φ̂i for i = 1, . . . , d in (4.21), we obtain

E

[
(K − β̂Γ̂)(A−G1{β̂Γ̂=1 or β̂Γ̂=0})

]
≥ 0.(4.22)

Suppose P
(
0 < β̂Γ̂ < 1 andA > 0

)
> 0. Then, withK = 1{β̂Γ̂=1}+β̂Γ̂1{β̂Γ̂<1 and A≤0},

we would obtain from (4.22)

E[−β̂Γ̂A1{0<β̂Γ̂<1 and A>0}] ≥ 0,
which would be impossible because the integrand would be nonpositive almost surely
and strictly negative with positive probability. Therefore, it must be that

A ≤ 0 on {0 < β̂Γ̂ < 1}.
Similarly, supposing P

(
0 < β̂Γ̂ < 1 and A < 0

)
> 0, we can derive a contradiction by

taking K = β̂Γ̂− (1− β̂Γ̂)1{0<β̂Γ̂<1 and A<0}. Therefore,

A = 0 on {0 < β̂Γ̂ < 1}.(4.23)

In conjunction with (4.23), the inequality (4.22) implies

E

[
(K − 1)(A−G)1{β̂Γ̂=1}

]
+ E

[
K(A−G)1{β̂Γ̂=0}

]
≥ 0.(4.24)

Now, suppose P(A > G and β̂Γ̂ = 1) > 0. Then there would exist δ > 0 such that

E

[
(A−G)1{A>G and β̂Γ̂=1}

]
> δ,

and with K = 1{A≤G and β̂Γ̂=1} it would follow from (4.24) that

E

[
−(A−G)1{A>G and β̂Γ̂=1}

]
≥ 0,
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a contradiction. Therefore,

A ≤ G on {β̂Γ̂ = 1}.(4.25)

Finally, suppose P
(
A < G and β̂Γ̂ = 0

)
> 0. Then there would exist δ > 0 such

that

E

[
(A−G)1{A<G and β̂Γ̂=0}

]
< −δ,

and with K = 1{A<G and β̂Γ̂=0} + 1{β̂Γ̂=1} it would follow from (4.24) that

E

[
(A−G)1{A<G and β̂Γ̂=0}

]
≥ 0,

a contradiction. Therefore,

A ≥ G on {β̂Γ̂ = 0}.(4.26)

The inequalities (4.23), (4.25), and (4.26) now imply that Ŷ can be written as the
right-hand side of the first equation of (3.13b).

Similarly, for each fixed i = 1, . . . , d, we can show, by taking K = 0, and Lj = 0

for j �= i in (4.21), that Ẑi can be written as the right-hand side of the second equation
of (3.13b). This completes the proof.
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[6] H. Föllmer and P. Leukert, Efficient hedging: Cost versus shortfall risk, Finance Stoch., 4

(2000), pp. 117–146.
[7] P. Guasoni, Risk minimization under transaction costs, Finance Stoch., 6 (2002), pp. 91–113.
[8] P. Guasoni, Optimal investment with transaction costs and without semimartingales, Ann.

Appl. Probab., 12 (2002), pp. 1227–1246.
[9] Y. Kabanov and G. Last, Hedging under transaction costs in currency markets: A

continuous-time model, Math. Finance, 12 (2002), pp. 63–70.
[10] Y. Kabanov and C. Stricker, Hedging of contingent claims under transaction costs, in Ad-

vances in Finance and Stochastics, Essays in Honour of Dieter Sondermann, K. Sandmann
and P. Schönbucher, eds., Springer, Berlin, 2002, pp. 125–136.

[11] K. Kamizono, Hedging and Optimization under Transaction Costs, Ph.D. thesis, Department
of Mathematics, Columbia University, New York, NY, 2001.

[12] M. Schwartz, New proofs of a theorem of Komlós, Acta Math. Hungar., 47 (1986), pp. 181–
185.

[13] H. M. Soner, S. E. Shreve, and J. Cvitanić, There is no nontrivial hedging portfolio for
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Abstract. An optimal harvesting problem with a concave nonquadratic cost functional and a
diffusive degenerate elliptic logistic state equation type is investigated. Under certain assumptions,
we prove the existence and uniqueness of an optimal control. A characterization of the optimal
control via the optimality system is also derived, which leads to approximating the optimal control.
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1. Introduction. In this work we consider the optimal harvesting control of a
species whose state is governed by the degenerate elliptic logistic equation; i.e.,{ −∆u = (a− f)uα − buβ in Ω,

u = 0 on ∂Ω,
(1.1)

where Ω is a bounded and regular domain of R
N , N ≥ 1. Here a, f, and b are bounded

functions. In particular, a is strictly positive, b is nonnegative and nontrivial, a − f
can change sign, and α and β satisfy

0 < α < 1, α < β.(1.2)

The solutions of (1.1) can be regarded as the steady states solutions of the correspond-
ing time-dependent model. In such a case, u(x) stands for the population density and
Ω for the inhabiting area. Since the population is subject to homogeneous Dirichlet
boundary conditions, we are assuming that the environment surrounding Ω is lethal.
In such a model, the positive function b(x) describes the introspecific pressure of the
species and a(x) represents the growth rate of the species. The function f(x) will
be considered nonnegative and denotes the distribution of control harvesting of the
species by reducing the growth rate. Equation (1.1), under the change of variables
wm = u, is a particular case of

{ −∆wm = (a− f)w − bw2 in Ω,
w = 0 on ∂Ω.

(1.3)

This model was introduced in population dynamics by Gurtin and MacCamy in [11] for
describing the dynamics of biological populations whose mobility depends upon their
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‡Dpto. Análisis Matemático, C. P. 18071, Univ. Granada, Spain (jmontero@goliat.ugr.es). The
work of this author was partially supported by “Junta de Andalućıa” (FQM116) and DGESIC
(PB98-1343).

1559



1560 M. DELGADO, J. A. MONTERO, AND A. SUÁREZ

density. In this context, m > 1 (nonlinear slow diffusion) means that the diffusion is
slower than in the linear case m = 1, giving rise to more realistic biological results;
see [11].

One of the main differences between the degenerate case (m > 1) and the nonde-
generate one (m = 1) is that in the first case the strong maximum principle does not
hold in general. So, unlike the nondegenerate case, three kinds of solutions appear:
the trivial solution, the strictly positive solutions (the species can survive in the whole
domain), and the nonnegative and nontrivial solutions, which are zero in a region of
Ω. This region is called dead core.

Equation (1.1) has been studied previously for b = 0 in [1] and [2] and for b
strictly positive in [8] and [19] and references therein. However, very little is known
in the case that b can vanish in some region. In our knowledge, this problem has been
analyzed only in [9] in the particular case a−f equals a constant. We generalize these
results and prove that there exists a maximal nonnegative solution of (1.1), which will
be denoted by uf . Moreover, when f is such that the function a − f is positive, we
show that (1.1) possesses a unique positive solution which is linearly asymptotically
stable.

After studying in detail the state equation, our main goal is to analyze the optimal
control criteria, that is, maximize the payoff functional

J(f) :=

∫
Ω

(λufh(f)− k(f)),(1.4)

where h and k are regular functions, and λ > 0 will be considered as a parameter.
Here, J represents the difference between economic revenue measured by

∫
Ω
λufh(f)

and the control cost measured by
∫
Ω
k(f). The parameter λ describes the quotient

between the price of the species and the cost of the control. This functional includes
the special case (quadratic functional)

h(t) = t and k(t) = t2,

which seems to have been introduced in population dynamics in [17] (see also [6], [15],
and references therein).

We say that f ∈ L∞
+ (Ω) is an optimal control if

J(f) = sup
g∈L∞

+
(Ω)

J(g).

This control problem is a generalization of the one studied in detail in [6], [17],
and [18], where α = 1, β = 2, h(t) = t, and k(t) = t2.

In [7], the authors analyzed the case 0 < α < 1 ≤ β, b strictly positive, and the
cost functional (1.4) under more restrictive monotony assumptions on functions h, k.
There, the controls are restricted to the set

D := {f ∈ L∞
+ (Ω) : f ≤ a a.e. in Ω}.

If f ∈ D, then the maximal solution of (1.1) is strictly positive. In such a case, the
existence and uniqueness of optimal control in D for λ sufficiently small are proved.

In this work, we assume only (1.2), b nonnegative and nontrivial, and our control
space is L∞

+ (Ω). So, uf can have dead cores depending on the control f ∈ L∞
+ (Ω)

chosen. In this framework, we show that there exists an optimal control in L∞
+ (Ω) for

any λ > 0. When λ is smaller than a determined bound, we can express the optimal
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control in terms of uf and, if λ is small enough, then the optimal control is unique.
In such a case, our assumptions imply that if f is an optimal control, then the dead
core for uf is empty. See [20], where a related problem is studied and where the dead
core is allowed to exist.

In order to obtain the uniqueness result, we will use two different ways. First,
we follow an argument described in [6] proving that the map f �→ J(f) is Fréchet
differentiable and strictly concave. The Fréchet derivability of the map f �→ J(f) is
rather more difficult than in the case m = 1, because it involves both linear elliptic
and eigenvalue problems with potentials which blow up in a neighborhood of ∂Ω.
These difficulties have been solved by using results of singular eigenvalue problems
from [4]; see also [12]. Second, we express the unique optimal control in terms of the
solution of the optimality system, and we give an alternative proof of the uniqueness
for the optimal control via the optimality system. This is an interesting point in the
optimal control problems, because it allows us to approximate the optimal control by
a constructive scheme which provides us with a sequence of functions converging to
some special solutions of the optimality system. The uniqueness of solution of the
optimality system was not considered in [17], but it was studied in [6] in the particular
case m = 1 and the quadratic functional. Here, we present an alternative and shorter
proof of the uniqueness, which can be applied to the case studied in [6]. Again, the
second alternative presents another technical difficulty that must be overcome: the
optimality system is a reaction-diffusion system with a singular reaction term. We
present the subsupersolution method for these kinds of systems which provides us
with an iterative method to approach the solution of the nonlinear system; see [5],
[12] for the case of one equation.

An outline of this work is as follows: in section 2 we introduce some notations and
collect some results concerning the existence and uniqueness of the principal eigenvalue
and the corresponding solution for linear elliptic problems with unbounded potentials.
In section 3 we study (1.1). We show the existence of a maximal nonnegative solution
and, under stronger restrictions on the coefficients, the existence and uniqueness of a
positive solution of (1.1). In section 4 we prove the existence of optimal control for
functional J and show that for λ sufficiently small the functional J is Fréchet differen-
tiable and strictly concave. Then, we deduce easily the uniqueness of optimal control.
In the last section we characterize the optimal control. This characterization provides
us with the optimality system. Finally, we prove the uniqueness of the positive solu-
tion of the optimality system and an iterative scheme based on alternating monotone
sequences to approach its solution. As is remarked in recent related works (see [16],
[17, Remark 4.1]), it is interesting to give conditions to guarantee the convergence of
the method to the solution of the optimal control problem.

2. Preliminaries and notations. Let Ω be a bounded domain in R
N with a

smooth boundary ∂Ω. For any f ∈ L∞(Ω) we denote

fM := ess sup f, fL := ess inf f,

and define the sets

L∞
+ (Ω) := {f ∈ L∞(Ω) : fL ≥ 0} L∞

− (Ω) := {f ∈ L∞(Ω) : fM ≤ 0}.
Moreover, we denote C1

0 (Ω) = {u ∈ C1(Ω) : u = 0 on ∂Ω} and by P+ its nonnegative
cone, whose interior is

int(P+) := {u ∈ C1
0 (Ω) : u > 0 in Ω, ∂u/∂n < 0 on ∂Ω},
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where n is the outward unit normal at ∂Ω.
In this section we primarily consider the singular eigenvalue problem{ −∆u+M(x)u = σu in Ω,

u = 0 on ∂Ω,
(2.1)

where

(HM) M ∈ L∞
loc(Ω) verifying M(x)dΩ(x) ∈ L∞(Ω),

and dΩ(x) := dist(x, ∂Ω).
The following result, whose proof can be found in [13], shows that (2.1) is well

defined in H1
0 (Ω).

Lemma 2.1. Let ϕ ∈W 1,q
0 (Ω) for some 1 < q <∞. Then there exists a constant

C > 0 such that ∥∥∥∥ ϕdΩ
∥∥∥∥
q

≤ C‖ϕ‖W 1,q(Ω).

Although (2.1) is not included in the singular eigenvalue problem studied in [4],
we can do some minor changes to the proofs of Theorem 3.4 and Lemma 3.5 in [4]
to conclude the existence and uniqueness of the principal eigenvalue of (2.1) and its
associated eigenfunction. In the following result, we collect these results and some
properties of the principal eigenvalue; see [7].

Theorem 2.2. Assume that M satisfies (HM). Then there exists a unique
principal eigenvalue (i.e., a real eigenvalue with an associated positive eigenfunction
ϕ1(−∆ +M)). We denote it by σ1(−∆ +M). Moreover, ϕ1(−∆ +M) ∈ W 2,p(Ω)
for all p > 1, and so ϕ1(−∆+M) ∈ int(P+). Furthermore, we have the following:

1. Assume that Mi, i = 1, 2, satisfy (HM) and M1 ≤M2. Then

σ1(−∆+M1) ≤ σ1(−∆+M2).

2. Assume that Mn,M , n ∈ N, satisfy (HM) with∫
Ω

Mnϕ
2 →

∫
Ω

Mϕ2 as n→∞ and for all ϕ ∈ H1
0 (Ω).(2.2)

Then,

σ1(−∆+Mn)→ σ1(−∆+M) as n→∞.

In the particular case M ≡ 0, we denote σ1 := σ1(−∆) and ϕ1 = ϕ1(−∆)
normalized such that ‖ϕ1‖∞ = 1.

When M verifies (HM), the following strong maximum principle is satisfied.
Lemma 2.3. Let u ∈ W 2,p(Ω) ∩ C1(Ω), p > 1, be such that u ≥ 0 in Ω, u �= 0,

and

(−∆+M)u ≥ 0 a.e. in Ω, u ≥ 0 on ∂Ω.

Then u(x) > 0 for all x ∈ Ω and (∂u/∂n)(x0) < 0 for all x0 ∈ ∂Ω, where u(x0) = 0.
Proof. Assume there exists x0 ∈ Ω such that u(x0) = 0. By hypothesis, we can

take x1 ∈ Ω, where u(x1) > 0 and a subdomain regular Ω1 ⊂ Ω such that x0, x1 ∈ Ω1.
But M ∈ L∞(Ω1), and so the strong maximum principle leads us to a contradiction.
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On the other hand, applying Lemma 3.6 in [4] with ρ(s) = s−1, we get that (∂u/∂n)
(x0) < 0 for all x0 ∈ ∂Ω such that u(x0) = 0.

The following technical result will help us to prove the positivity of the principal
eigenvalue.

Proposition 2.4. Assume that M satisfies (HM) and that there exists ϕ ∈
W 2,p
loc (Ω) ∩ C0

0 (Ω), p > N such that ϕ > 0 in Ω and for all subdomain Ω′ ⊂ Ω′ ⊂ Ω it
holds (−∆+M)ϕ := F with FL > 0 in Ω′. Then, σ1(−∆+M) > 0.

Proof. From the Krein–Rutman theorem, it is well known that if −∆+M satisfies
the strong maximum principle in Ω, then σ1(−∆+M) > 0. Let v ∈W 2,p(Ω)∩C1(Ω)
be such that v �= 0, and

(−∆+M)v ≥ 0 in a.e. Ω, v ≥ 0 on ∂Ω.

We have to prove that v > 0 in Ω and ∂v/∂n(x) < 0 for all x ∈ ∂Ω such that v(x) = 0.
For each ε > 0 and K > 0, we define

w := v + ε+ εKϕ ∈ C0(Ω).

And so, for any ε > 0, there exists γ(ε) > 0 such that w > 0 in Ωε := {x ∈ Ω :
dΩ(x) < γ(ε)}. Moreover,

(−∆+M)w ≥ ε(M +KF ) > 0 a.e. in Ω\Ωε(2.3)

for K sufficiently large. Moreover, since ϕ is a strict supersolution in Ω\Ωε, we can
apply Corollary 2.4 in [3] and obtain that w > 0 in Ω\Ωε. Thus, we get that w > 0
in Ω\Ωε. Hence, w > 0 in Ω for all ε > 0, and we obtain that v ≥ 0 in Ω. Now, it
suffices to apply Lemma 2.3.

Given M verifying (HM) and f ∈ L∞(Ω) we consider the problem

{ −∆u+M(x)u = f in Ω,
u = 0 on ∂Ω.

(2.4)

Observe that by Lemma 2.1, (2.4) is well defined in H1
0 (Ω). The following result

(whose proof can be found in [7]) shows that (2.4) possesses a unique solution in
C1

0 (Ω); it provides a useful estimate and properties of the solution.

Theorem 2.5. Assume that M satisfies (HM) and σ1(−∆ +M) > 0. Then,
there exists a unique solution u ∈ C1,κ(Ω) for some κ ∈ (0, 1) of (2.4). Moreover,
there exists a constant K > 0 (independent of f) such that

‖u‖C1,κ(Ω) ≤ K‖f‖∞.(2.5)

Furthermore, the following properties hold:

1. Consider fi ∈ L∞(Ω), i = 1, 2, with f1 ≤ f2, and let ui, i = 1, 2, be the
respective solutions of (2.4). Then, u1 ≤ u2.

2. Assume that Mi, i = 1, 2, satisfy (HM), σ1(−∆ +M1) > 0, and M1 ≤ M2.
Let ui, i = 1, 2, be the respective solutions of (2.4) with f ∈ L∞

+ (Ω). Then,
u2 ≤ u1.

Note: Similar results to the previous ones have been obtained in [12] when M ∈
C1(Ω), MdγΩ ∈ L∞(Ω) for γ ∈ (0, 2), and the operator is not necessarily self-adjoint.
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3. The state equation. Consider the equation{ −∆u = (a− f)uα − buβ in Ω,
u = 0 on ∂Ω,

(3.1)

and assume that

(H1)
0 < α < 1, α < β, a, b ∈ L∞

+ (Ω)\{0}, f ∈ L∞(Ω),
aL > 0, (a− f)M > 0.

Observe that if (a−f)M ≤ 0, then, by the maximum principle, (3.1) does not possess
a nonnegative and nontrivial solution. This justifies the hypothesis (a− f)M > 0.

In order to study (3.1), we consider the porous medium equation{ −∆w = µwα in Ω,
w = 0 on ∂Ω,

(3.2)

where µ ∈ R. The following lemma holds.
Lemma 3.1. Assume 0 < α < 1. The porous medium equation (3.2) has a

nontrivial and nonnegative solution if and only if µ > 0. If µ > 0, there exists a
unique solution, denoted wµ, which is strictly positive and wµ ∈ C2,α(Ω). Moreover,
it verifies

ε0ϕ1 ≤ wµ ≤ K0e in Ω,(3.3)

where e is the unique positive solution of

−∆e = 1 in Ω, e = 0 on ∂Ω,

and ε1−α0 = µ/σ1, K
1−α
0 = µ‖e‖α∞.

The results of the existence and uniqueness of a positive solution of (3.2) are well
known; see [1], for instance. Estimate (3.3) can be obtained easily by the subsuper-
solution method.

The following result shows that (3.1) has a maximal nonnegative solution.
Theorem 3.2. Assume (H1). There exists a unique maximal nonnegative solu-

tion uf of (3.1). Moreover, by elliptic regularity uf ∈ W 2,p(Ω), for all p > 1, and so
uf ∈ C1,κ(Ω), with 0 < κ ≤ 1 − N/p. Furthermore, we have the following a priori
bound:

‖uf‖∞ ≤ ((a− f)M‖e‖∞)1/(1−α).(3.4)

Finally, the map f �→ uf is nonincreasing.
Proof. Let u be a weak solution of (3.1); then by (H1) and elliptic regularity it

follows that u ∈ C1
0 (Ω). So, there exists K > 0 sufficiently large such that

u ≤ Ke in Ω,

and the pair (u,Ke) is a subsupersolution of (3.2) with µ = (a − f)M . By the
uniqueness of positive solution of (3.2) it follows that

u ≤ w(a−f)M .

The existence of positive a priori bounds and that u ≡ 0 is a solution of (3.1) imply
the existence of a nonnegative maximal solution of (3.1). By (3.3) we get the bound
(3.4).
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Let f1, f2 ∈ L∞(Ω) be such that f1 ≤ f2. It is clear that the pair (uf2 ,Ke)
is a subsupersolution of (3.1) for f = f1 for K > 0 sufficiently large. So, there
exists a solution u such that uf2 ≤ u ≤ Ke. The maximality of uf1 completes the
proof.

Note: From (3.4) we get, for each maximal nonnegative solution of (3.1), a uniform
upper bound, i.e.,

uf ≤ ((a− f)M‖e‖∞)1/(1−α) ≤ (aM‖e‖∞)1/(1−α) := K,(3.5)

for any f ∈ L∞
+ (Ω).

Observe that uf would be eventually the trivial solution. The following result
shows that this cannot occur in a subset of L∞(Ω). We define

C := {f ∈ L∞(Ω) : (a− f)L > 0}.
In the following result we prove the existence and uniqueness of positive solution

of (3.1) when f ∈ C.
Proposition 3.3. Assume (H1), and let f ∈ C. Then, there exists a unique

nontrivial and nonnegative solution, uf , of (3.1). Moreover, uf is strictly positive; in
fact,

εfϕ1 ≤ uf in Ω,(3.6)

where εf satisfies

ε1−αf σ1 + ε
β−α
f bM = (a− f)L.(3.7)

Moreover, uf is linearly asymptotically stable, i.e.,

σ1(−∆+Mf ) > 0,(3.8)

where

Mf := −α(a− f)uα−1
f + βbuβ−1

f .(3.9)

Furthermore, the map f ∈ C �→ uf is continuous.
Note: Observe that by (H1), (3.7) possesses a unique positive solution.
Proof. For the existence of solution, it is not hard to show that (εfϕ1, w(a−f)M )

is a subsupersolution of (3.1) for εf > 0 defined in (3.7).
Observe that by the strong maximum principle for f ∈ C, any nontrivial and

nonnegative solution u of (3.1) is strictly positive; this means that u ∈ int(P+).
The uniqueness of positive solution follows as in Theorem 1 of [9] and the conti-

nuity of the map f �→ uf as in Theorem 3.3 of [7].
It remains to prove (3.8). First observe that Mf satisfies (HM). Indeed, by (3.6),

there exists a positive constant C (independent of f) such that

CεfdΩ ≤ uf in Ω.(3.10)

Thus, since α < 1, we have that

|Mf |dΩ = uα−1
f dΩ| − α(a− f) + βbuβ−αf |

≤ Cα−1εα−1
f dα−1

Ω dΩ| − α(a− f) + βbuβ−αf | ≤ K
for some K > 0. Therefore, Mf satisfies (HM), and σ1(−∆ +Mf ) is well defined.

Observe that uαf ∈W 2,p
loc (Ω) ∩ C0

0 (Ω) for all p > 1, and it satisfies

(−∆+Mf )(u
α
f ) = α(1− α)uα−2

f |∇uf |2 + (β − α)buα+β−1
f > 0 in Ω,

and thus we can apply Proposition 2.4 and conclude that σ1(−∆+Mf ) > 0.
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4. Existence and uniqueness of optimal control. For λ > 0 we consider
the functional J : L∞

+ (Ω) �→ R,

J(g) :=

∫
Ω

(λh(g)ug − k(g)),

where h ∈ C1(R+;R+), k ∈ C2(R+;R+); h(s) = 0 if and only if s = 0, and k(s) = 0 if
and only if s = 0. Function h is concave, and k is a strictly convex function satisfying
k′′(s) ≥ k0 > 0 for some k0. Note that h′, k′ are Lipschitz continuous functions on a
bounded set. We assume

(H2) lim
t→0

k(t)

h(t)
= 0, lim

t→+∞
k(t)

h(t)
= +∞.

Observe that the particular case h(t) = t and k(t) = t2, studied in [6], [15], [17],
and [18], is in the setting of our functional. Also, we remove some hypotheses of
monotonous type involving functions k and h considered in [7]. The idea will be to
show that the integrand of functional J(f) must be positive if f is an optimal control.

In the first part of this section we want to prove the existence of the optimal control
under hypothesis (H2). First, we prove that the optimal controls are bounded.

Lemma 4.1. Assume (H2). If f ∈ L∞
+ (Ω) is an optimal control, then

λuf (x)h(f(x)) ≥ k(f(x)) a.e. in Ω.(4.1)

Moreover, if f ∈ L∞
+ (Ω) is an optimal control, then

0 ≤ f ≤ Tλ,
where

Tλ := sup

{
t ∈ R

+ :
k(t)

h(t)
= λK

}
,

and K is the uniform bound defined in (3.5).
Note: By the hypotheses imposed on h and k and (H2), it follows that Tλ > 0

and that Tλ → 0 as λ ↓ 0.
Proof. Suppose that f ∈ L∞

+ (Ω) is an optimal control and (4.1) is not true. Then,
there exists Ω1 ⊂ Ω with |Ω1| > 0 (positive measure) such that

λuf (x)h(f(x)) < k(f(x)) ∀x ∈ Ω1.(4.2)

Now, by defining a new control f as

f(x) =

{
f(x) if x ∈ Ω \ Ω1,
0 if x ∈ Ω1,

and taking into account that uf ≥ uf in Ω, we obtain

J(f) =

∫
Ω1

λuf (x)h(f(x))− k(f(x)) +
∫

Ω\Ω1

λuf (x)h(f(x))− k(f(x))

<

∫
Ω\Ω1

λuf (x)h(f(x))− k(f(x)) ≤
∫

Ω\Ω1

λuf (x)h(f(x))− k(f(x))

=

∫
Ω\Ω1

λuf (x)h(f(x))− k(f(x)) = J(f).
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But f is an optimal control. So, previous inequality shows that (4.2) is absurd.
It also shows that f ≤ Tλ follows from the definition of Tλ, Theorem 3.2, and
(4.1).

Theorem 4.2. Assume (H2). There exists an optimal control; i.e., f ∈ L∞
+ (Ω)

such that

J(f) = sup
g∈L∞

+
(Ω)

J(g).

Moreover, the benefit is positive, i.e., supg∈L∞
+

(Ω) J(g) > 0.

Proof. By (3.5) and Lemma 4.1, it follows that

s := sup
g∈L∞

+
(Ω)

J(g) < +∞,

and so there exists a maximizing sequence fn ∈ L∞
+ (Ω). By similar reasoning to that

used in the previous lemma, we can suppose that 0 ≤ fn ≤ Tλ. Then, there exists a
subsequence, relabelled by fn, such that

fn ⇀ f ∈ [0, Tλ] in L2(Ω).

By (3.5), we can prove that

ufn → u∗ in H1
0 (Ω),(4.3)

where u∗ is a positive solution of (3.1) (possibly not the maximal positive solution).
In any case, we have uf ≥ u∗.

Now, taking into account the concavity of the functions h and −k, it follows that

J(f) ≥ lim sup
∫

Ω

λh(fn)ufn − k(fn) = s,

and so we have the existence of an optimal control.
The optimal benefit is positive by following an argument like that used in [7]. In

fact, it is clear, from the asymptotic properties of the functions h and k, that J(ε) > 0
by taking ε ∈ R

+ small enough.
Now, we are going to prove that, for λ sufficiently small, there exists a unique

optimal control. For that we will use the argument described in section 6 in [6]. In
summary, by Lemma 4.1 we know that the optimal controls belong to a convex, [0, Tλ].
Moreover, we will show that J is Fréchet continuously differentiable and strictly con-
cave in [0, Tλ]. Hence, the uniqueness of optimal control is a direct consequence. The
first step is the following result, which provides us with the Gâteaux derivative of the
map f ∈ C �→ uf ∈ int(P+). Its proof is similar to Lemma 3.5 in [7], and so we omit
it.

Lemma 4.3. Let f ∈ C, g ∈ L∞(Ω), and ε � 0 be such that f + εg ∈ C. Then,

uf+εg − uf
ε

⇀ ξf,g in H1
0 (Ω) as ε→ 0,

where ξf,g is the unique solution of{ −∆ξ +Mf (x)ξ = −guαf in Ω,

ξ = 0 on ∂Ω.
(4.4)
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Observe that (4.4) has a unique solution because σ1(−∆+Mf ) > 0 (see (3.8)) and
Theorem 2.5.

Now, we can prove the following proposition (see Proposition 4.4 in [7]).
Proposition 4.4. Let J : C ⊂ L∞(Ω) �→ R be. Then J is Fréchet continuously

differentiable and

J ′(f)(g) =
∫

Ω

(λh′(f)uf − λuαfPf − k′(f))g ∀f ∈ C ∀g ∈ L∞(Ω),(4.5)

where for any f ∈ C, Pf ∈ C1
0 (Ω) is the unique solution of{ −∆Pf +Mf (x)Pf = h(f) in Ω,

Pf = 0 on ∂Ω,
(4.6)

and Mf is defined in (3.9).
Note: Since Mf satisfies (HM) and by (3.8), it follows from Theorem 2.5 that the

existence and uniqueness of Pf ∈ C1
0 (Ω).

Observe that by the note following Lemma 4.1, there exists λ0 > 0 such that

aL > Tλ for λ < λ0.(4.7)

Following the argument of Theorem 3.1 in [17] (using now (4.7) and Proposi-
tion 4.4) we obtain the following corollary.

Corollary 4.5. Assume (H2). Let f ∈ L∞
+ (Ω) be an optimal control. Then for

λ < λ0,

k′(f) = λ(h′(f)uf − uαfPf )+.
In order to prove that J is strictly concave in [0, Tλ], we will show that maps

involved in J ′ are Lipschitz continuous. This result was proven in [7] when β ≥ 1.
Since the Lipschitz character of the maps involved is crucial in this work (see, for
example, the proof of Lemma 5.4), we present a complete proof of this result for the
reader’s convenience.

Theorem 4.6. Assume (H2). There exists Λ > 0 such that for 0 < λ < Λ the
maps

f ∈ [0, Tλ] �→ uf , Pf , uαfPf ∈ L∞(Ω),

are Lipschitz continuous, with the Lipschitz constants independent of λ.
Proof. Let f, g ∈ [0, Tλ] be; by the monotony of the map f �→ uf , it follows that

uTλ ≤ uf , ug ≤ u0. Moreover, for λ < λ0 (defined in (4.7)), uTλ > 0, and so

0 < uTλ ≤ uf , ug ≤ u0

for λ < λ0. Hereafter, we take λ < λ0. By the mean value theorem,

uαf − uαg = αθα−1(f, g)(uf − ug), uβf − uβg = βηβ−1(f, g)(uf − ug) with

0 < uTλ ≤ min{uf , ug} ≤ θ(f, g), η(f, g) ≤ max{uf , ug} ≤ u0.
(4.8)

Let w := uf − ug be. Then, w satisfies{
(−∆+N(f, g))w = (g − f)uαg in Ω,
w = 0 on ∂Ω,
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where

N(f, g) := −α(a− f)θα−1(f, g) + βbηβ−1(f, g).

Using f ≥ 0 and (4.8), it follows that
N(f, g) ≥ −αaθα−1(f, g) + βbηβ−1(f, g) ≥ mλ,

where

mλ :=

{
−αauα−1

Tλ
+ bβuβ−1

Tλ
if β ≥ 1,

−αauα−1
Tλ

+ bβuβ−1
0 if β < 1.

(4.9)

It is not hard to show that mλ satisfies (HM). Moreover, we claim that as λ ↓ 0,∫
Ω

mλϕ
2 →

∫
Ω

(−αauα−1
0 + bβuβ−1

0 )ϕ2 ∀ϕ ∈ H1
0 (Ω).(4.10)

Indeed, for ϕ ∈ H1
0 (Ω) and using (3.10) we have∫

Ω

(uα−1
Tλ
− uα−1

0 )ϕ2 =

∫
Ω

(uαTλ − uTλuα−1
0 )

ϕ

uTλ
ϕ ≤ Cε−1

Tλ
‖uαTλ − uTλuα−1

0 ‖∞
∫

Ω

ϕ

dΩ
ϕ,

where εTλ is defined in (3.7). By the continuity of the map f �→ uf , Lemma 2.1, and
the fact that εTλ does not tend to 0 as λ ↓ 0, we obtain that∫

Ω

(uα−1
Tλ
− uα−1

0 )ϕ2 → 0 as λ ↓ 0.

Reasoning similarly with the other terms, (4.10) is proved. So, by Theorem 2.2 we
obtain that

σ1(−∆+N(f, g)) ≥ σ1(−∆+mλ)→ σ1(−∆− αauα−1
0 + bβuβ−1

0 ) > 0(4.11)

as λ ↓ 0. This last inequality follows by (3.8) because f ≡ 0 ∈ C. Hence, using the
monotony of the map λ �→ Tλ, there exists λ1 > 0 such that

N(f, g) ≥ mλ ≥ mλ1(4.12)

and

σ1(−∆+N(f, g)) ≥ σ1(−∆+mλ1 > 0 for λ < λ1.(4.13)

So, by (4.12) we get

(−∆+mλ1
)w ≤ (g − f)uαg ,

and hence, using (4.13), Theorem 2.5, and (3.5), it follows that

‖uf − ug‖∞ = ‖w‖∞ ≤ ‖w‖C1(Ω) ≤ C‖f − g‖∞.(4.14)

This shows that the map f �→ uf is Lipschitz.
Now, take f ∈ [0, Tλ]. Using the monotony of the map f �→ uf , we have that

Mf ≥ mλ1 .(4.15)
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Thus, by Theorem 2.5 we obtain that

Pf ≤ P in Ω,(4.16)

where P ∈ C1
0 (Ω) is the unique solution of{ −∆u+mλ1

u = T in Ω,
u = 0 on ∂Ω,

and T := maxr∈[0,Tλ1
] h(r).

We will prove now that the map f �→ Pf is Lipschitz. Let f, g ∈ [0, Tλ] and
z := Pf − Pg be. Then z satisfies

−∆z +Mfz = T (f, g) in Ω, z = 0 on ∂Ω,

where

T (f, g) = h(f)−h(g)+Pg[α(a−f)(uα−1
f −uα−1

g )−βb(uβ−1
f −uβ−1

g )]+α(g−f)Pguα−1
g .

Applying again the mean value theorem, we get

uα−1
f − uα−1

g = (α− 1)ξα−2(f, g)(uf − ug),
uβ−1
f − uβ−1

g = (β − 1)ηβ−2(f, g)(uf − ug),
0 < uTλ ≤ min{uf , ug} ≤ ξ(f, g), η(f, g) ≤ max{uf , ug} ≤ u0.

(4.17)

Hence,

T (f, g) = h(f)−h(g)+Pg[α(α−1)(a−f)ξα−2−β(β−1)bηβ−2](uf−ug)+α(g−f)Pguα−1
g .

By a similar argument to the one used in the proof of (4.14), we obtain

‖Pf − Pg‖∞ = ‖z‖∞ ≤ C‖T (f, g)‖∞.(4.18)

Since P ∈ C1
0 (Ω), it follows that

|P(x)| ≤ dΩ(x)‖P‖C1(Ω).(4.19)

So, using (3.10), (4.16), and (4.19), we obtain

‖(f − g)Pguα−1
g ‖∞ ≤ C‖f − g‖∞‖Pguα−1

Tλ
‖∞ ≤ C‖f − g‖∞‖Pdα−1

Ω ‖∞
≤ C‖f − g‖∞‖dαΩ‖∞‖P‖C1(Ω) ≤ C‖f − g‖∞,

with C independent of f and g.
On the other hand, since uf −ug ∈ C1

0 (Ω) and using (4.14), (4.16), (4.17), and (4.19),

‖(a− f)Pgξα−2(uf − ug)‖∞ ≤ C‖Pξα−2(uf − ug)‖∞
≤ C‖P‖C1(Ω)‖dαΩ‖∞‖uf − ug‖C1(Ω) ≤ C‖f − g‖∞

with C independent of f and g.
Analogously it can be treated the term Pgη

β−2(uf−ug). Then, since h is Lipschitz
in [0, Tλ] and by (4.18), it follows that the map f �→ Pf is Lipschitz.

Let f, g ∈ [0, Tλ] be. By (4.8), we have
‖(uαf − uαg )Pf‖∞ = ‖αξα−1Pf (uf − ug)‖∞ ≤ C‖P‖C1(Ω)‖f − g‖∞ ≤ C‖f − g‖∞,
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and so

‖uαfPf − uαgPg‖∞ ≤ ‖(uαf − uαg )Pf‖∞ + ‖uαg (Pf − Pg)‖∞ ≤ C‖f − g‖∞.

This completes the proof.
We can conclude the main result about uniqueness of optimal control of this

section with the following theorem.
Theorem 4.7. Assume (H2). Then, there exists Λ0 > 0 such that if λ < Λ0,

there exists a unique optimal control.

5. The optimality system and the approximation to the optimal con-
trol. In this section, we deduce the optimality system in the special cases h(t) = t
and k(t) = t2, which satisfy clearly (H2). The optimality system will be used to
demonstrate the uniqueness of the optimal control in a different way and provides an
iterative method to approach it. In this case, we know that

Tλ = λK and λ0 =
aL
K ,

where K is defined in (3.5). Moreover, by Corollary 4.5, for λ < λ0, if f is an optimal
control, then

f =
λ

2
uf (1− uα−1

f Pf )
+.(5.1)

Let ψ be the unique positive solution of{ −∆ψ +mλ1
ψ = K in Ω,

ψ = 0 on ∂Ω,
(5.2)

where mλ1 is defined in (4.9) and satisfies (4.12) and (4.13). So, if f is an optimal
control it follows by Lemma 4.1 that f ∈ [0, λK]. On the other hand, by (4.15) and
Theorem 2.5, we get that

Pf ≤ λψ for λ ≤ λ1.(5.3)

As a consequence of (5.3) we obtain the following proposition (see Proposition 5.2
and Corollary 5.3 in [7]).

Proposition 5.1. Assume (H1). There exists a constant Λ1 > 0 such that if
λ ≤ Λ1, then

Pf ≤ u1−α
f .(5.4)

So, if f is an optimal control, we have that

f =
λ

2
uf (1− uα−1

f Pf ).(5.5)

As a consequence, any optimal control f may be expressed as in (5.5), where the pair
(uf , Pf ) := (u, P ) satisfies


−∆u = uα(a− λ

2u+
λ
2u

αP − buβ−α) in Ω,
−∆P + (−αauα−1 + βbuβ−1)P = λ

2 (u− uαP (1 + α) + αu2α−1P 2) in Ω,
u = P = 0 on ∂Ω,

(5.6)
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and u > 0.

The former result says that, when λ is small enough, if f is an optimal control,
then (uf , Pf ) is a solution of (5.6). We are going to prove now that, for a range of λ,
there exists a unique positive solution of (5.6) verifying u1−α ≥ P , and so the unique
optimal control will be

f =
λ

2
(u− uαP ).

Theorem 5.2 (uniqueness of optimal control). Assume (H1). There exists Λ2 >
0 such that for λ ≤ Λ2, (5.6) possesses a unique positive solution (u, P ) satisfying
u1−α ≥ P .

Proof. We define the following map:

T : I := [0, λK] ⊂ L∞
+ (Ω) �→ L∞

+ (Ω), f �→ T (f) = λ
2
(uf − uαfPf ).

By Theorem 4.6, for λ < Λ, T is a Lipschitz continuous function with Lipschitz
constant of type λL/2, where L is the corresponding one for the function f �→ uf −
uαfPf . So, we can choose Λ2 := min{Λ, 2

L} such that for λ ≤ Λ2, T is a contractive
function.

Assume that there exist two positive solutions (ui, Pi), i = 1, 2, of (5.6) with
u1−α
i ≥ Pi. We define

fi =
λ

2
(ui − uαi Pi) ∈ I, i = 1, 2.

Hence, by (5.6) and Proposition 3.3 we have that

ui = ufi , Pi = Pfi , ⇒ T (fi) = fi, i = 1, 2.

Since T is contractive, it follows that f1 = f2, and again by Proposition 3.3 we have
that uf1 = uf2 ; hence u1 = u2, and so P1 = P2. This completes the proof.

Now, we use the optimal control characterization obtained by formula (5.5) to
give an iterative procedure to approach it. The idea is to be near the solution of the
optimality system by sub- and supersolutions (see other papers related with similar
problems [6], [14], [15], [17]). The interest here, besides the degeneration of the second
equation of the optimality system, is that we prove the convergence of the method by
a different argument than that used in the mentioned references. We start this part
with some notation. We define, for simplicity, the following functions:

B(x, u, p) =

[
a(x)− λ

2
(u− uαp)

]
uα − b(x)uβ for x ∈ Ω,

and, taking into account the monotony properties of the second equation of optimality
system (5.6), we define

D(x, u, p) =




λ
2u− βpb(x)uβ−1 if β < 1, 2α− 1 < 0,
λ
2u− βpb(x)uβ−1 + λ

2αu
2α−1p2 if β < 1, 2α− 1 ≥ 0,

λ
2u if β ≥ 1, 2α− 1 < 0,
λ
2u+

λ
2αu

2α−1p2 if β ≥ 1, 2α− 1 ≥ 0
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and

C(x, u, p) =




p(αa(x)uα−1 − λ
2u

α(α+ 1)) + λ
2αu

2α−1p2 if β < 1, 2α− 1 < 0,
p(αa(x)uα−1 − λ

2u
α(α+ 1)) if β < 1, 2α− 1 ≥ 0,

p(αa(x)uα−1 − βb(x)uβ−1

−λ2uα(α+ 1)) + λ
2αu

2α−1p2 if β ≥ 1, 2α− 1 < 0,
p(αa(x)uα−1 − βb(x)uβ−1 − λ

2u
α(α+ 1)) if β ≥ 1, 2α− 1 ≥ 0.

We are interested in the solutions, (u, p), of optimality system (5.6) that satisfy
uλK ≤ u ≤ u0 and 0 ≤ p ≤ λψ (recall (5.3)). Consequently, we can reduce the study
for solutions that satisfy (u, p) ∈ [uλK, u0]× [0, λψ]. Therefore, there exist a constant
K > 0 and a function M1(x), x ∈ Ω, satisfying hypothesis (HM) such that

B(x, u, p) +Kuα (↗ u,↗ p) ,
C(x, u, p) +M1(x)p (↘ u,↗ p) ,
D(x, u, p) +M1(x)p (↗ u,↗ p) ;

i.e., B(x, u, p)+Kuα is increasing in u for fixed x ∈ Ω and 0 ≤ p ≤ λψ and increasing
in p for fixed x ∈ Ω and uλK ≤ u ≤ u0. The other terms are interpreted analogously.

Definition 5.3 (subsupersolutions). The functions u1, p1, u
1, p1 ∈ L∞(Ω) ∩

H1(Ω) are said to be a system of subsupersolutions for optimality system (5.6) if they
verify {

u1(x) ≤ u1(x), p1(x) ≤ p1(x) a.e. in Ω,
p1 ≤ 0 ≤ p1 on ∂Ω,

(5.7)

and there exists a positive constant k such that

0 < kdΩ(x) ≤ u1(x) ≤ u1(x) a.e. in Ω(5.8)

and, for any φ ∈ H1
0 (Ω), φ ≥ 0,∫

Ω

∇u1 · ∇φ ≥
∫

Ω

B(x, u1, p1)φ,

∫
Ω

∇u1 · ∇φ ≤
∫

Ω

B(x, u1, p1)φ,

∫
Ω

∇p1 · ∇φ ≥
∫

Ω

C(x, u1, p
1)φ+

∫
Ω

D(x, u1, p1)φ,

∫
Ω

∇p1 · ∇φ ≤
∫

Ω

C(x, u1, p1)φ+

∫
Ω

D(x, u1, p1)φ.

Recall that a function v ∈ H1(Ω) is said to be less than or equal to w ∈ H1(Ω)
on ∂Ω when (v − w)+ = max{0, v − w} ∈ H1

0 (Ω).
It is not difficult to prove that, under the hypothesis of Theorem 5.2, there exists

a Λ3 > 0 such that if λ ≤ Λ3, then the functions

u1 = uλK, p1 ≡ 0, u1 = u0, p1 = λψ,(5.9)

are a system of subsupersolutions for the optimality system (5.6) in the sense of
Definition 5.3. We show only the case p1 = λψ when β ≥ 1, 2α − 1 ≥ 0. The other
cases are similar. It is not hard to show that p1 = λψ is a supersolution if

λ(K −mλ1ψ) ≥ λψ
[
αauα−1

λK − βbuβ−1
λK −

λ

2
uαλK(α+ 1)

]
+
λ

2
u0 +

λ

2
αu2α−1

0 (λψ)2
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or, equivalently,

K ≥ ψ
[
mλ1 + αau

α−1
λK − βbuβ−1

λK
]
− λ
2
uαλK(α+ 1)ψ +

1

2
u0 +

α

2
λ2u2α−1

0 ψ2.

Recalling the definition of mλ1 , for λ ≤ λ1 we have that mλ1 +αau
α−1
λK −βbuβ−1

λK ≤ 0,
and by (3.5) u0 ≤ K; it is enough to take λ small to obtain that p1 is a supersolution.

Now, we define by induction, for n ≥ 2, the sequences {un}, {un}, {pn}, {pn} ∈
H1

0 (Ω) as

−∆un +K(un)α = B(x, un−1, pn−1) +K(un−1)
α in Ω,(5.10)

−∆un +K(un)α = B(x, un−1, pn−1) +K(un−1)α in Ω,(5.11)

−∆pn +M1(x)pn = C(x, u
n, pn−1) +D(x, un, pn−1) +M1(x)pn−1 in Ω,(5.12)

−∆pn +M1(x)p
n = C(x, un, p

n−1) +D(x, un, pn−1) +M1(x)p
n−1 in Ω.(5.13)

Observe that sequences {un}, {un}, are well defined because the map u �→ Kuα

is continuous and strictly increasing and such that B(x, u, p)+Kuα is also increasing
in u when the other variables are fixed. (See more details in [5], [10].)

On the other hand, fixed u1, u
1 and, thanks to (5.8), the problems (5.12) and

(5.13) are in the setting of (2.4), and so by Theorem 2.5 it follows the existence and
uniqueness of p2 and p

2 and such that p2 ≤ p2 and so on. We note that for (5.10)–
(5.11) and (5.12)–(5.13), the subsupersolutions method works (cf. [12]). The standard
method gives us the following order relation:

u1 ≤ u2 ≤ · · · ≤ un ≤ un ≤ un−1 ≤ · · · ≤ u1,
p1 ≤ p2 ≤ · · · ≤ pn ≤ pn ≤ pn−1 ≤ · · · ≤ p1

and

un ↗ u, un ↘ v, pn ↗ p, pn ↘ q
(pointwise), where u, v, p, q belong to C1,δ(Ω), for any δ ∈ (0, 1), and satisfy the
system 



−∆u = B(x, u, p) in Ω,
−∆v = B(x, v, q) in Ω,
−∆p = C(x, v, p) +D(x, u, p) in Ω,
−∆q = C(x, u, q) +D(x, v, q) in Ω,
u = v = p = q = 0 on ∂Ω

(5.14)

and

u1 = uλK ≤ u, v ≤ u1 = u0 in Ω
p1 = 0 ≤ p, q ≤ p1 = λψ ≤ u1−α

λK in Ω.
(5.15)

Clearly, if (u, p) is the solution of optimality system (5.6), then (u, u, p, p) is a solution
of (5.14). So, to complete the iterative approximation and the convergence of the
sequences {un}, {un}, {pn}, {pn} to the unique solution, (u, p), of the optimality
system, it is sufficient to prove the uniqueness of the solution for system (5.14), under
conditions (5.15). To do it, we need the following technical lemma.

Lemma 5.4. Assume (H1). Then

∀f, g ∈ [0, λK] ⊂ L∞
+ (Ω),
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it is possible to define the function Pf,g as the unique positive solution of the problem

{ −∆P = C(x, uf , P ) +D(x, ug, P ) in Ω,
P = 0 on ∂Ω,

(5.16)

satisfying

0 ≤ Pf,g ≤ λψ,(5.17)

provided that the parameter λ is small enough and the function ψ is defined in (5.2).
Moreover, the map defined before, (f, g) ∈ [0, λK] × [0, λK] �→ Pf,g ∈ L∞(Ω), is
Lipschitz continuous.

An analogous result is obtained interchanging uf and ug in (5.16).

Proof. We consider the case β ≥ 1, 2α − 1 ≥ 0. The other cases have similar
proofs. Observe that, in this case, (5.16) is

{
−∆P +

[
−αauα−1

f + βbuβ−1
f + λ

2u
α
f (1 + α)

]
P = λ

2ug +
λ
2αu

2α−1
g P 2 in Ω,

P = 0 on ∂Ω.
(5.18)

Taking into account Theorem 2.5, condition (5.17), and the definition of the function
ψ, we can use the subsupersolution method with p∗ ≡ 0 as subsolution and p∗ ≡ λψ
as supersolution, provided λ > 0 small. Thus, the existence of positive solution of
(5.18) is proved. The uniqueness of a contradiction argument follows. Suppose that
P , Q are two solutions under above requirements; then P −Q satisfies

(−∆+M1(x))(P −Q) = 0,

where

M1 = −αauα−1
f + βbuβ−1

f +
λ

2
uαf (1 + α)−

λ

2
αu2α−1

g (P +Q).

Observe that M1 satisfies (HM). Now, using that P,Q ≤ λψ, we obtain that

M1 ≥ −αauα−1
Tλ

+ βbuβ−1
Tλ

+
λ

2
uαTλ(1 + α)− λ2αu2α−1

0 ψ,

and so we can prove the existence of a function N satisfying (HM) and λ0 > 0 such
that for λ ≤ λ0

M1 ≥ N in Ω and σ1(−∆+N) > 0.(5.19)

Hence, the previous equation has the unique solution (P −Q) ≡ 0.
To show the Lipschitzian character of the map (f, g) �→ Pf,g, let Pf,g be the

solution of problem (5.18) satisfying (5.17). Denote q = Pf,g and q = Pf,g. Then,
some calculus gives

(−∆+M(x))(q − q) = Rf,f,g,g := αaq(uα−1
f − uα−1

f
)

−βbq(uβ−1
f − uβ−1

f
)− λ

2 (α+ 1)q(u
α
f − uαf ) +

λ
2 (ug − ug) + λ

2αq
2(u2α−1

g − u2α−1
g ),
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where

M = −αauα−1

f
+ βbuβ−1

f
+
λ

2
(α+ 1)uα

f
− λ
2
α(q + q)u2α−1

g .

As in the proof of (5.19), we can prove the existence of a function N satisfying (HM)
such that for M ≥ N in Ω and σ1(−∆+N) > 0 for small λ. Thus, by Theorem 2.5
we get that

‖q − q‖∞ = ||Pf,g − Pf,g||∞ ≤ ‖Pf,g − Pf,g‖C1(Ω) ≤ C‖Rf,f,g,g‖∞.

Now, using a similar argument to the one used in the proof of Theorem 4.6 to obtain
a bound of ‖T (f, g)‖∞, we have∥∥∥αaq(uα−1

f − uα−1

f
) + βbq(uβ−1

f − uβ−1

f
) + λ

2 (α+ 1)q
(
uαf − uαf

)∥∥∥
∞
≤ C‖f − f‖∞,∥∥∥λ2 (ug − ug) + λ

2αq
2
(
u2α−1
g − u2α−1

g

)∥∥∥
∞
≤ C‖g − g‖∞,

and so ‖Rf,f,g,g‖∞ ≤ C
{‖f − f‖∞ + ‖g − g‖∞

}
. Finally, we have

‖Pf,g − Pf,g‖∞ ≤ C
{‖f − f‖∞ + ‖g − g‖∞

}
(5.20)

for a convenient positive constant C.
Theorem 5.5. Assume (H1). There exists a positive constant Λ4 such that if

λ ≤ Λ4, then the system (5.14)–(5.15) has a unique solution.
Proof. The main idea is simple. We will use the Lipschitzian character of the

solutions of system (5.14)–(5.15) with respect to the controls and an argument similar
to the one used in Theorem 5.2.

Suppose (ui, vi, pi, qi), for i = 1, 2, are two solutions of system (5.14)–(5.15). We
define, for i = 1, 2,

fi =
λ

2
[ui − uαi pi], gi =

λ

2
[vi − vαi qi].(5.21)

Now, taking into account the previous notation, we have for i = 1, 2,

ui = ufi , vi = ugi , pi = Pgi,fi , qi = Pfi,gi

and

fi =
λ

2
[ufi − uαfiPgi,fi ], gi =

λ

2
[ugi − uαgiPfi,gi ].

We know (recall Theorem 4.6 and Lemma 5.4) that the operator T : [0, λK]×[0, λK]→
L∞(Ω)× L∞(Ω), defined as

T (f, g) =

(
λ

2
[uf − uαfPg,f ],

λ

2
[ug − uαgPf,g]

)
,

is Lipschitz continuous, with constant λC/2, where C > 0 is the Lipschitz constant of
map (f, g) �→ (

uf − uαfPf,g, ug − uαgPg,f
)
and verifies T (fi, gi) = (fi, gi). Therefore,

by taking λ < min{Λ1,
2
C }, T is a contraction and consequently has an unique fixed

point. So, (f1, g1) = (f2, g2). Then, we have u1 = u2, v1 = v2, and finally p1 = p2 and
q1 = q2.
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Abstract. In this paper we present two methods for computing filtered estimates for moments
of integrals and stochastic integrals of continuous-time nonlinear systems. The first method utilizes
recursive stochastic partial differential equations. The second method utilizes conditional moment
generating functions. An application of these methods leads to the discovery of new classes of finite-
dimensional filters. For the case of Gaussian systems the recursive computations involve integrations
with respect to Gaussian densities, while the moment generating functions involve differentiations
of parameter dependent ordinary stochastic differential equations. These filters can be used in
Volterra or Wiener chaos expansions and the expectation-maximization algorithm. The latter yields
maximum-likelihood estimates for identifying parameters in state space models.

Key words. moment generating functions, finite-dimensional, filters, recursions, expectation-
maximization

AMS subject classifications. 93E11, 93E12, 93E10, 60G35

DOI. S036301299833327X

1. Introduction. Conditional expectations of functionals of systems state pro-
cesses given noisy observations require, in general, infinite-dimensional computations.
To determine whether such conditional expectations are finite-dimensional, it is of
interest to derive representations of the conditional distribution.

This paper discusses the following problem. We are given noisy observations
{ys; 0 ≤ s ≤ t} of the system state process {xs; 0 ≤ s ≤ t}, and we wish to derive
filtered estimates for moments of integrals and stochastic integrals. The underlying
mathematical system model can be diverse; for example, it includes continuous-time
processes, discrete-time processes, jump point processes, or a combination of these
processes. In this paper we focus our attention on continuous-time processes.

Here, our system state process {xs; 0 ≤ s ≤ t} and observation process {ys; 0 ≤
s ≤ t} are solutions of the Itô stochastic differential equations

dxt = f(t, xt)dt+ σ(t, xt)dwt, x(0) ε R
n,(1.1)

dyt = h(t, xt)dt+ αtdwt +N
1/2
t dbt, y(0) = 0 ε R

n,(1.2)

in which {ws; 0 ≤ s ≤ t} and {bs; 0 ≤ s ≤ t}, are, respectively, m-dimensional and
d-dimensional, independent standard Wiener processes; x(0) is a random variable
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independent of the Wiener processes. The precise assumptions on the coefficients of
our model are stated in section 2.

We are interested in conditional expectations (filtered estimates) of moments of
integrals and stochastic integrals

Lκ,10,t =

(∫ t

0

f1(s, xs)ds

)κ
, Lκ,20,t =

(∫ t

0

f2(s, xs)dws

)κ
,(1.3)

Lκ,30,t =

(∫ t

0

f3(s, xs)dbs

)κ
, κ ≥ 1,

for Borel measurable functions f1 : [0, T ] × R
n → R, f2 : [0, T ] × R

n → (Rm)′,
f3 : [0, T ] × R

n → (Rd)′, which are continuous in t. Aside from their mathe-
matical value, these estimates are important, for example, in least-squares estima-
tion/filtering, Volterra series expansions of nonlinear realization theory [1], Wiener
chaos expansions (of nonlinear filtering) [2], and maximum likelihood estimation
through the expectation-maximization (EM) algorithm [3]. For the case κ = 1, these
estimates are important in estimating parameters, a problem which arises in many
disciplines, such as signal processing, communications, and control systems.

The first method, Theorem 3.1, utilizes a system of stochastic partial differential
equations (SPDEs) that enable us to compute the above estimates recursively. The
second method, Theorem 4.5, utilizes conditional moment generating functions for
L1,j

0,t , j = 1, 2, 3. That is, for a test function Φ : R
n → R, we use measure-valued

conditional moment generating functions

β̃θ,jt (Φ) = Ẽ[Φ(xt) exp
(
θL1,j

0,t

)
|Fy0,t], j = 1, 2, 3, θ = iω, i =

√−1.(1.4)

Therefore, when the unnormalized versions of β̃θ,jt (Φ) have densities βθ,j(x, t), j =
1, 2, 3, the latter satisfy linear SPDEs. The computation of filtered estimates of mo-
ments (1.3) are obtained by simply differentiating the conditional densities with re-
spect to the parameter θ.

For the case of Gaussian system models (i.e., dxt = Fxtdt+Gwt, dyt = Hxtdt+

N
1
2 bt), we derive filtered estimates for

L1,1
0,t =

∫ t

0

x′
sQxsds L1,2

0,t =

∫ t

0

x′
sRdws, L1,3

0,t =

∫ t

0

x′
sSdbs.(1.5)

Each filtered estimate is propagated by four statistics. Two of these are the
conditional mean and error covariances of xt given {ys; 0 ≤ s ≤ t} (Kalman filter),
while the remaining two are modified versions of the Kalman filter; the latter are
driven by the conditional mean and error covariance of the Kalman filter.

In the past, the computation of these filtered estimates was confined to integrals
L1,1

0,t , which are obtained using smoothing operations (e.g., [4]), and certain Lie al-
gebraic techniques applied to Volterra expansions (e.g., [1]). However, for analogous
discrete-time systems the filtering estimates in (1.5) are obtained using smoothing op-
erations (e.g., [5]). Recently, conditional expectations for the items in (1.5) were ob-
tained using filtering operations in [6]; the estimates were propagated by five statistics.
The techniques in [6], which are different from ours, are only applicable to Gaussian
systems, and they are confined to κ = 1.

2. The Duncan–Mortensen–Zakai (DMZ) equation.
Notation 2.1.
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1. “′” denotes transposition of a matrix;
2. Ik denotes k × k identity matrices;
3. (·)i denotes the ith component of a vector and (·)i,j denotes the ijth compo-

nent of a matrix;
4. L(V1;V2) denotes the space of linear transformations of a vector space V1 into

a vector space V2;
5. Cp,qx,t (R

n × [0, T ]) = {Φ : R
n × [0, T ] → R

n; Φ(·, t) is “p” times continuously
differentiable in “x,” and Φ(x, ·) is “q” times continuously differentiable in
“t”};

6. Dx = [ ∂
∂x1

, ∂
∂x2

, . . . , ∂
∂xn

]′, D2
x =




∂2

∂x2
1

, ··· , ∂2

∂x1∂xn

...
. . .

...
∂2

∂xn∂x1
,··· , ∂2

∂x2n


;

7. Φ : R
n → R denotes an arbitrary test function which is C2

x(R
n) and has

compact support;
8. E, Ẽ denote expectations with respect to measures P, P̃ , respectively;

9. Nt
.
= N

1
2
t N

1
2 ,′
t .

Assumption 2.2.
1. f : [0, T ] × R

n → R
n, σ : [0, T ] × R

n → R
n, h : [0, T ] × R

n → R
d, T > 0, are

bounded Borel measurable functions;
2. N : [0, T ] → L(Rd;Rd), α : [0, T ] → L(Rn;Rd), N, α are bounded Borel

measurable functions, and ∃β1 > 0, β2 > 0 such that Nt ≥ β1Id ∀t ε
[0, T ], a(t, x)

·
= σ(t, x)σ(t, x)′ ≥ β2In ∀(t, x) ε [0, T ]× R

n;
3. σ is continuous in x, uniformly on compact subsets of [0, T ]× R

n, ∂
∂xi

σi,j is
a bounded measurable function of (t, x) ε [0, T ]× R

n, 1 ≤ i, j ≤ n;
4. |f(t, x)− f(t, z)|+ ‖σ(t, x)− σ(t, z)‖ ≤ k|x− z|;
5. x(0) has distribution Π0(dx) = p0(x)dx, where p0(·) ε L2(Rn).

The above assumptions, with the exception of statement 4, are assumed to hold
throughout the manuscript.

Next, we start with a reference probability measure which is important in deriving
certain conditional densities for the filtering problem discussed earlier. Let (Ω,F , P )
be a reference probability with complete filtration {F0,t; t ε [0, T ]}, on which we have
the following:

(a) w : [0, T ] × Ω → R
n, b : [0, T ] × Ω → R

d, which are {F0,t; t ε [0, T ]} adapted
independent Wiener processes;

(b) x(0) : Ω→ R
n, an F0,0-measurable random variable, which is independent of

{wt, bt; t ε [0, T ]};
(c) processes {xt; t ε [0, T ]}, {yt; t ε [0, T ]}, which (in view of Assumption 2.2) are

unique and continuous solutions of the stochastic differential equations

dxt = f(t, xt)dt− σ(t, xt)α
′
tC

−1
t h(t, xt)dt+ σ(t, xt)dwt, x(0) ε R

n,(2.1)

dyt = αtdwt +N
1/2
t dbt, y(0) = 0 ε R

n,(2.2)

where

Ct
.
= αtα

′
t +Nt.(2.3)

Consider the P -martingale

mt =

∫ t

0

h′(s, xs)C−1
s dys,(2.4)
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and introduce the exponential martingale

ε(mt) = exp

(
mt − 1

2
〈m,m〉t

)
= Λ0,t,(2.5)

where 〈m,m〉t =
∫ t
0
|C−1/2
s h(s, xs)|2ds is the quadratic variation of {mt; t ε [0, T ]}.

By Assumption 2.2, we have E[Λ0,t] = 1∀t ε [0, T ] (see [7]). Consequently, we define

a measure P̃ through the Radon–Nikodým derivative

Λ0,T
.
= E

[
dP̃

dP
|F0,T

]
= ε(mT ).(2.6)

Since P̃ (Ω) =
∫
Ω
Λ0,t(ω)dP (ω) = 1 ∀t ε [0, T ], the Girsanov theorem (see [7])

states that P̃ is a probability measure on (Ω,A) and that[
wt
bt

]
=

[
wt
bt

]
−
[〈w,m〉t
〈b,m〉t

]

=

[
wt
bt

]
−
[ ∫ t

0
α′
sC

−1
s h(s, xs)ds∫ t

0
N

1/2,′
s C−1

s h(s, xs)ds

]
(2.7)

are independent Wiener processes on (Ω,F , P̃ ;F0,t). Substituting (2.7) into (2.1),

(2.2), on the new probability space (Ω,F , P̃ ;F0,t) we have constructed (weak) solu-
tions {xt; t ε [0, T ]}, {yt; t ε [0, T ]} of the stochastic equations

dxt = f(t, xt)dt+ σ(t, xt)dwt, x(0) ε R
n,(2.8)

dyt = h(t, xt)dt+ αtdwt +N
1/2
t dbt, y(0) = 0 ε R

d.(2.9)

Since {wt; t ε [0, T ]} and {bt; t ε [0, T ]} are versions of Wiener processes (which
are independent), (2.8), (2.9) constitute our original system model (simply by letting
w → w, b → b). Note that we may remove the Lipschitz condition Assumption 2.2,
statement 4, and employ the martingale approach to construct weak solutions.

Notation 2.3.
1. {Fy0,t; t ε [0, T ]} denotes the complete filtration generated by the observations

σ-algebra σ{yτ ; 0 ≤ τ ≤ t}, {Fw0,t; t ε [0, T ]} denotes that of σ{wτ ; 0 ≤ τ ≤ t},
and Fx(0) = σ{x(0)};

2. The measure-valued process qt(Φ) = E[Φ(xt)Λ0,t|Fy0,t] is well defined.
The problem of least-squares filtering is concerned with estimating the conditional

mean of xt given the past and present measurements, i.e., Fy0,t. Thus, the least-squares
filtering can be cast in terms of computing conditional expectations Ẽ[Φ(xt)|Fy0,t].

Lemma 2.4.
1. A version of Bayes’s formula yields

Ẽ[Φ(xt)|Fy0,t] =
E[Φ(xt)

dP̃
dP |Fy0,t]

E[dP̃dP |Fy0,t]
=

qt(Φ)

qt(1)
.(2.10)

2. If the measure-valued process qt(Φ) has an Fy0,t-measurable density function
q : R

n × [0, T ]× Ω→ R, then

Ẽ[Φ(xt)|Fy0,t] =
∫

Rn
Φ(z)q(z, t)dz∫
Rn

q(z, t)dz
.(2.11)
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Proof. 1. A version of Bayes’ rule yields the equality in (2.10).
2. The proof follows from the existence of the density q(·).
The existence of the density q(x, t) will follow from the existence and uniqueness

of solutions of SPDEs [8, 9, 10], as it will be shown shortly.
We now derive an evolution equation for q(·). Note that {Λ0,t; t ε [0, T ]} is a

solution of the stochastic differential equation

Λ0,t = 1 +

∫ t

0

Λ0,sh
′(s, xs)C−1

s dys.(2.12)

Theorem 2.5. The unnormalized density of the conditional distribution P̃ (xt ε
A|Fy0,t), A ε B(Rn) is q(·) and satisfies the SPDE

dq(z, t) = A(t)∗q(z, t)dt+B(t)∗q(z, t)dyt, (z, t) ε (0, T ]× R
n,(2.13)

q(z, 0) = p0(z), z ε R
n,(2.14)

where

(2.15)

A(t)∗Φ(x) =
1

2

n∑
i,j=1

(
∂2

∂xi∂xj
((σ(t, x)σ′(t, x))i,j Φ(x))

)
−

n∑
i=1

∂

∂xi

(
fi(t, x)Φ(x)

)
,

(2.16)

Bk(t)
∗Φ(x) =

d∑
i=1

(
C−1
t

)
i,k

hi(t, x)Φ(x)−
n∑
i=1

∂

∂xi

((
σ(t, x)α′

tC
−1
t

)
i,k

Φ(x)
)
.

Proof. Recall that under P, {xt, yt; t ε [0, T ]} are solutions of (2.1), (2.2). Define

Dt
.
= Im − α′

tC
−1
t αt,(2.17)

and introduce

ỹt =

∫ t

0

C−1/2
s dys, w̃t =

∫ t

0

D−1/2
s (dws − α′

sC
−1
s dys).(2.18)

Substituting into (2.1) we have

dxt =
(
f(t, xt)− σ(t, xt)α

′
tC

−1
t h(t, xt)

)
dt+ σ(t, xt)D

1/2
t dw̃t(2.19)

+ σ(t, xt)α
′
tC

−1/2
t dỹt, x(0) ε R

n.

Moreover, {ỹt; t ε [0, T ]} and {w̃t; t ε [0, T ]} are independent standard Wiener

processes, and Fy0,t = F ỹ0,t; that is, no information is gained or lost. By (2.12), (2.18)
we deduce

Λ0,t = 1 +

∫ t

0

Λ0,sh
′(s, xs)C−1/2

s dỹs.(2.20)

By the Itô product rule

Φ(xt)Λ0,t = Φ(x(0)) +

∫ t

0

Φ(xs)dΛ0,s +

∫ t

0

dΦ(xs)Λ0,s

+

∫ t

0

d〈Φ(x),Λ〉s.(2.21)
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Since

Φ(xt) = Φ(x(0)) +
1

2

∫ t

0

Tr
(
σ(s, xs)D

′
sσ

′(s, xs)D2
xΦ(xs)

)
ds

+
1

2
Tr
(
σ(s, xs)α

′
sC

−1
s αsσ

′(s, xs)D2
xΦ(xs)

)
ds

+

∫ t

0

D′
xΦ(xs)

(
f(s, xs)− σ(s, xs)α

′
sC

−1
s h(s, xs)

)
ds

+

∫ t

0

D′
xΦ(xs)σ(s, xs)D

1/2
s dw̃s +

∫ t

0

D′
xΦ(xs)σ(s, xs)α

′
sC

−1/2
s dỹs,

〈Φ(x),Λ〉t =
∫ t

0

Λ0,sD
′
xΦ(xs)σ(s, xs)α

′
sC

−1
s h(s, xs)ds,

substituting into (2.21) we have

Φ(xt)Λ0,t = Φ(x(0)) +
1

2

∫ t

0

Λ0,sTr
(
σ(s, xs)Dsσ

′(s, xs)D2
xΦ(xs)

)
ds

+
1

2

∫ t

0

Λ0,sTr
(
σ(s, xs)α

′
sC

−1
s αsσ

′(s, xs)D2
xΦ(xs)

)
ds

+

∫ t

0

Λ0,sD
′
xΦ(xs)

(
f(s, xs)− σ(s, xs)α

′
sC

−1
s h(s, xs)

)
ds

+

∫ t

0

Λ0,sD
′
xΦ(xs)σ(s, xs)D

1/2
s dw̃s +

∫ t

0

Λ0,sΦ(xs)h
′(s, xs)C−1/2

s dỹs

+

∫ t

0

Λ0,sD
′
xΦ(xs)σ(s, xs)α

′
sC

1/2
s dỹs(2.22)

+

∫ t

0

Λ0,sD
′
xΦ(xs)σ(s, xs)α

′
sC

−1
s h(s, xs)ds.

Conditioning each side of (2.22) on Fy0,t and then using the mutual independence
of x(0), {w̃t; t ε [0, T ]}, {ỹt; t ε [0, T ]} (see [11]) and a version of Fubinis theorem [7, 12],
we conclude that

qt(Φ) = q0(Φ) +

∫ t

0

qs(A(s)Φ(x))ds+

∫ t

0

qs(B(s)Φ(x))C−1/2
s dỹs.(2.23)

Integrating each term by parts and then substituting ỹt =
∫ t
0
C

−1/2
s dys we obtain

(2.13), (2.14).
Next, we employ certain results of variational methods of partial differential equa-

tions to show existence and uniqueness of solutions to (2.13) and (2.14).
Introduce the space H(Rn) = L2(R) and the Sobolev space H1(Rn) defined by

H1(Rn) =

{
u ε L2(Rn),

∂

∂xi
u ε L2(Rn), 1 ≤ i ≤ n

}
.

Furnish H(Rn), H1(Rn) with the norm topologies

‖u‖H =

∫
Rn

|u|2dx, u ε H(Rn),

‖u‖H1 =

{∫
Rn

|u|2dx+

n∑
i=1

∫ ∣∣∣∣ ∂

∂xi
u

∣∣∣∣
2

dx

}1/2

, u ε H1(Rn).
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H(Rn) and H1(Rn) are Hilbert spaces with scalar products defined by

(φ, ψ)H =

∫
Rn

φψdx, φ, ψ ε H(Rn),

(φ, ψ)H1 =

∫
Rn

φψdx+

n∑
i=1

∫
∂φ

∂xi

∂ψ

∂xi
dx = (φ, ψ)L2(Rn)

+

n∑
i=1

(
∂φ

∂xi
,
∂ψ

∂xi

)
L2(Rn)

, φ, ψ ε H1(Rn).

Let H−1(Rn) denote the dual of H1(Rn) (the space of continuous linear func-
tionals on H1(Rn)). The norm of elements of H−1(Rn) is denoted by ‖ · ‖∗, and the
duality between H1(Rn) and H−1(Rn) is denoted by 〈·, ·〉.

Let

B(·)∗u =



B1(·)∗u

...
Bd(·)∗u


 , u ε H1(Rn),

and write the adjoint operators of A(·)∗ and B(·)∗ as

〈u,A(t)∗v〉 = 〈 A(t)u, v〉 = −1

2

n∑
i,j=1

(
ai,j(t, ·) ∂

∂xi
u,

∂

∂xj
v

)
L2(Rn)

+

n∑
i=1

(
f̃i(t, ·) ∂

∂xi
u, v

)
L2(Rn)

, u, v ε H1(Rn),

where

f̃i(t, x) = fi(t, x)− 1

2

n∑
j=1

∂

∂xj
ai,j(t, x)

〈u,B(t)∗v〉 = 〈 B(t)u, v〉 =
d∑

i,k=1

((C−1
t )i,khi(t, ·)u, v)L2(Rn)

+

d∑
k=1

n∑
i=1

(
(σ(t, ·)α′

tC
−1
t )i,k

∂

∂xi
u, v

)
L2(Rn)

, u, v ε H1(Rn).

In view of Assumption 2.2, statements 1, 2, 3, and 5, it can be shown that

A(·), A(·)∗ ε L∞((0, T );L(H1(Rn);H−1(Rn))),

B(·), B(·)∗ ε L∞((0, T );L(H1(Rn); (L2(Rn))d)).(2.24)

Moreover, A(t) ε L(H1(Rn);H−1(Rn)), B(t) ε L(H1(Rn); (L2(Rn))d satisfy the
following coercivity condition. There exist λ1, λ2 > 0 such that

−2〈A(t)u, u〉+ λ1‖u‖2L2(Rn) ≥ λ2‖u‖2H1(Rn)(2.25)

+ ‖Bu‖2(L2(Rn))d ∀u ε H1(Rn), ∀t ε [0, T ].
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Define the space

L2
y((0, T );H

1)
·
= {u ε L2(Ω,F , P ; L2((0, T );H1); a.e. on [0, T ], u(t) ε L2(Ω,Fy0,t, P ;H1)}.

Lemma 2.6. There exists one and only one solution q(·) of (2.13), (2.14) in the
space

q(·) ε L2
y((0, T );H

1) ∩ L2(Ω,F , P ;C((0, T );H)).

Proof. Assumption 2.2 statements 1, 2, 3, and 5 imply the coercivity condition
(2.25), which is then employed to show existence and uniqueness of solutions to (2.13),
(2.14) (see [8, 9, 10]).

The next tool employed in subsequent sections is the concept of fundamental
solutions to stochastic differential equations.

Definition 2.7. A fundamental solution of (2.13), (2.14) is an Fy0,t-measurable
function q(z, t;x, s), with (z, x) ε R

n × R
n, 0 ≤ s < t ≤ T , such that the following

hold:
1. q(·, ·;x, s) is a solution of

(2.26)

dq(z, t;x, s) = A(t)∗q(z, t;x, s)dt+B(t)∗q(z, t;x, s)dyt, 0 < s < t ≤ T,

(2.27)

lim
t↓s

q(z, t;x, s) = δ(z − x).

2. For fixed (s, x) ε (0, t)× R
n, q(·, t;x, s) ε C2

z (R
n).

3. For ϕ : R
n → R, which is continuous with compact support,

lim
t↓s

∫ ∞

−∞
q(z, t;x, s)ϕ(x)dx = ϕ(z).(2.28)

That is, limt↓s q(z, t;x, s) = δ(z − x) is a Dirac delta function.
Unfortunately, Assumption 2.2 is too weak to imply that q(·, t;x, s) ε C2

z (R
n).

However, if there is no correlation between the state noise and the observation noise
(e.g., αt = 0 ∀t ε [0, T ]), and we impose additional smoothness and continuity con-
ditions on (f, σ, h), then by considering the pathwise version of (2.13), (2.14), it can
be shown that for each y ε C([0, T ];Rd) there exists a unique solution, which is a
fundamental solution [13]. For the correlated case, we have the following result which
is found in [9, 10] (see also [14] for alternative conditions).

Theorem 2.8. Suppose the coefficient of A and Bk, k = 1, . . . , d have bounded
partial derivatives in x of any order. Then

1. {q(z, t;x, s); 0 ≤ s < t ≤ T}, (z, x) ε R
n × R

n, is a unique fundamental
solution of the unnormalized condition density equation (2.13), (2.14), and q(·, t;x, s) ε
C∞
b (Rn), P − a.s.∀t ε (s, T ].

2. A version of the conditional distribution P̃ (xt ε A|Fy0,t), A ε B(Rn), is

Ẽ[Φ(xt)|Fy0,t] =
qt(Φ)

qt(1)
=

∫
Rn×Rn

Φ(z)q(z, t;x, 0)p0(x)dxdz∫
Rn×Rn

q(z, t;x, 0)p0(x)dxdz
.(2.29)
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Proof. 1. This is shown in [10, pp. 227–228].
2. Let q(z, t;x, s) be a solution of (2.26), (2.27); set q̃(z, t) =

∫
Rn

q(z, t;x, 0)p0(x)dx.
Then

dq̃(z, t) =

∫
Rn

dq(z, t;x, 0)p0(x)dx

=

∫
Rn

A(t)∗q(z, t;x, 0)p0(x)dxdt+

∫
Rn

B(t)∗q(z, t;x, 0)p0dxdyt

= A(t)∗q̃(z, t)dt+B(t)∗q̃(z, t)dyt.

This shows that q̃(z, t) satisfies (2.13) for (z, t) ε R
n×(0, T ]. Since limt↓0 q̃(z, t) =

limt↓0
∫

Rn
q(z, t;x, 0)p0(x)dx = p0(z), we also have (2.14). By Lemma 2.4 we establish

(2.29).
Definition 2.9. Let f1 : [0, T ] × R

n → R, f2 : [0, T ] × R
n → (Rn)′, f3 :

[0, T ]× R
n → (Rd)′ be Borel measurable and bounded functions.

1. The integrals

Lκ,10,t =

(∫ t

0

f1(s, xs)ds

)κ
, Lκ,20,t =

(∫ t

0

f2(s, xs)dws

)κ
,(2.30)

Lκ,30,t =

(∫ t

0

f3(s, xs)dbs

)κ
, κ ≥ 1,

are well defined.
2. The measure-valued processes

Mκ,j
t (Φ) = E[Φ(xt)Λ0,tL

κ,j
0,t |Fy0,t], κ ≥ 0, j = 1, 2, 3,(2.31)

are well defined.
We are interested in filtered estimates of κth moments (κ ≥ 1) of integrals and

stochastic integrals. That is, we wish to derive expressions for Ẽ[Lκ,j0,t |Fy0,t]. An
application of Bayes’s theorem yields

Ẽ[Lκ,j0,t |Fy0,t] =
E[Λ0,tL

κ,j
0,t |Fy0,t]

E[Λ0,t|Fy0,t]
, κ ≥ 1, j = 1, 2, 3.(2.32)

3. Recursive equations. Here we prove that the filtered estimates (2.32) can
be expressed in terms of the fundamental solution of the DMZ equation; namely,
q(z, t;x, s), 0 ≤ s < t ≤ T , which satisfies (2.13), (2.14). This enables us to conclude
that if q(z, t;x, s) is a finite-dimensional statistic, then these filtered estimates can be
described in terms of solutions of a finite-number of stochastic differential equations.

Theorem 3.1. Suppose Mκ,j
t (·) have Fy0,t-measurable density functions Mκ,j :

R
n × [0, T ]× Ω→ R, j = 1, 2, 3.
Then

Mκ,j(x, t)dx = E[IxtεdxΛ0,tL
κ,j
0,t |Fy0,t], κ ≥ 1, j = 1, 2, 3,(3.1)
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satisfy the following recursive system of SPDEs:

dMκ,1(x, t) = A(t)∗Mκ,1(x, t)dt+B(t)∗Mκ,1(x, t)dyt

+ κf1(t, x)Mk−1,1(x, t)dt, κ ≥ 1, (t, x) ε (0, T ]× R
n,(3.2)

dMκ,2(x, t) = A(t)∗Mκ,2(x, t)dt+B(t)∗Mκ,2(x, t)dyt

+
1

2
κ(κ− 1)|f2,′(t, x)|2Mκ−2,2(x, t)dt

− κ
n∑
i=1

∂

∂xi

(
Mκ−1,2(x, t)

(
σ(t, x)f2,′(x, t)

)
i

)
dt

+ κf2(t, x)Mκ−1,2(x, t)α′
tC

−1
t dyt, κ ≥ 1, (t, x) ε (0, T ]× R

n,(3.3)

dMκ,3(x, t) = A(t)∗Mκ,3(x, t)dt+B(t)∗Mκ,3(x, t)dyt

+
1

2
κ(k − 1)|C1/2N−1/2f3,′(t, x)|2Mκ−2,3(x, t)dt

+ κf3(t, x)Mκ−1,3(x, t)N1/2C−1dyt, κ ≥ 1, (t, x) ε (0, T ]× R
n,(3.4)

where the convention Mp,j(x, t) = 0 for p < 0 is used. The initial conditions are

Mκ,j(x, 0) = 0, κ ≥ 1, j = 1, 2, 3,(3.5)

and for κ = 0

M0,j(x, t) = q(x, t), j = 1, 2, 3.(3.6)

Proof. We shall use induction. Consider (3.2). Now, the case κ = 1 is easily
verified, so it is omitted. Suppose (3.2) holds for κ → k − 1. We shall show that
it also holds for κ. To this end, consider Φ(xt)Λ0,tL

κ,1
0,t , where {xt; t ε [0, T ]} and

{Λ0,t; t ε [0, T ]} are solutions of (2.19), (2.20), respectively. By the Itô product rule

Lκ,10,t = κ

∫ t

0

Lκ−1,1
0,s f1(s, xs)ds, κ ≥ 1.(3.7)

Employing the Itô product rule once again, we have

Φ(xt)Λ0,tL
κ,1
0,t =

∫ t

0

Φ(xs)d(Λ0,sL
κ,1
s ) +

∫ t

0

dΦ(xs)Λ0,sL
κ,1
0,s

+

∫ t

0

〈Φ(x),ΛLκ,1〉s.(3.8)

Now, from (3.7), (2.20) we compute

Λ0,tL
κ,1
0,t =

∫ t

0

Λ0,sdL
κ,1
0,s +

∫ t

0

Lκ,10,sdΛ0,s +

∫ t

0

d〈Λ, Lκ,1〉t

= κ

∫ t

0

f1(s, xs)Λ0,sL
κ−1,1
0,s ds+

∫ t

0

Λ0,sL
κ,1
0,sh

′(s, xs)C−1/2
s dỹs.(3.9)

Substituting (3.9) into (3.8) and then proceeding as in the derivation of Theorem
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2.5, we obtain

Φ(xs)Λ0,tL
κ,1
0,t =

1

2

∫ t

0

Λ0,sL
κ,1
0,sTr

(
σ(s, xs)σ

′(s, xs)D2
xΦ(xs)

)
ds

+

∫ t

0

Λ0,sL
κ,1
0,sD

′
xΦ(xs)σ(s, xs)D

1/2
s dw̃s

+

∫ t

0

Λ0,sL
κ,1
0,sΦ(xs)h

′(s, xs)C−1/2
s dỹs

+

∫ t

0

Λ0,sL
κ,1
0,sD

′
xΦ(xs)σ(s, xs)α

′
sC

1/2
s dỹs + κ

∫ t

0

Λ0,sL
κ−1,1
0,s f1(s, xs)ds.(3.10)

Conditioning each side of (3.10) on Fy0,t using (3.1), and then integrating by parts,

we deduce (3.2). When κ = 0, j = 1, we have M0,1(x, t)dx = E[IxtεdxΛ0,t|Fy0,t], and
thus M0,1(x, t) satisfies the DMZ equation.

The derivation (3.3) is done similarly; therefore we shall outline only the impor-
tant steps. Under measure P ,

Lκ,20,t =

[∫ t

0

f2(s, xs)(dws − α′
sC

−1
s h(s, xs)ds)

]κ
.(3.11)

Substituting wt =
∫ t
0
D

1/2
s dw̃s +

∫ t
0
α′
sC

−1/2
s dỹs into (3.11),

Lκ,20,t =

[∫ t

0

f2(s, xs)(D
1/2
s dw̃s + α′

sC
−1/2
s dỹs − α′

sC
−1
s h(s, xs)ds)

]κ
.(3.12)

By the Itô product rule

Lκ,20,t = κ

∫ t

0

Lk−1,2
0,s f2(s, xs)(D

1/2
s dw̃s + α′

sC
−1/2
s dỹs − α′

sC
−1
s h(s, xs)ds)

+
1

2
κ(k − 1)

∫ t

0

Lk−2,2
0,s f2(s, xs)D

1/2
s D1/2,′

s f2,′(s, xs)ds

+
1

2
κ(k − 1)

∫ t

0

Lk−2,2
0,s f2(s, xs)α

′
sC

−1
s αsf

2,′(s, xs)ds.(3.13)

Employing the Itô product rule to Φ(xt)Λ0,tL
κ,2
0,t , as in (3.9), (3.10), and then

invoking Mκ,2(z, t)dx = E[IxtεdxΛ0,tL
κ,2
0,t |Fy0,t], after some algebra we derive (3.3),

and (3.5) for j = 2, κ ≥ 2. The special case κ = 1, 2 is done similarly. Also, to derive
(3.4), we start with

Lκ,30,t =

[∫ t

0

f3(s, xs)
(
dbs −N1/2

s C−1
s h(s, xs)ds

)]κ
,(3.14)

which is defined under measure P , and then we follow the above procedure to obtain
(3.4), and (3.5), for j = 3.

Next, we establish existence and uniqueness of the moment processes Mκ,j(·), κ ≥
1, j = 1, 2, 3, using the variational methods of SPDEs, similar to Theorem 3.1.

Clearly, (3.2)–(3.4) with their corresponding boundary conditions (3.5), (3.6) are
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of the general form

M(x, t) =

∫ t

0

A(s)∗M(x, s)ds+

∫ t

0

B(s)∗M(x, s)dys +

∫ t

0

ψ(s)ds

+

∫ t

0

φ(s)dys +

∫ t

0

η(s)ds,(3.15)

where η(t) ε L2
y((0, T );H

1), ψ(t) ε L2
y((0, T );H

−1), φ(t) ε L2
y((0, T ); (L

2(Rn))d). For

example, the fourth right side term of (3.3) belongs to L2
y((0, T ); (L

2(Rn))d). There-
fore, for finite κ, an application of variational methods of SPDEs (see [8, 9, 10]) implies
there exists one and only one solution to (3.15) in the space M(·) ε L2

y((0, T );H
1) ∩

L2
y(Ω,F , P ;C((0, T );H)). Consequently, the moment processes of Theorem 3.1 have

unique solutions as well.
Notice that the filtered estimates for Lκ,j0,t , κ ≥ 1, j = 1, 2, 3, can be computed

from

Ẽ[Lκ,j0,t |Fy0,t] =
∫

Rn
Mκ,j(z, t)dz∫

Rn
q(z, t)dz

, κ ≥ 1, j = 1, 2, 3.(3.16)

Clearly, if the fundamental solution of the DMZ equation q(t, t;x, s) is finite-
dimensional, then according to Lemma 3.2, (3.16) can be computed explicitly in terms
of finite numbers of statistics.

Lemma 3.2. Suppose the coefficients of A,Bk, k = 1, . . . , d, and f j , 1 ≤ j ≤ 3,
have bounded partial derivatives in x of any order. ThenMκ,j

t (·) have Fy0,t-measurable
density functions given by

(3.17)

Mκ,1(z, t) = κ

∫ t

0

∫
Rn

f1(s, x)Mκ−1,1(x, s)q(z, t;x, s)dxds, κ ≥ 1,

Mκ,2(z, t) =
1

2
κ(κ− 1)

∫ t

0

∫
Rn

|f2(s, x)|2Mk−2,2(x, s)q(z, t;x, s)dxds

− κ

∫ t

0

∫
Rn

n∑
i=1

∂

∂xi

(
Mk−1,2(x, s)

(
σ(s, x)f2,′(s, x)

)
i

)
q(z, t;x, s)dxds

+ κ

∫ t

0

∫
Rn

f2(s, x)Mk−1,2(x, s)α′
sC

−1
s q(z, t;x, s)dxdys, κ ≥ 1,(3.18)

Mκ,3(z, t) =
1

2
κ(k − 1)

∫ t

0

∫
Rn

|C1/2
s N−1/2

s f3(s, x)|2Mk−2,3(x, s)q(z, t;x, s)dxds

+ κ

∫ t

0

∫
Rn

f3(s, x)Mk−1,3(x, s)N1/2C−1
s q(z, t;x, s)C−1

s dxdys, κ ≥ 1,(3.19)

with the convention Mp,j(x, t) = 0 for p < 0, j = 1, 2, 3.
Proof. Theorem 2.8 establishes the existence and uniqueness of a fundamental

solution to the DMZ equation. Let M̂κ,1(z, t) denote the right side of (3.17). For
κ = 1, we have

M̂1,1(z, t) =

∫ t

0

∫
Rn

f1(x, s)q(x, s)q(z, t;x, s)dxds,
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because M0,1(·, ·) = q(·, ·). Then

dM̂1,1(z, t) = f1(t, z)q(z, t)dt+

∫ t

0

∫
Rn

f1(s, x)q(x, s)dq(z, t;x, s)dxds

= f1(t, z)q(z, t)dt+A(t)∗
∫ t

0

∫
Rn

f1(s, x)q(x, s)q(z, t;x, s)dxdsdt

+ B(t)∗
∫ t

0

∫
Rn

f1(s, x)q(x, s)q(z, t)dxdsdyt

= A(t)∗M̂1,1(z, t)dt+B(t)∗M̂1,1(z, t)dyt + f1(t, z)q(z, t)dt.

Thus, M̂1,1(·, ·) satisfies (3.2); for t = 0, M̂1,1(z, 0), and so (3.17) holds for κ = 1.
Let

M̂κ,1(z, t) = κ

∫ t

0

∫
Rn

f1(s, x)M̂k−1,1(x, s)q(z, t;x, s)dxds(3.20)

and assume it satisfies (3.2) for (t, z) ε (0, T ]×R
n, and (3.5) for t = 0. We shall show

that

M̂k+1,1(z, t) = (k + 1)

∫ t

0

∫
Rn

f1(s, x)M̂k,1(x, s)q(z, t;x, s)dxds(3.21)

satisfies (3.2), with k → k + 1, for (t, z) ε (0, T ] × R
n. Clearly, M̂k+1,1(z, 0) = 0, so

(3.5) holds (with j = 1). Now,

dM̂k+1,1(z, t) = (k + 1)f1(t, z)M̂k,1(z, t)dt

+ (k + 1)

∫ t

0

∫
Rn

f1(s, x)M̂k,1(x, s)dq(z, t;x, s)dxds

= (k + 1)f1(t, z)M̂k,1(z, t)dt

+ (k + 1)A∗(t)
∫ t

0

∫
Rn

f1(s, x)M̂k,1(x, s)q(z, t;x, s)dxds

+ (k + 1)B(t)∗
∫ t

0

∫
Rn

f1(s, x)M̂k,1(x, s)q(z, t;x, s)dxdys

= (k + 1)f1(t, z)M̂k,1(z, t)dt+A∗(t)M̂k+1,1(z, t)dt+B(t)∗M̂k+1,1(z, t)dyt.

Hence (3.17) satisfies (3.2), (3.5) with k → k+1. Similarly, one may use induction
to verify the representations (3.18), (3.19).

Next, we introduce an example to demonstrate the computations described in
(3.17).

3.1. Specific application. Consider the system

dxt = Fxtdt+Gdwt, x(0) ε R
n,

dyt = Hxt +N
1
2 dbt, y(0) = 0 ε R

d.

The random variable x(0) is Gaussian. Although the above linear system does not
satisfy Assumption 2.2, statements 1, 2, 3, and 5, the fundamental solution of the
DMZ equation exists, and it is given by

q(z, t;x, s) =
1

(2π)n/2|Ps,t|1/2 exp

(
−1

2
|P−1/2
s,t (z − rs,t(x))|2

)
× Λs,t(x),(3.22)
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drs,t(x) =
(
F − Ps,tH

′N−1H
)
rs,t(x)dt+ Ps,tH

′N−1dyt, rs,s(x) = x,(3.23)

Ṗs,t = FPs,t + Ps,tF
′ − Ps,tH

′N−1HPs,t +GG′, Ps,s = 0,(3.24)

Λs,t(x) = exp

(∫ t

s

(Hrs,τ )
′N−1dyτ − 1

2

∫ t

s

|N− 1
2

τ Hrs,τ (x)|2dτ
)
.(3.25)

Let

rs,t(x) = Φs,tx+ βs,t,

where

Φ̇s,t =
(
F − Ps,tH

′N−1H
)
Φs,t, Φs,s = In,

dβs,t =
(
F − Ps,tH

′N−1H
)
βs,tdt+ Ps,tH

′N−1dyt, βs,s = 0.

Then

Λs,t(x) = γs,t exp

(
x′ρs,t − 1

2
x′Ss,tx

)
,

where

γs,t = exp

(∫ t

s

β′
s,τH

′N−1dyτ − 1

2

∫ t

s

|N−1/2Hβs,τ |2dτ
)
,

Ss,t =

∫ t

s

Φ′
s,τH

′N−1HΦs,τdτ,

ρs,t =

∫ t

s

Φ′
s,τH

′N−1
(
dyτ −Hβs,τdτ

)
.

Moreover, the unnormalized conditional density of xs given Fy0,s is

q(x, s) =
1

(2π)n/2|Σ0,s|1/2 exp

(
−1

2
|Σ−1/2

0,s (x− x̂0,s)|2
)
× Λ̂0,s,

where x̂0,s is a solution of (3.23) with x̂0,0 = ξ, Σ0,s is a solution of (3.24) with

Σ0,0 = Σ0, and Λ̂0,s is given by (3.25) with r → x̂, P → Σ. Notice that∫
Rn

q(x, s)q(z, t;x, s)dx =
1

(2π)n/2|Ps,t|1/2 ×
1

(2π)n/2|Σ0,s|1/2 × Λ̂0,s × γs,t

×
∫

Rn

exp

(
−1

2
|P−1/2
s,t

(
z − Φs,tx− βs,t

)|2 − 1

2
|Σ−1/2

0,s

(
x− x̂0,s

)|2 + x′ρs,t − 1

2
x′Ss,tx

)
dx.

Therefore, the integral with respect to x is computed by completing the squares.
Consequently, we deduce that Ẽ

[ ∫ t
0
f(xs)ds|Fy0,t

]
is finite-dimensional computable

for large classes of functions f(x) such as f(x) = xp, p ≥ 1, p an integer.
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4. Conditional moment generating functions. Next we introduce moment
generating functions for computing the conditional moments of integrals and stochas-
tic integrals (2.32).

Definition 4.1. Let θ = iω, i =
√−1.

1. The measure-valued conditional moment generating functions of the stochastic
processes {L1,j

0,t ; t ε [0, T ]}, j = 1, 2, 3, given by

β̃θ,jt (Φ) = Ẽ[Φ(xt) exp
(
θL1,j

0,t

)
|Fy0,t], j = 1, 2, 3,(4.1)

are well defined.
2. The measure-valued unnormalized conditional moment generating functions
of the stochastic processes {L1,j

0,t ; t ε [0, T ]}, j = 1, 2, 3, given by

βθ,jt (Φ) = E[Φ(xt)Λ0,t exp
(
θL1,j

0,t

)
|Fy0,t], j = 1, 2, 3,(4.2)

are well defined.
Lemma 4.2. Suppose βθ,jt (·) have Fy0,t-measurable density function βθ,j : R

n ×
[0, T ]× Ω→ R, j = 1, 2, 3.

1. Then

Ẽ[Φ(xt) exp
(
θL1,j

0,t

)
|Fy0,t] =

βθ,jt (Φ)

qt(1)
=

∫
Rn

Φ(z)βθ,j(z, t)dz∫
Rn

q(z, t)dz
, j = 1, 2, 3.

(4.3)

2. The conditional characteristic functions of the stochastic processes {L1,j
0,t ; t ε

[0, T ]}, j = 1, 2, 3, are given by

Ẽ
[
exp

(
iωL1,j

0,t

)
|Fy0,t

]
=

βiω,jt (1)

qt(1)
=

∫
Rn

βiω,j(z, t)dz∫
Rn

q(z, t)dz
, j = 1, 2, 3.(4.4)

Proof. The proof is similar to Lemma 2.4.
Theorem 4.3. Suppose βθ,jt (·) have Fy0,t-measurable density functions βθ,j(·), j =

1, 2, 3.
The densities of the measure-valued unnormalized conditional moment generating

functions, namely,

βθ,j(x, t)dx = E
[
IxtεdxΛ0,t exp

(
θL1,j

0,t

)
|Fy0,t

]
, j = 1, 2, 3,(4.5)

satisfy the following system of SPDEs:

dβθ,1(x, t) = A(t)∗βθ,1(x, t)dt+B(t)∗βθ,1(x, t)dyt
+ θf1(t, x)βθ,1(x, t)dt, (t, x) ε (0, T ]× R

n,(4.6)

dβθ,2(x, t) = A(t)∗βθ,2(x, t)dt+B(t)∗βθ,2(x, t)dyt

+
θ2

2
|f2,′(t, x)|2βθ,2(x, t)dt− θ

n∑
i=1

∂

∂xi

((
σ(t, x)f2,′(x, t)

)
i
βθ,2(x, t)

)
dt
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+ θf2(t, x)βθ,2(x, t)α′
tC

−1
t dyt, (t, x) ε (0, T ]× R

n,(4.7)

dβθ,3(x, t) = A(t)∗βθ,3(x, t)dt+B(t)∗βθ,3(x, t)dyt

+
θ2

2
|C1/2N−1/2f3,′(t, x)|2βθ,3(x, t)dt

+ θf3(t, x)βθ,3(x, t)N1/2C−1dyt, (t, x) ε (0, T ]× R
n.(4.8)

The initial conditions are

βθ,j(x, 0) = p0(x), x ε R
n, j = 1, 2, 3.(4.9)

Proof. First, absorb exp
(
θL1,j

0,t

)
in the exponential term Λ0,t by setting

Λ̂j0,t = Λ0,t exp
(
θL1,j

0,t

)
.

Second, apply the Itô product rule as in Theorem 3.1. This derivation is along
the lines of information state equations in [13].

Equations (4.6), (4.7), (4.8) with their respective boundary conditions (4.9) are
of the general form

Mθ(x, t) = p0(x) +

∫ t

0

Aθ(s)∗M(x, s)ds+

∫ t

0

Bθ(s)∗M(x, s)dys,(4.10)

where the operators Aθ(t)∗, Bθ(t)∗ and their adjoints Aθ(t), Bθ(t) depend on θ. More-
over, for sufficiently small θ ε R, these operators are bounded linear operators as
described in (2.24), and there exist λθ1, λ

θ
2, which depend on θ ε R such that they

satisfy the coercivity condition (2.25). Consequently, similar to Lemma 2.6, there
exists one and only one solution of (4.6)–(4.9) in the space βθ,j(·) ε L2

y((0, T );H
1) ∩

L2(Ω,F , P ;C((0, T );H)).
Lemma 4.4. For j = 1, 2, 3,

E
[
Φ(xt)Λ0,t exp

(
θL1,j

0,t

)
|Fy0,t

]
= E

[
Φ(xt)Λ0,t|Fy0,t

]
+

∞∑
κ=1

θκ

κ!
E
[
Φ(xt)Λ0,tL

κ,j
0,t |Fy0,t

]
,

(4.11)

where the infinite series converges in L1(Ω,Fy0,t, P ). Moreover,

βθ,jt (Φ) = qt(Φ) +

∞∑
κ=1

θκ

κ!
Mκ,j
t (Φ), j = 1, 2, 3.(4.12)

Proof. We shall invoke the following estimate found in [15, p. 353]:

∣∣∣∣∣eθx −
n∑
k=0

(θx)k

k!

∣∣∣∣∣ ≤ min

{ |θx|n+1

(n+ 1)!
,
2|θx|n
n!

}
, θ ε R, x ε R.
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The first right side term is an estimate for |θx| small and the second for |θx| large.
Using the above estimate

E
{∣∣∣E[Φ(xt)Λ0,t exp(θL

1,j
0,t )|Fy0,t]−

n∑
k=0

θk

k!
E[Φ(xt)Λ0,tL

k,j
0,t |Fy0,t]

∣∣∣}

≤ E
{
|Φ(xt)|Λ0,t

(∣∣∣∣∣exp(θL1,j
0,t )−

n∑
k=0

θk

k!
Lk,j0,t

∣∣∣∣∣
)}

≤ E
{
|Φ(xt)|Λ0,tmin

{
|θ|n+1Ln+1,j

0,t

(n+ 1)!
,
2|θ|nLn,j0,t

n!

}}
(4.13)

≤
(
E
{
|Φ(xt)|2Λ2

0,t

})1/2


Emin



(
|θ|n+1Ln+1,j

0,t

(n+ 1)!

)2

,

(
2|θ|nLn,j0,t

n!

)2





1/2

.

The first right side term of (4.13) is bounded for any (t, x) ε [0, T ]× R
n, and the

second is bounded because f j(t, x), j = 1, 2, 3, are bounded for any (t, x) ε [0, T ]×R
n.

Moreover, limn→∞
(
θn

n!

)2
EL2n,j

0,t = 0, and therefore in the limit, as n → ∞, the
right side of (4.13) converges to zero. Consequently, the following expansion must
hold:

E[Φ(xt)Λ0,t exp(θL
1,j
0,t )|Fy0,t] =

∞∑
k=0

θk

k!
E[Φ(xt)Λ0,tL

k,j
0,t |Fy0,t],

which is equivalent to (4.11) and, by Definition 2.9, to (4.12).
At this stage, we may formally differentiate both sides of (4.12) with respect to

θ, and then take the limit as θ → 0, to obtain relations between limθ→0
dκ

dθκ β
θ,j
t (Φ)

and Mκ,j
t (Φ), j = 1, 2, 3. These results are presented next.

Theorem 4.5. We have the following:
1. β̃iω,j(1), βiω,j(1), j = 1, 2, 3 have κ continuous derivatives with respect to ω,
w.p.1.

2.

lim
θ→0

dκ

dθκ
β̃θ,jt (Φ) = lim

θ→0

dκ

dθκ
βθ,jt (Φ)

qt(1)
= Ẽ[Φ(xt)L

κ,j
0,t |Fy0,t] w.p.1,(4.14)

θ = iω, κ ≥ 0, j = 1, 2, 3.

3.

lim
θ→0

dκ

dθκ
β̃θ,jt (1) = lim

θ→0

dκ

dθκ
βθ,jt (1)

qt(1)
= Ẽ[Lκ,j0,t |Fy0,t] w.p.1,(4.15)

θ = iω, κ ≥ 0, j = 1, 2, 3.

Proof. Recall that

β̃iω,jt (Φ) = Ẽ
[
Φ(xt) exp

(
iωL1,j

0,t

)|Fy0,t] = E
[
Λ0,t exp

(
iωL1,j

0,t

)|Fy0,t]
qt(1)

.

Here qt(1) is independent of θ. The numerator E[Φ(xt)Λ0,t exp(iωL
1,j
0,t )|Fy0,t] ad-

mits the power series expansion of Lemma 4.4, which implies 1, 2, 3.
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4.1. Specific application. Consider the system

dxt = Fxtdt+Gdwt, x(0) ε R
n,

dyt = Hxt +N
1
2 dbt, y(0) = 0,

f1(t, x) =
1

2
x′Qx, f2(t, x) = x′R, f3(t, x) = x′S, Q = Q′.

We assume x(0) is a Gaussian random variable.
Suppose F,H are random matrices which we wish to identify or estimate. In

[6] an algorithm is presented for estimating these matrices. This involves filtered

estimates of the processes
∫ t
0
f1(s, xs)ds,

∫ t
0
f2(s, xs)dws,

∫ t
0
f3(s, xs)dbs. Here we

apply Theorem 4.5 to obtain these estimates.
A solution of (2.13), (2.14) is

q(x, t) =
1

(2π)n/2|P 0
t |1/2

exp

(
−1

2
|P 0,−1/2
t

(
x− x̂0

t

) |2)× Λ̂0
0,t,(4.16)

where x̂0(·), P 0(·), Λ̂0(·) are given by

dx̂0
t = Fx̂0

tdt+ P 0
t H

′N−1
(
dyt −Hx̂0

tdt
)
, x̂0(0) = ξ,(4.17)

Ṗ 0
t = FP 0

t + P θt F
′ − P 0

t H
′N−1HP 0

t +GG′, P 0(0) = P0,(4.18)

Λ̂0
0,t = exp

(∫ t

0

(
Hx̂0

s

)′
N−1dys − 1

2

∫ t

0

(
Hx̂0

s

)′
N−1Hx̂0

sds

)
.(4.19)

These computations are easily verified by substitution into the DMZ equation.
Recall also that q(x, t) = M0,j(x, t), j = 1, 2, 3.

1. Computation of L̂1,1
0,t = Ẽ[12

∫ t
0
x′
sQxsds|Fy0,t]:

A solution of (4.6), (4.9) is (see, for example, [11, 13])

βθ,1(x, t) =
1

(2π)n/2|P θt |1/2
exp

(
−1

2
|P θ,−1/2
t

(
x− x̂θt

) |2)× Λ̂θ0,t × exp

(
θ

2

∫ t

0

Tr(P θsQ)ds

)
,

(4.20)

where

dx̂θt =
(
F + θP θt Q

)
x̂θtdt+ P θt H

′N−1
(
dyt −Hx̂θtdt

)
, x̂(0) = ξ,(4.21)

Ṗ θt = FP θt + P θt F
′ − P θt

(
H ′N−1H − θQ

)
P θt +GG′, P θ(0) = P0,(4.22)

Λ̂θ0,t = exp

(∫ t

0

(
Hx̂θs

)′
N−1dys − 1

2

∫ t

0

(
Hx̂θs

)′
N−1Hx̂θsds

)
.(4.23)

In fact, we can show that limθ→0 P
θ
t = P 0

t , uniformly on compact subsets of [0, T ],
and limθ→0 x̂

θ
t = x̂0

t a.s.

According to Theorem 4.5 we need

d

dθ

βθ,1t (1)

Λ̂0
0,t

=
d

dθ

[
Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ

2

∫ t

0

Tr(P θsQ)

)]
.(4.24)

Let

rθt =
d

dθ
x̂θt , Σθt =

d

dθ
P θt .
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Then from the differentiability of parameter dependent solutions of stochastic
differential equations we know that

rθt =

∫ t

0

(
F + θP θsQ− P θsH

′N−1Hrθt
)
rθsds

+

∫ t

0

θΣθsQx̂θsds+

∫ t

0

ΣθsH
′N−1

(
dys −Hx̂θsds

)
+

∫ t

0

P θsQx̂θsds,(4.25)

Σθt =

∫ t

0

FΣθsds+

∫ t

0

ΣθsF
′ds−

∫ t

0

Σθs
(
H ′N−1H − θQ

)
P θs ds

−
∫ t

0

P θs
(
H ′N−1H − θQ

)
Σθsds+

∫ t

0

P θsQP θs ds(4.26)

are well defined. Similarly as before we have limθ→0 r
θ
t = r0

t (a.s.), limθ→0 Σ
θ
t = Σ0

t ,
where

r0
t =

∫ t

0

P 0
sQx̂0

sds+

∫ t

0

Σ0
sH

′N−1
(
dys −Hx̂0

sds
)

+

∫ t

0

(
F − P 0

sH
′N−1H

)
r0
sds,(4.27)

Σ0
t =

∫ t

0

(
F − P 0H ′N−1H

)
Σ0
sds+

∫ t

0

Σ0
s

(
F − P 0H ′N−1H

)′
ds+

∫ t

0

P 0
sQP 0

s ds.

(4.28)

Consequently,

lim
θ→0

d

dθ

{
Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ

2

∫ t

0

Tr(P θsQ)ds

)}

= lim
θ→0

{(∫ t

0

(Hrθs)
′N−1dys −

∫ t

0

(Hrθs)
′N−1Hx̂θsds+

1

2

∫ t

0

Tr
(
P θsQ+ θΣθsQ

)
ds

)

× Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ

2

∫ t

0

Tr(P θsQ)ds

)}

=
1

2

∫ t

0

Tr
(
P 0
sQ

)
ds+

∫ t

0

(
Hr0

s

)′
N−1

(
dys −Hx̂0

s

)
ds.(4.29)

Finally, L̂1,1
0,t = Ẽ[12

∫ t
0
x′
sQxsds|Fy0,t] is a solution of the stochastic equation

dL̂1,1
0,t =

1

2
Tr
(
P 0
t Q

)
dt+

(
Hr0

t

)′
N−1

(
dyt −Hx̂0

tds
)
, L̂1,1

0,t = 0.(4.30)

2. Computation of L̂1,2
0,t = Ẽ[

∫ t
0
x′
sRdws|Fy0,t]:

A solution of (4.7), (4.9) is (see [11])

βθ,2(x, t) =
1

(2π)n/2|P θt |1/2
exp

(
−1

2
|P θ,−1/2
t

(
x− x̂θt

) |2)(4.31)

× Λ̂θ0,t × exp

(
θ2

2

∫ t

0

Tr(P θsRR
′)ds

)
,
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where

dx̂θt =
(
F + θ2P θt RR

′ + θGR′) x̂θtdt+ P θt H
′N−1

(
dyt −Hx̂θtdt

)
, x̂(0) = ξ,

(4.32)

Ṗ θt = (F + θGR′)P θt + P θt (F + θRG′)′ − P θt
(
H ′N−1H − θ2RR′)P θt +GG′,

(4.33)

P θ(0) = P0,

Λ̂θ0,t = exp

(∫ t

0

(
Hx̂θs

)′
N−1dys − 1

2

∫ t

0

(
Hx̂θs

)′
N−1Hx̂θsds

)
.

(4.34)

By Theorem 4.5 we need

d

dθ

βθ,2t (1)

Λ̂0
0,t

=
d

dθ

[
Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ2

2

∫ t

0

Tr(P θsRR
′)
)]

.(4.35)

Computing limθ→0 r
θ
t = limθ→0

d
dθ x̂

θ
t = r0

t , limθ→0 Σ
θ
t = limθ→0

d
dθP

θ
t = P 0

t , simi-
larly as before, we have

r0
t =

∫ t

0

GR′x̂0
sds+

∫ t

0

Σ0
sH

′N−1
(
dys −Hx̂0

sds
)

+

∫ t

0

(
F − P 0

sH
′N−1H

)
r0
sds,(4.36)

Σ0
t =

∫ t

0

(
F − P 0H ′N−1H

)
Σ0
sds+

∫ t

0

Σ0
s

(
F − P 0H ′N−1H

)′
ds

+

∫ t

0

GR′P 0
s ds+

∫ t

0

P 0
sRG

′ds.(4.37)

Hence

lim
θ→0

d

dθ

{
Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ2

2

∫ t

0

Tr(P θsRR
′)ds

)}

=

∫ t

0

(
Hr0

s

)′
N−1

(
dys −Hx̂0

s

)
ds.(4.38)

Finally, L̂1,2
0,t = Ẽ[

∫ t
0
x′
sRdws|Fy0,t] is a solution of the stochastic equation

dL̂1,2
0,t =

(
Hr0

t

)′
N−1

(
dyt −Hx̂0

tds
)
, L̂1,2

0,t = 0.(4.39)

3. Computation of L̂1,3
0,t = Ẽ[

∫ t
0
x′
sSdbs|Fy0,t]:

A solution of (4.7), (4.9) is (see [11])

βθ,3(x, t) =
1

(2π)n/2|P θt |1/2
exp

(
−1

2
|P θ,−1/2
t

(
x− x̂θt

) |2)(4.40)

× Λ̂θ0,t × exp

(
θ2

2

∫ t

0

Tr(P θs SS
′)ds

)
,
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where

dx̂θt =
(
F + θ2P θt SS

′) x̂θtdt+ P θt H
θ,′N−1

(
dyt −Hθx̂θtdt

)
, x̂(0) = ξ,(4.41)

Ṗ θt = FP θt + P θt F
′ − P θt

(
Hθ,′N−1Hθ − θ2SS′)P θt +GG′, P θ(0) = P0,(4.42)

Λ̂θ0,t = exp

(∫ t

0

(
Hθx̂θs

)′
N−1dys − 1

2

∫ t

0

(
Hθx̂θs

)′
N−1Hθx̂θsds

)
,(4.43)

Hθ = H + θN−1/2,′S′.(4.44)

From Theorem 4.5 we need

d

dθ

βθ,3t (1)

Λ̂0
0,t

=
d

dθ

[
Λ̂θ0,t

(
Λ̂0

0,t

)−1

exp

(
θ2

2

∫ t

0

Tr(P θs SS
′)
)
ds

]
.(4.45)

This can be done as in the previous cases.
Finally, L̂1,3

0,t = Ẽ[
∫ t
0
x′
sSdbs|Fy0,t] is a solution of the stochastic equation

dL̂1,3
0,t =

(
Hr0

t

)′
N−1

(
dyt −Hx̂0

tdt
)
+
(
N− 1

2S′x̂0
t

)′
N−1

(
dyt −N− 1

2 ,′S′x̂0
tdt
)
,

(4.46)

L̂1,3
0,t = 0,

where

r0
t =

∫ t

0

(
Σ0
sH

′N−1 + P 0
s (SN

−1/2)′N−1
) (

dys −Hx̂0
sds

)
+

∫ t

0

P 0
sH

′N−1
(
dys − (SN−1/2)′x̂0

sds
)
+

∫ t

0

(
F − P 0

sH
′N−1

)
r0
sds,(4.47)

Σ0
t =

∫ t

0

(
F − P 0H ′N−1H

)
Σ0
sds+

∫ t

0

Σ0
s

(
F − P 0H ′N−1H

)′
ds

−
∫ t

0

P 0
s

(
(SN−1/2)N−1H + (N−1H)′(SN−1/2)′

)
P 0
s ds.(4.48)

Remark 4.6. The above methodology can be generalized to joint conditional
moment generating functions of L1,j

0,t , L
1,�
0,t, 1 ≤ j, B ≤ 3.

5. Applications to nonlinear filtering problems. Both methods introduced
in section 3 can be used in Wiener chaos expansions of nonlinear filtering [2] problems.

Consider the nonlinear filtering problem

dxt = f(t, xt)dt+ σ(t, xt)dwt, x(0) ε R
n,(5.1)

dyt = h(t, xt)dt+N
1/2
t dbt, y(0) = 0 ε R

d.(5.2)

Here {xt; t ε [0, T ]} and {yt; t ε [0, T ]} are the state and observation processes,
respectively. Throughout, we assume Assumption 2.2 holds. Similar to section
2, under the reference probability space (Ω,A, P,F0,t), processes {xt; t ε [0, T ]},
{yt; t ε [0, T ]}, are independent; the former is a solution of (5.1), while the latter
is a solution of

dyt = N
1/2
t dbt, y(0) = 0 ε R

d.(5.3)
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The Radon–Nikodým derivative is

Λ0,T
.
=

[
dP̃

dP
|F0,T

]
= exp

(
mt − 1

2
〈m,m〉t

)
,(5.4)

where mt =
∫ t
0
h′(s, xs)N−1

s dys. Thus, {Λ0,t; t ε [0, T ]} is a solution of the stochastic
differential equation

Λ0,t = 1 +

∫ t

0

Λ0,sh
′(s, xs)N−1

s dys.(5.5)

Moreover, if the measured-valued processes qt(Φ) = E[Φ(xt)Λ0,t|Fy0,t] have a den-
sity q(x, t), then

dq(z, t) = A(t)∗q(z, t)dt+ h′(t, z)q(z, t)N−1
t dyt, (z, t) ε [0, T ]× R

n,(5.6)

q(z, 0) = p0(z), z ε R
n.(5.7)

In what follows, we employ some of the recursive systems derived in section 3 to
obtain representations for certain asymptotic expansions of E[Φ(xt)|Fy0,t].

Definition 5.1. Suppose E[
∫ T
0
|N−1/2

s h(s, xs)|2ds]p < ∞. Then the multiple
stochastic integrals

Ipt [h] =

∫ t

0

∫ s1

0

· · ·
∫ sp−1

0

h′(sp, xsp)N
−1
sp dysph

′(sp−1, xsp−1)N
−1
sp−1

dysp−1(5.8)

· · ·h′(s1, xs1)N
−1
s1 dys1 ,

I
[p]
t [h] =

∫ t

0

∫ s1

0

· · ·
∫ sp

0

Λsp+1h
′(sp+1, xsp+1)N

−1
sp+1

dysp+1h
′(sp, xsp)N

−1
sp dysp(5.9)

· · ·h′(s1, xs1)N
−1
s1 dys1

are well defined.
Consider the exponential martingale {Λ0,t; t ε [0, T ]}. Iterating (5.5) we have

Λ0,t = 1 +

∫ t

0

Λ0,sh
′(s, xs)N−1

s dys

= 1 +

∫ t

0

h′(s, xs)N−1
s dys +

∫ t

0

∫ s1

0

Λ0,s2h
′(s2, xs2)N

−1
s2 dys2h

′(s1, xs1)N
−1
s1 dys1

+
...

= 1 +

∫ t

0

h′(s, xs)N−1
s dys +

∫ t

0

∫ s1

0

Λ0,s2h
′(s2, xs2)N

−1
s2 dys2h

′(s1, xs1)N
−1
s1 dys1

+ · · ·+
∫ t

0

∫ s1

0

· · ·
∫ sp−1

0

h′(sp, xsp)N
−1
sp dysph

′(sp−1, xsp−1)N
−1
sp−1

dysp−1

· · ·h′(s1, xs1)N
−1
s1 dys1 + I

[p]
t [h].(5.10)

If we now assume E[Φ2(xt)
∫ T
0
|N−1

s h(s, xs)|2ds]p <∞ (which is satisfied by As-
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sumption 2.2) and then substitute (5.10) into q0
t (Φ) = E[Λ0,tΦ(xt)|Fy0,t] we have

qt(Φ) = E[Λ0,tΦ(xt)|Fy0,t] = E[Φ(xt)|Fy0,t]

+

p∑
k=1

E [ Φ(xt)

∫ t

0

∫ s1

0

· · ·
∫ sk−1

0

h′(sk, xsk)N
−1
sk

dysk · · ·h′(s1, xs1)N
−1
s1 dys1 |Fy0,t ]

+ E
[
Φ(xt)I

[p]
t [h]|Fy0,t

]
.

(5.11)

Note that under measure P , the processes {xt; t ε [0, T ]} and {yt; t ε [0, T ]}
are independent; therefore E[Φ(xt)|Fy0,t] = E[Φ(xt)]. In addition, the increments
dys1 , dys2 , . . . , dysk are measurable with respect to Fy0,t; in the scalar case, d = 1, the
second right side term of (5.11) becomes

p∑
k=1

∫ t

0

∫ s1

0

· · ·
∫ sk−1

0

E[Φ(xt)h(sk, xsk)Nsk · · ·h(s1, xs1)Ns1 ]dysk · · · dys1 .

Formally, letting p =∞ in (5.11) we derive the full expansion, which is made rigorous
in the next theorem.

Theorem 5.2.
1. Suppose E[

∫ t
0
|N−1/2

s h(s, xs)|2ds]p <∞ and E[Φ(xt)
2
∫ t
0
|N−1/2

s h(s, xs)|2ds]p
<∞. Then

Ẽ[Φ(xt)|Fy0,t] =
qt(Φ)

qt(1)

=
E[Φ(xt)] +

∑p
k=1 E[Φ(xt)I

k
t [h]|Fy0,t] + E[Φ(xt)I

[p]
t [h]|Fy0,t]

1 +
∑p
k=1 E[I

p
t [h]|Fy0,t] + E[I

[p]
t [h]|Fy0,t]

.

(5.12)

2. Suppose E[exp
∫ t
0
|N−1/2

s h(s, xs)|2ds] <∞ and

E[Φ(xt) exp

∫ t

0

|N−1/2
s h(s, xs)|2ds] <∞.

Then

Ẽ[Φ(xt)|Fy0,t] =
qt(Φ)

qt(1)
=

E[Φ(xt)] +
∑∞
k=1 E[Φ(xt)I

k
t [h]|Fy0,t]

1 +
∑∞
k=1 E[I

k
t [h]|Fy0,t]

(5.13)

and the infinite series of (5.13) converges in L1(Ω,Fy0,t, P ).
Proof. See [2].

5.1. Recursive equations.

Definition 5.3. Suppose E[Φ2(xt)
∫ t
0
|N−1/2

s h(s, xs)|2]p <∞.
The measure-valued processes

M0
t (Φ)

.
= E[Φ(xt)] =

∫
Rn

Φ(z)p(z, t;x, 0)dx,(5.14)

Mk
t (Φ)

.
= E[Φ(xt)I

k
t [h]|Fy0,t], k ≥ 1,(5.15)

are well defined.
Theorem 5.4. Suppose Mk

t (·), k ≥ 0, have density functions Mk(z, t).
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1. The density of the distribution P̃ (xt ε A), A ε B(Rn), satisfies the Kolmogorov
equation

dp(z, t) = A(t)∗p(z, t)dt, (z, t) ε R
n × (0, T ]; lim

t→0
p(z, t) = p0(z).(5.16)

2. The densities ofMk
t (·), k ≥ 1 satisfy the following recursive system of SPDEs:

(5.17)

dMk(z, t) = A(t)∗Mk(z, t)dt+ h∗(t, z)Mk−1(z, t)N−1
t dyt, (z, t) ε R

n × [0, T ],

(5.18)

Mk(z, 0) = 0, z ε R
n.

Proof. The distribution of {xt; t ε [0, T ]} is the same under measure P̃ and P .
Hence, the density p(·, ·) satisfies (5.16).

Now, for k = 1 consider

I1
t [h] =

∫ t

0

h′(s, xs)N−1
s dys.(5.19)

By the Itô product rule

Φ(xt)I
1
t [h] =

∫ t

0

A(s)∗Φ(xs)I1
s [h]ds

+

∫ t

0

D′
xΦ(xs)I

1
s [h]σ(s, xs)dws

+

∫ t

0

Φ(xs)h
′(s, xs)N−1

s dys.(5.20)

Conditioning both sides of (5.20) on Fy0,t, and then using the independence of
{wt; t ε [0, T ]} and {yt; t ε [0, T ]} (and a version of Fubini’s theorem [12]), we have

M1
t (Φ) =

∫ t

0

∫
Rn

A(s)Φ(z)M1(z, s)dzds

+

∫ t

0

∫
Rn

Φ(z)h′(s, z)M0(z, s)N−1
s dzdys.(5.21)

Hence (5.17), (5.18) hold for k = 1.
Now, for k = B consider

I�t [h] =

∫ t

0

∫ s1

0

· · ·
∫ s
−1

0

h′(s�, xs
)N
−1
s


dys
 · · ·h′(s, xs1)N
−1
s1 dys1 .(5.22)

Then

dI�t [h] = I�−1
t [h]h′(t, xt)N−1

t dyt.

By the Itô product rule

Φ(xt)I
�
t [h] =

∫ t

0

A(s)Φ(xs)I
�
s [h]ds

+

∫ t

0

D′
xΦ(xs)I

�
s [h]σ(s, xs)dws +

∫ t

0

Φ(xs)h
′(s, xs)I�−1

s [h]N−1
s dys.(5.23)
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Similarly as before, conditioning both sides of (5.2) on Fy0,t we have

M �
t (Φ) =

∫ t

0

∫
Rn

A(s)Φ(z)M �(z, t)dzds

+

∫ t

0

∫
Rn

Φ(z)h′(s, z)M �−1(z, s)N−1
s dzdys.(5.24)

Hence, (5.17), (5.18) holds for any k ≥ 1.
Corollary 5.5. Let {p(z, t;x, s); 0 ≤ s < t ≤ T}, (z, x) ε R

n × R
n be the

fundamental solution of the density equation (5.16):

dp(z, t;x, s) = A(t)∗p(z, t;x, s)dt, (z, t) ε R
n × (0, T ]; lim

t→s
P (z, t;x, s) = δ(z − x).

(5.25)

Then the solutions of (5.16)–(5.18) are represented by

Mk(z, t) =

∫ t

0

∫
Rn

h′(s, x)N−1
s Mk−1(x, s)p(z, t;x, s)dxdys, k ≥ 1,(5.26)

M0(z, t) =

∫
Rn

p(z, t;x, 0)p0(x)dx.(5.27)

Proof. Follow the procedures of Theorem 2.5.
Remark 5.6. Because of the linearity of (5.16), (5.18), any finite expansion of both

numerator and denominator of (5.13), say,

q�t (Φ) = E[Φ(xt)] +

�∑
k=1

E[Φ(xt)I
k
t [h]|Fy0,t], B ≥ 1,(5.28)

is a solution of the SPDE

dq�t (Φ) = q�t (A(t)Φ)dt+

�∑
k=1

Mk−1
t (h′(t, z)Φ)N−1

t dyt.(5.29)

From Theorem 5.2, we know that in order to approximate Ẽ[Φ(xt)|Fy0,t] through a

finite series we need to compute Mk
t (Φ), 0,≤ k ≤ p. The latter can be computed from

the joint-moment generating function of the random processes {∫ t
0
h′(s, xs)N−1dys; t ε

[0, T ]} and {∫ t
0
|h′(s, xs)|2ds; t ε [0, T ]}.

6. Conclusion. This paper presents two methods for computing conditional
moments of integrals and stochastic integrals for general diffusion processes. The
first method employs recursive SPDEs; the second method employs conditional mo-
ment generating functions. An application of the first method results in new finite-
dimensional filters. An application of the second method to the EM algorithm results
in a significant reduction in the sufficient statistics required in the computation of the
parameters.
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Abstract. Various sufficient conditions for approximate controllability of linear evolution sys-
tems in abstract spaces have been obtained, but approximate controllability of semilinear control
systems usually requires some complicated and limited assumptions. In this paper, we show the
approximate controllability of the abstract semilinear deterministic and stochastic control systems
under the natural assumption that the associated linear control system is approximately control-
lable. The results are obtained using new properties of symmetric operators (which are proved in
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1. Introduction. Consider a deterministic or stochastic control system on the
finite time interval I = [0, T ] with T > 0. Let x (T ;x0, u) be its (random or not) state
value at time T corresponding to the control u (·) taken from the set of admissible
controls Uad and the initial value x0. Suppose that Z is the state space. Introduce
the set

R(T ;x0, u) = {x (T ;x0, u) : u (·) ∈ Uad} .(1.1)

Definition 1.1. A control system is said to be approximately controllable on I
if R(T ;x0, u) = Z.

Controllability of the deterministic systems in finite dimensional spaces has been
extensively studied (see [3], [21], and references therein). Several authors (see [1],
[2], [3], [7], [8], [9], [14], [15], [16], [17], [18], [19], [20], [21], [22], [26], [28], [33],
[34], [35], [36]) studied the concept for systems represented by evolution equations in
infinite dimensional spaces. Most of the controllability results for nonlinear infinite
dimensional control systems concern the so-called semilinear control systems which
consist of a linear and a nonlinear part. Moreover, it should be emphasized that for
infinite dimensional systems several concepts of controllability are analyzed.

In section 3, we consider the semilinear evolution system of the form

ẋ (t) = Ax (t) +Bu (t) + f (t, x (t) , u (t)) , t ∈ I = [0, T ] ,(1.2)

x (0) = x0,

where f : I ×X × U → X is a nonlinear operator, X is a separable reflexive Banach
space, U is a Hilbert space, A is a linear operator on X, and B is a linear bounded
operator from U to X.

∗Received by the editors July 2, 2001; accepted for publication (in revised form) April 10, 2003;
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A mild solution x (·) of the semilinear evolution system we are considering is
defined as a solution of the following integral equation:

x (t;x0, u) = x (t) = S (t)x0 +

∫ t

0

S (t− s) [Bu (s) + f (s, x (s) , u(s)] ds.(1.3)

Any element of L2 (I, U) is called a control. Any solution x (·;x0, u) of (1.3) is referred
to as a state trajectory of the evolution system corresponding to the initial state x0

and the control u (·) .
There have been many papers on the approximate controllability of the semilinear

system (1.2) under different conditions; see [21], [36], and references therein.
Yamamoto and Park in [33] considered control systems described by an abstract

parabolic differential equation with uniformly bounded nonlinear term and finite di-
mensional input operator. Naito in [26] investigated the approximate controllability
of semilinear control systems under a range condition of the control action operator
and an inequality condition on the system parameters. Seidman in [28] considered
the reachable set of the abstract equation in a Banach space. Assuming invariance of
the reachable set under affine perturbations, “already a fairly strong controllability
hypothesis,” various conditions are proved under which nonlinear perturbations also
leave the reachable set invariant. Li and Yong in [34] studied the same problem as-
suming the approximate controllability of the associated linear system under arbitrary
perturbation in L∞ (I, L (X)) .

In modeling physical processes in bounded domains by controlled PDEs, two
types of controls, boundary and internal, are typically used. The boundary controls
act upon the system from the outside, while the internal controls act in the interior of
the system’s space domain. Each of these controls can be both distributed, depending
on x and t, and lumped, depending on t only. In the beginning of the 1990’s, Fabre,
Puel, and Zuazua in [14] proved the global approximate controllability for the sec-
ond order semilinear parabolic equations with nonlinear term f (t, x, y) of sublinear
growth in the variable y at infinity. Later, Imanuvilov [19] proved the global exact
controllability for the same equation. This result was improved by Fernandez-Cara
[17]. On the other hand, for the case of the nonlinear term including ∇y, the approx-
imate controllability was established only recently by Fernandez and Zuazua [16] and
Zuazua [36]. The method of these works involves unique continuation and fixed point
techniques combined with a variational approach. The lumped controls were studied
by Khapalov [20]. The method used in this paper is quite different from the classical
fixed point or implicit function arguments.

On the other hand, the approximate controllability for various class of evolu-
tion stochastic differential equations was studied by Dubov and Mordukhovich [12],
Bashirov and Mahmudov [6], Mahmudov [24], Barbu and Tessitore [4], and Sirbu and
Tessitore [30]. To the best knowledge of the author, the controllability of semilinear
stochastic evolution systems has not been studied yet.

In this paper, our purpose is to show approximate controllability of the deter-
ministic and stochastic systems under basic assumptions on the system operators.
In particular, we assume the approximate controllability of the associated linear sys-
tem. To prove the main results we develop a constructive approach for approximate
controllability for semilinear evolution (deterministic or stochastic) equations. The
method is similar to Tikhonov regularization and is based on the new characterization
of a symmetric positive operator in terms of strong (weak) convergence of a sequence
of (resolvent) operators.
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The paper is organized as follows. In section 2, we present some definitions
and prove two theorems about the symmetric operators. In particular, Theorem 2.3
gives a characterization of a symmetric positive operator in terms of strong (weak)
convergence of a sequence of operators. These results are used in sections 3 and 4
to obtain approximate controllability for the semilinear deterministic and stochastic
evolution equations. In section 3, using some constructive control function, we transfer
the controllability problem for semilinear systems into a fixed point problem for an
appropriate nonlinear operator in a function space. Using the Schauder fixed point
theorem, we guarantee the existence of a fixed point of this operator and study an
approximate controllability of the system (1.2). In section 4, we study the approximate
controllability of the semilinear stochastic evolution systems with uniformly bounded
nonlinear term of Lipschitz type. Finally, in section 5, we discuss two examples.

Remark 1.2. Several comments are in order:
1. The result from section 3 can be applied to both distributed and lumped

controls.
2. The result obtained in section 3 in some sense extends those in Khapalov [20]

that provide the approximate controllability for the one dimensional heat
equation to the space

W =

{
φ : φ (θ) =

∞∑
k=1

αkek (θ) ,

∞∑
k=1

αkc
2
k <∞

}
,

endowed with the norm ‖φ‖2 =
∑∞
k=1 αkc

2
k, where {ck} is a nonincreasing

sequence of specifically defined positive number if f (x) is globally Lipschitz
and sublinear.

3. The result of section 4 is new.
4. Combining the methods of this paper with those developed in Lasiecka and

Triggiani [22], one may expect the results of this paper to hold for a class of
problem with unbounded control operator B.

5. Combining the methods in Zuazua [36] and the techniques of this paper, one
may expect finite and approximate controllability of the deterministic and
stochastic evolution systems considered here.

6. The analogue of the results obtained in this paper may be proved for exact
null controllability.

2. Positive operators. Let Z be a separable reflexive Banach space, and let Z∗

stand for its dual space with respect to the continuous pairing 〈·, ·〉 . We may assume,
without loss of generality, that Z and Z∗ are smooth and strictly convex, by virtue
of the renorming theorem (see, for example, [5], [34]). In particular, this implies that
the duality mapping J of Z into Z∗ given by the relations

‖J (z)‖ = ‖z‖ , 〈J (z) , z〉 = ‖z‖2 for all z ∈ Z

is bijective, demicontinuous (i.e., continuous from Z with a strong topology into Z∗

with weak topology), and strictly monotonic. Moreover, J−1 : Z∗ → Z is also duality
mapping.

An operator Γ : Z∗ → Z is symmetric if

〈z∗1 ,Γz∗2〉 = 〈z∗2 ,Γz∗1〉
for all z∗1 , z

∗
2 ∈ Z∗. It is easy to see that Γ is linear and continuous (see [32]). Γ is

nonnegative if 〈z∗,Γz∗〉 ≥ 0 for all z∗ ∈ Z∗.
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First, we recall the following result about the structure of a class of nonnegative
symmetric operators (see [32]).

Lemma 2.1. Let Γ be a nonnegative symmetric operator. Then there exists a
Hilbert space H and an operator A ∈ L (Z∗, H) such that A∗A = Γ and A (Z∗) is
dense in H. Furthermore, A∗ (H) ⊂ X and Γ (Z∗) = A∗ (H).

Proof. Set M = {z∗ ∈ Z∗ | 〈z∗,Γz∗〉 = 0} . It is obvious that M is closed subspace
of Z∗. Let us define the following inner product in a quotient space Z∗/M :

(z∗1 +M, z∗2 +M) = 〈z∗1 ,Γz∗2〉 .

It is clear that this inner product is well defined. Let H denote a completion of the
obtained pre-Hilbert space. Let A be a natural embedding Z∗ to H. We have

‖Az∗‖2H = (z∗ +M, z∗ +M) = 〈z∗,Γz∗〉 ≤ ‖Γ‖ ‖z∗‖2 for all z∗ ∈ Z∗.

So A is a continuous operator and ‖A‖ ≤√‖Γ‖ and
〈z∗1 ,Γz∗2〉 = (z∗1 +M, z∗2 +M) = (Az∗1 , Az∗2) = 〈z∗1 , A∗Az∗2〉 .

From here Γ = A∗A. Now let us show that A∗ (H) ⊂ Γ (Z∗). Indeed, A∗ (A (Z∗)) =
Γ (Z∗) ⊂ Z and A∗ (H) = A∗(A (Z∗)), and consequently A∗ (H) ⊂ Γ (Z∗) ⊂ Z.

Lemma 2.2. For every h ∈ Z and α > 0 the equation

αzα + ΓJ (zα) = αh(2.1)

has a unique solution zα = zα (h) = α
(
αI + ΓT0 J

)−1
(h) and

‖zα (h)‖ = ‖J (zα (h))‖ ≤ ‖h‖ .(2.2)

Proof. First, let us consider the following equation in Z∗:

αJ−1 (z∗) + Γz∗ = αh.(2.3)

Set

A (z∗) = αJ−1 (z∗) + Γz∗ − αh.

The operator A maps Z∗ into Z and has the following properties:
1. A is demicontinuous since J−1 is demicontinuous and Γ is linear continuous

(so demicontinuous).
2. A is strictly monotone, i.e., 〈z∗1 − z∗2 ,A (z∗1)−A (z∗2)〉 > 0 for all z∗1 �= z∗2 in

Z∗ since J−1 is strictly monotonic.
3. There is a ρ > 0 such that

〈z∗,A (z∗)〉 > 0 for all z∗ ∈ Z∗ such that ‖z∗‖ > ρ.

Indeed, from the inequality

〈z∗,A (z∗)〉 = 〈
z∗, αJ−1 (z∗) + Γz∗ − αh

〉
≥ α(‖z∗‖2 − 〈z∗, h〉) ≥ α(‖z∗‖2 − ‖z∗‖ ‖h‖)

= α (‖z∗‖ − ‖h‖) ‖z∗‖ ,
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property 3 follows.
By the Minty–Browder theorem (see [29, Theorem 2.2]), there exists a unique

solution z∗ ∈ Z∗ of A (z∗) = 0. Thus (2.3) has a unique solution z∗ in Z∗. Then
zα = J−1 (z∗) is a unique solution of (2.1). Solving this equation for zα, we get

zα = α
(
αI + ΓT0 J

)−1
(h) .

To prove (2.2), let zα = zα (h) be the solution of (2.1). Then

α 〈J (zα) , zα〉+ 〈J (zα) ,ΓJ (zα)〉 = α 〈J (zα) , h〉 ,
α ‖zα‖2 + 〈J (zα) ,ΓJ (zα)〉 = α 〈J (zα) , h〉 ,(2.4)

α ‖zα‖2 ≤ α 〈J (zα) , h〉 ≤ α ‖zα‖ ‖h‖ ,
‖zα‖ = ‖J (zα)‖ ≤ ‖h‖ .

The lemma is proved.
Theorem 2.3. Let Γ be a symmetric operator. Then the following three condi-

tions are equivalent:
(i) Γ is positive; that is, 〈z∗,Γz∗〉 > 0 for all nonzero z∗ ∈ Z∗.
(ii) For all h ∈ Z, J (zα (h)) converges to the zero as α→ 0+ in the weak topology,

where zα (h) = α (αI + ΓJ)
−1

(h) is a solution of (2.1).

(iii) For all h ∈ Z, zα (h) = α (αI + ΓJ)
−1

(h) converges to the zero as α → 0+

in the strong topology.
Proof. (i)⇒ (ii): Suppose that Γ is positive. From (2.2) it follows that we can

extract a subsequence (still denoted by zα) which is weakly convergent; i.e., there
exists z∗ ∈ Z∗ such that

〈J (zα) , z〉 → 〈z∗, z〉 as α→ 0+

for all z ∈ Z, and since J is bijective there exists z ∈ Z such that

〈J (zα) , z〉 → 〈J (z) , z〉 as α→ 0+.

Then from (2.1) we have

α 〈J (z) , zα〉+ 〈J (z) ,ΓJ (zα)〉 = α 〈J (z) , h〉 .
Taking the limit in the latter equality, we obtain

〈J (z) ,ΓJ (z)〉 = 0,

and, consequently, J (z) = 0 by positivity of Γ. In fact, we proved that the limit
of every weakly convergent subsequence is zero. Thus the sequence {J (zα)} itself
converges weakly to zero.

(ii)⇒ (iii): Assume that J (zα) ⇀ 0 as α → 0+. Then, dividing (2.4) by α and
taking the limit, we obtain

lim
α→0+

‖zα‖2 = lim
α→0+

‖J (zα)‖2 ≤ lim
α→0+

〈J (zα) , h〉 = 0.

(iii)⇒ (i): Now, assume that for all h ∈ Z, limα→0+ ‖zα (h)‖ = 0, but there exists
z∗ �= 0 such that 〈z∗,Γz∗〉 = 0. Then by Lemma 2.1

〈z∗,Γz∗〉 = 〈z∗, A∗Az∗〉 = ‖Az∗‖2 = 0,
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which implies that Az∗ = 0 and, consequently, Γz∗ = A∗Az∗ = 0.

On the other hand, as J : Z → Z∗ is bijective, there exists a unique nonzero
z ∈ Z such that J (z) = z∗. Then for h = z

αz + ΓJ (z) = αh,

since ΓJ (z) = Γz∗ = 0. Thus limα→0+ zα (h) = h �= 0, which leads to a contradic-
tion.

Remark 2.4. The analogue of this theorem in Hilbert spaces is proved in [23].

Theorem 2.5. Let Γ : Z∗ → Z be a positive symmetric operator, and let h :
Z → Z be a nonlinear operator. Assume zα is a solution of the equation

αzα + ΓJ (zα) = αh (zα)(2.5)

and ∥∥h (zα)− h
∥∥→ 0 as α→ 0+.

Then there exists a subsequence of the sequence {zα} converging strongly to zero as
α→ 0+.

Proof. From (2.2) and strong convergence of the sequence {h (zα)}, it is easy to
see that there exists C > 0 such that for all α > 0

‖zα‖ = ‖J (zα)‖ ≤ ‖h (zα)‖ ≤ C.

Then we can extract a subsequence, still denoted by zα, such that

J (zα) ⇀ J (z0) as α→ 0+

for some z0 ∈ Z. Applying J (z0) to (2.5) and taking the limit, we obtain

α 〈J (z0) , zα〉+ 〈J (z0) ,ΓJ (zα)〉 = α 〈J (z0) , h (zα)〉 ,
lim
α→0+

〈J (z0) ,ΓJ (zα)〉 = 〈J (z0) ,ΓJ (z0)〉 = 0,

J (z0) = 0.

So, J (zα) ⇀ 0 as α→ 0+. Now applying J (zα) to (2.5), dividing through by α, and
taking the limit, we obtain

‖zα‖2 + 1

α
〈J (zα) ,ΓJ (zα)〉 = 〈J (zα) , h (zα)〉 ,

lim
α→0+

‖zα‖2 ≤ lim
α→0+

〈J (zα) , h (zα)〉
≤ lim
α→0+

〈
J (zα) , h (zα)− h

〉
+ lim
α→0+

〈
J (zα) , h

〉
= 0.

The proof is complete.

3. Deterministic systems. We start this section with the following assump-
tions.

(A1) X is a separable reflexive Banach space, and U is a separable Hilbert space.
(A2) A : D (A) ⊂ X → X generates a compact semigroup S (t) , t > 0, on X.
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(A3) The function f : I × X × U → X is continuous, and there exist functions
λi (·) ∈ L1 (I,R

+) and φi (·) ∈ L1 (X × U,R+) , i = 1, 2, . . . , q, such that

‖f (t, x, u)‖ ≤
q∑
i=1

λi (t)φi (x, u) for all (t, x, u) ∈ I ×X × U.

Next, for convenience, let us introduce the following notation:

K = max {‖S (t)‖ : 0 ≤ t ≤ T} , M = ‖B‖ , ‖λi‖ =
∫ T

0

λi (s) ds,

k = max {1,MK,MKT} ,
ai = 3kMK2 ‖λi‖ , bi = 3K ‖λi‖ , ci = max {ai, bi} ,
d1 = 3kMK (‖xT ‖+K ‖x0‖) , d2 = 3K ‖x0‖ , d = max {d1, d2} .

(A4) For all α > 0, lim supr→∞(r −∑q
i=1

ci
α
sup {φi (x, u) : ‖(x, u)‖ ≤ r}) =∞.

(AB) For every h ∈ X, zα (h) = α
(
αI + ΓT0 J

)−1
(h) converges to zero as α→ 0+

in strong topology, where

LT0 u : =

∫ T

0

S (T − s)Bu (s) ds,

ΓT0 : =

∫ T

0

S (T − s)BB∗S∗ (T − s) ds = LT0
(
LT0

)∗
,

and zα (h) is a solution of the equation

αzα + ΓT0 J (zα) = αh.

Remark 3.1. By Theorem 2.3, (AB) holds if and only if ‖ (
LT0

)∗
z‖ > 0 for all

nonzero z ∈ X. In other words, (AB) holds if and only if the corresponding linear
system is approximately controllable.

In section 4, it will be shown that the system (1.2) is approximately controllable
if for all α > 0 there exists a continuous function (x, u) (·) ∈ C (I,X × U) such that




u (t) = B∗S∗ (T − t)J(
(
αI + ΓT0 J

)−1
p (x (·) , u (·))),

x (t) = S (t)x0 +

∫ t

0

S (t− s) [Bu (s) + f (s, x (s) , u (s))] ds,

(3.1)

where

p (x (·) , u (·)) = xT − S (T )x0 −
∫ T

0

S (T − s) f (s, x (s) , u (s)) ds.

Having noticed this fact, our goal in this section is to find conditions for solvability
of (3.1).

For all α > 0, define the operator Pα on C (I,X × U) as

Pα (x, u) = (z, v) ,(3.2)
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where

v (t) (= vα (t)) = B∗S∗ (T − t)J
(
(αI + ΓT0 J)

−1p (x (·) , u (·))) ,(3.3)

z (t) (= zα (t)) = S (t)x0 +

∫ t

0

S (t− s) (Bvα (s) + f (s, x (s) , u (s))) ds,(3.4)

p (x (·) , u (·)) = xT − S (T )x0 −
∫ T

0

S (T − s) f (s, x (s) , u (s)) ds.

It will be shown that for all α > 0 the operator Pα from C (I,X × U) into itself has
a fixed point.

On Banach space C (I,X × U) introduce a set

Yr := {(x, u) (·) ∈ C (I,X × U) | x (0) = x0, ‖(x, u) (·)‖ ≤ r} ,
where r is the positive constant.

Theorem 3.2. Assume assumptions (A1)–(A4) are satisfied. Then for all 0 <
α ≤ 1 the system (3.1) has a solution; that is, the operator Pα has a fixed point.

Proof. The proof of the theorem is long and technical. We split it into two steps.
Step 1. For arbitrary α > 0 there is a positive constant r (α) such that Pα :

Yr(α) → Yr(α).
Let

ψi (r) = sup {φi (x, u) : ‖(x, u)‖ ≤ r} .
By the assumption (A4), for all α > 0 there exists r (α) > 0 such that

d

α
+

q∑
i=1

ci
α
ψi (r (α)) ≤ r (α) .

If (x, u) (·) ∈ Yr(α), from (3.3) and (3.4) we have

‖v (t)‖ ≤ 1

α
MK

(
‖xT ‖+K ‖x0‖+K

∫ T

0

q∑
i=1

λi (s)φi (x (s) , u (s)) ds

)

=
1

α
MK (‖xT ‖+K ‖x0‖) + 1

α
MK2

q∑
i=1

‖λi‖ψi (r (α))

≤ d

3kα
+

1

3k

q∑
i=1

ci
α
ψi (r (α)) =

1

3k

(
d

α
+

q∑
i=1

ci
α
ψi (r (α))

)
≤ r (α)

3k
,

‖z (t)‖ ≤ d

3
+KMT ‖v‖+K

∫ t

0

q∑
i=1

λi (s)φi (x (s) , u (s)) ds

≤ d

3
+ k ‖v‖+ 1

3

q∑
i=1

ciψi (r (α))

≤ 1

3

[
d+

q∑
i=1

ciψi (r (α))

]
+ k ‖v‖

≤ αr (α)

3
+

r (α)

3
≤ 2r (α)

3
.
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So

‖(Pα (x, u)) (t)‖ = ‖z (t)‖+ ‖v (t)‖ ≤ r (α) .

Hence Pα maps Yr(α) into itself.
Step 2. For all α > 0 the operator Pα maps Yr(α) into a relatively compact subset

of Yr(α), and Pα has a fixed point.
According to the infinite dimensional version of the Ascoli–Arzela theorem, we

have to show that
(i) for arbitrary t ∈ I the set

V (t) =
{
(Pα (x, u)) (t) | (x (·) , u (·)) ∈ Yr(α)

}
is relatively compact;

(ii) for arbitrary ε > 0 there exists δ > 0 such that

‖(Pα (x, u)) (t1)− (Pα (x, u)) (t2)‖ < ε

if ‖x‖ ≤ r, |t1 − t2| ≤ δ, t1, t2 ∈ I.
Let us prove (i). In fact, the case where t = 0 is trivial since V (0) = {x0} . So

let t, 0 < t ≤ T, be a fixed real number, and let η be a given real number satisfying
0 < η < t. Define

(Pηα (x, u)) (t) =
[
S (η) z (t− η) , B∗S∗ (T − t)J

(
(αI + ΓT0 J)

−1P (x (·) , u (·)))] .
Since S (η) is compact and z (t− η) and P (x (·) , u (·)) are bounded on Yr(α), the set

Vη (t) =
{
(Pηα (x, u)) (t) | (x, u) (·) ∈ Yr(α)

}
is a relatively compact set in X × U ; that is, we can find a finite set {yi, 1 ≤ i ≤ m}
in X × U such that

Vη (t) ⊂
m⋃
i=1

N (yi, ε/2) ,

where N (yi, ε/2) is an open ball in X×U with the center at yi of radius ε/2. On the
other hand,

‖(Pα (x, u)) (t)− (Pηα (x, u)) (t)‖ =
∥∥∥∥
∫ t

t−η
S (t− s) [Bu (s) + f (s, x (s) , u (s))] ds

∥∥∥∥

≤ 1

α
K2M2

(
‖xT ‖+K ‖x0‖+K

∫ T

0

q∑
i=1

λi (s)ψi (r (α)) ds

)
η

+ K

q∑
i=1

∫ t

t−η
λi (s) dsψi (r (α)) ≤ ε

2
.

Consequently,

V (t) ⊂
m⋃
i=1

N (yi, ε) .



APPROXIMATE CONTROLLABILITY OF SEMILINEAR SYSTEMS 1613

Hence, for each t ∈ [0, T ] , V (t) is relatively compact in X × U.
Next, we show (ii). We have to show that V =

{
(Pα (x, u)) (·) | (x, u) (·) ∈ Yr(α)

}
is equicontinuous on [0, T ] . In fact, for 0 < t1 < t2 ≤ T, we have

‖v (t1)− v (t2)‖ ≤ ‖B∗S∗ (T − t1)−B∗S∗ (T − t2)‖

× 1

α

[
‖xT ‖+K ‖x0‖+K

∫ T

0

q∑
i=1

λi (s)φi (x (s) , u (s)) ds

]

≤ ‖B∗S∗ (T − t1)−B∗S∗ (T − t2)‖

× 1

α

[
‖xT ‖+K ‖x0‖+K

q∑
i=1

‖λi‖ψi (r (α))
]
,

‖z (t1)− z (t2)‖ ≤ ‖S (t1)− S (t2)‖ ‖x0‖+KM

∫ t2

t1

‖v (s)‖ ds

+ M

∫ t1

0

‖S (t2 − s)− S (t1 − s)‖ ‖v (s)‖ ds

+ K

∫ t2

t1

q∑
i=1

λi (s)φi (x (s) , u (s)) ds

+

∫ t1

0

‖S (t2 − s)− S (t1 − s)‖
q∑
i=1

λi (s)φi (x (s) , u (s)) ds(3.5)

≤ ‖S (t1)− S (t2)‖ ‖x0‖+KM

∫ t2

t1

‖v (s)‖ ds

+ M

∫ t1

0

‖S (t2 − s)− S (t1 − s)‖ ‖v (s)‖ ds

+ K

q∑
i=1

∫ t2

t1

λi (s) dsψi (r (α))

+

q∑
i=1

∫ t1

0

‖S (t2 − s)− S (t1 − s)‖λi (s) dsψi (r (α))

= I1 + I2 + I3 + I4 + I5.

Moreover, for all (x (·) , u (·)) ∈ Yr(α),

‖v‖ ≤ 1

α
MK

(
‖xT ‖+K ‖x0‖+K

∫ T

0

q∑
i=1

λi (s)φi (x (s) , u (s)) ds

)

≤ 1

α
MK

(
‖xT ‖+K ‖x0‖+K

q∑
i=1

‖λi‖ψi (r (α))
)
.

Thus the right-hand side of (3.5) does not depend on particular choices of (x, u) (·) .
It is clear that I2 → 0 and I4 → 0 as t1 − t2 → 0. Since the semigroup S (·) is
compact, ‖S (t2 − s)− S (t1 − s)‖ → 0 as t1 − t2 → 0 for arbitrary t, s such that
t − s > 0. Then I1 → 0, and by Lebesgue’s dominated convergence theorem I3 → 0
and I5 → 0 as t1 − t2 → 0. So, we obtain the equicontinuity of V. Thus Pα

[
Yr(α)

]
is equicontinuous and also bounded. By the Ascoli–Arzela theorem, Pα

[
Yr(α)

]
is
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relatively compact in C (I,X × U) . On the other hand, it is easy to see that for
all α > 0,Pα is continuous on C (I,X × U) . Hence, for all α > 0,Pα is a compact
continuous operator on C (I,X × U) . From the Schauder fixed point theorem, Pα has
a fixed point.

Consider the following linear system with f (·) ∈ L1 (I,X):

z (t;x0, u) = S (t)x0 +

∫ t

0

S (t− s) [Bu (s) + f (s)] ds.(3.6)

Lemma 3.3. If

p = xT − S (T )x0 −
∫ T

0

S (T − s) f (s) ds

and if uα (·) ∈ L2 (I, U) is a control defined by

uα (t) = B∗S∗ (T − t)J
((

αI + ΓT0 J
)−1

p
)
,(3.7)

then

z (T ;x0, uα)− xT = −α (
αI + ΓT0 J

)−1
p(3.8)

and

z (t;x0, uα) = S (t)x0 +

∫ t

0

S (t− s) f (s) ds

+ Γt0S
∗ (T − t)J

((
αI + ΓT0 J

)−1
p
)
,(3.9)

where xT ∈ X and α > 0 is a parameter.
Proof. Inserting (3.7) in (3.6), we have

z (t;x0, uα) = S (t)x0 +

∫ t

0

S (t− s) f (s) ds+

∫ t

0

S (t− s)Buα (s) ds

= S (t)x0 +

∫ t

0

S (t− s) f (s) ds

+

∫ t

0

S (t− s)BB∗S∗ (T − s)J
((

αI + ΓT0 J
)−1

p
)
ds

= S (t)x0 +

∫ t

0

S (t− s) f (s) ds

+ Γt0S
∗ (T − t)J

((
αI + ΓT0 J

)−1
p
)
.

Writing the latter equation for t = T and solving the obtained one for z (T ;x0, uα)−
xT , we obtain (3.8):

z (T ) = S (T )x0 +

∫ T

0

S (T − s) f (s) ds+ ΓT0 J
((

αI + ΓT0 J
)−1

p
)

z (T )− xT = S (T )x0 +

∫ T

0

S (T − s) f (s) ds− xT

+
(−αI + αI + ΓT0 J

) (
αI + ΓT0 J

)−1
p

= S (T )x0 +

∫ T

0

S (T − s) f (s) ds− xT
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− α
(
αI + ΓT0 J

)−1
p+

(
αI + ΓT0 J

) (
αI + ΓT0 J

)−1
p

= −α (
α+ ΓT0 J

)−1
p.

The lemma is proved.
Theorem 3.4. Under the conditions (A1), (A2), (AB), and the following:

(AF) The function f : I ×X × U → X is continuous and uniformly bounded; i.e.,
there exists L > 0 such that

‖f (t, x, u)‖ ≤ L for all (t, x, u) ∈ I ×X × U,

the system (1.2) is approximately controllable.
Proof. It is obvious that the conditions (A3) and (A4) follow from (AF).
Let (x∗

α, u
∗
α) (·) be a fixed point of Pα in Yr(α). Then x∗

α (·) is a mild solution of
(1.2) on [0, T ] under the control

u∗
α (t) = B∗S∗ (T − t)J

((
αI + ΓT0 J

)−1
p (x∗

α (·) , u∗
α (·))

)
and satisfies the following equality:

x∗
α (T ) = xT − α

(
αI + ΓT0 J

)−1
p (x∗

α (·) , u∗
α (·)) .

In other words, by Lemma 2.2, zα = x∗
α (T )− xT is a solution of the equation

αzα + ΓT0 J (zα) = αhα

with

hα = −p (x∗
α (·) , u∗

α (·)) = S (T )x0 +

∫ T

0

S (T − s) f (s, x∗
α (s) , u

∗
α (s)) ds− xT .

By (AF) ∫ T

0

‖f (s, x∗
α (s) , u

∗
α (s))‖2 ds ≤ L2T,

and, consequently, the sequence {f (·, x∗
α (·) , u∗

α (·))} is bounded and belongs to L2 (I,X) .
Then there is a subsequence still denoted by {f (·, x∗

α (·) , u∗
α (·))} that weakly con-

verges to, say, f (·) in L2 (I,X) . Then by Corollary 3.3 from [34], we obtain

‖hα − h‖ =
∥∥∥∥∥
∫ T

0

S (T − s) [f (s, x∗
α (s) , u

∗
α (s))− f (s)] ds

∥∥∥∥∥
≤ sup

0≤t≤T

∥∥∥∥
∫ t

0

S (t− s) [f (s, x∗
α (s) , u

∗
α (s))− f (s)] ds

∥∥∥∥→ 0,

where

h = S (T )x0 +

∫ T

0

S (T − s) f (s) ds− xT

as α → 0+ because of the compactness of an operator g (·) → ∫ ·
0
S (· − s) g (s) ds :

L2 (I,X)→ C (I,X) . Then by Theorem 2.5

‖x∗
α (T )− xT ‖ = ‖zα‖ → 0

as α→ 0+. This gives the approximate controllability. The theorem is proved.
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4. Stochastic systems. In this section, we examine the approximate control-
lability of the following stochastic semilinear control system in a Hilbert space X:

dx(t) = [Ax(t) +Bu(t) + f(t, x(t), u (t))]dt+ g(t, x(t), u (t))dw(t),

x(0) = x0, t ∈ I = [0, T ].(4.1)

Let (Ω,F , {Ft ↑⊂ F , t ≥ 0} , P ) denote a complete probability space equipped
with a family of nondecreasing subsigma algebras. Let E {·} denote the integration
with respect to the measure P. All random processes considered in the paper will be
assumed to be strongly Ft-progressively measurable processes unless stated otherwise.
Let E be a separable Hilbert space, and let {w (t) , t ≥ 0} be a Wiener process with
values in E with covariance operator Q, where Q is a positive nuclear operator in
E. We assume that there exist a complete orthonormal system {ek} in E, a bounded
sequence of nonnegative real numbers λk such that Qek = λkek, k = 1, 2, . . . , and a
sequence {βk} of independent Brownian motions such that

〈w (t) , e〉 =
∞∑
k=1

√
λk 〈ek, e〉βk (t) , e ∈ E, t ≥ 0.

Further, we assume that Ft is generated by {w (s) : 0 ≤ s ≤ t} . Let L0
2 := L2(Q

1/2E,
X) be the space of all Hilbert–Schmidt operators from Q1/2E to X. The space L0

2

is a separable Hilbert space, equipped with the norm ‖Ψ‖2Q = tr [ΨQΨ∗] . We use
Lp (F , X) , 1 ≤ p ≤ ∞, to denote the Banach space of strongly F-measurable, X-

valued random variables satisfying E ‖x‖2X < ∞. Since for each t ≥ 0 the subsigma
algebras Ft are complete, Lp (Ft, X) are closed subspaces of Lp (F , X), and hence
they are also Banach spaces. Similarly, LF

p (I,X) will denote the Banach space of
Ft-progressively measurable random processes defined on I, taking values from X sat-
isfying E

∫
I
‖x (t)‖2X dt <∞. C (I, L2 (Ω,F , P,X)) is the Banach space of continuous

maps from I = [0, T ] into L2 (Ω,F , P,X) satisfying the condition supt∈I E ‖x (t)‖2 <
∞. H2 is the closed subspace of C (I, L2 (Ω,F , P,X)) consisting of measurable and
Ft-adapted processes x (t) . Then H2 is a Banach space with the norm topology given

by ‖x‖H2
= (supt∈I E ‖x (t)‖2)1/2. Further notation will be introduced as required.

Concerning the operators A,B, f , and g, we assume the following hypotheses:
(H1) The operator A generates a compact semigroup S (·) .
(H2) The functions f : I ×X × U → X and g : I ×X × U → L0

2 are continuous,
and there exists a constant L > 0 such that

‖f (t, x, u)− f (t, y, u)‖+ ‖g (t, x, u)− g (t, y, u)‖Q ≤ L ‖x− y‖ ,
‖f (t, x)‖+ ‖g (t, x)‖Q ≤ L for all t ∈ I, x, y ∈ X.

(H3) For every 0 ≤ r < T , the operator α
(
αI + ΓTr

)−1
converges to zero as α→ 0+

in the strong operator topology; that is, the linear deterministic system that
corresponds to (4.1) is approximately controllable on every [r, T ] , 0 ≤ r < T
(or on every [0, t] , 0 < t ≤ T ).

It is clear that under these conditions the system (4.1) admits a mild solution
x (·) ∈ H2 for any x0 ∈ X, u (·) ∈ LF

2 (I, U) ; see Da Prato and Zabczyk [11].
For any α > 0 define the operator

Pα (y, v) = (z, w) ,
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where

z (t) = S (t)x0 +

∫ t

0

S (t− r)Bw (r) dr +

∫ t

0

S (t− r) f (r, y (r) , v (r)) dr

+

∫ t

0

S (t− r)σ (r, y (r) , v (r)) dw (r) ,

w (t) = B∗S∗ (T − t)

[(
α+ ΓT0

)−1
(Eh− S (T )x0) +

∫ t

0

(
α+ ΓTr

)−1
ϕ (r) dw (r)

]

− B∗S∗ (T − t)

∫ t

0

(
α+ ΓTr

)−1
S (T − r) f (r, y (r) , v (r)) dr

− B∗S∗ (T − t)

∫ t

0

(
α+ ΓTr

)−1
S (T − r)σ (r, y (r) , v (r)) dw (r) ,

and ϕ (·) ∈ LF
2

(
I, L0

2

)
from the representation h = Eh +

∫ T
0
ϕ (s) dw (s) of h ∈

L2 (FT , X) ; see [24].
It will be shown that the system (4.1) is approximately controllable if for all α > 0

there exists a fixed point of the operator Pα. To show that Pα has a fixed point, we
employ the contraction mapping principle in H2.

Theorem 4.1. For all α > 0 the operator Pα has a unique fixed point in H2.
Proof. It is obvious that Pα maps H2 into itself. Show that for every α > 0 there

exists n > 0 such that Pnα is a contraction mapping. To do this, let Pα (y1, v1) =
(z1, w1) and Pα (y2, v2) = (z2, w2) . Then for each α > 0 there exists L (α) such that

E ‖(z1, w1) (t)− (z2, w2) (t)‖2 ≤ tL (α) ‖(y1, v1)− (y2, v2)‖2H2
.

Evidently

E
∥∥P2

α (y1, v1) (t)− P2
α (y2, v2) (t)

∥∥2 ≤ t2

2!
L2 (α) ‖(y1, v1)− (y2, v2)‖2H2

.

By mathematical induction,

E ‖Pnα (y1, v1) (t)− Pnα (y2, v2) (t)‖2

≤ L (α)

∫ t

0

E
∥∥Pn−1

α (y1, v1) (s)− Pn−1
α (y2, v2) (s)

∥∥2
ds

≤ tn

n!
Ln (α) ‖(y1, v1)− (y2, v2)‖2H2

.

Thus

sup
t∈[0,T ]

E ‖Pnα (y1, v1) (t)− Pnα (y2, v2) (t)‖2 ≤ (L (α) t)
n

n!
‖(y1, v1)− (y2, v2)‖2H2

.

For any fixed α > 0 there exists n such that (L(α)t)n

n! < 1. This results that Pnα
is a contraction mapping for sufficiently large n. Then by the contraction map-
ping principle the operator Pα has a unique fixed point in H2. The theorem is
proved.

Theorem 4.2. Assume hypotheses (H1) , (H2), and (H3) are satisfied. Then the
system (4.1) is approximately controllable.
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Proof. Let (x∗
α, u

∗
α) (·) be a fixed point of Pα in H2. Using the Fubini theorem,

one can show that any fixed point of Pα satisfies

x∗
α(T ) = h− α

(
αI + ΓT0

)−1
(Eh− S(T )x0)−

∫ T

0

α
(
αI + ΓTr

)−1
ϕ (r) dw(r)

+

∫ T

0

α
(
αI + ΓTr

)−1
S(T − r)f(r, x∗

α (r) , u
∗
α (r))dr

+

∫ T

0

α
(
αI + ΓTr

)−1
S(T − r)σ(r, x∗

α (r) , u
∗
α (r))dw(r).(4.2)

By (H2)

‖f (s, x∗
α (s) , u

∗
α (s))‖2 + ‖g (s, x∗

α (s) , u
∗
α (s))‖2Q ≤ L

in I × Ω. Then there is a subsequence, still denoted by {f (s, x∗
α (s)) , g (s, x

∗
α (s))} ,

weakly converging to, say, (f (s, ω) , g (s, ω)) in X×L0
2 . The compactness of S(t), t >

0, implies that

S (T − s) f (s, x∗
α (s) , u

∗
α (s))→ S (T − s) f (s) ,

S (T − s) g (s, x∗
α (s) , u

∗
α (s))→ S (T − s) g (s) in I × Ω.

On the other hand,

‖S (T − s) f (s, x∗
α (s) , u

∗
α (s))‖2 + ‖S (T − s) g (s, x∗

α (s) , u
∗
α (s))‖2Q ≤ K2L in I × Ω.

Thus by the Lebesgue dominated convergence theorem

E

∫ T

0

‖S (T − s) [f (s, x∗
α (s) , u

∗
α (s))− f (s)]‖2 ds

+E

∫ T

0

‖S (T − s) [g (s, x∗
α (s) , u

∗
α (s))− g (s)]‖2 ds→ 0 as α→ 0+.

Then having in mind
∥∥αR(α,ΓTr )∥∥2 ≤ 1 and αR(α,ΓTr ) → 0 in strong operator

topology for all 0 ≤ r < T , from (4.2) we obtain

√
E ‖x∗

α (T )− h‖2 ≤ ∥∥αR(α,ΓT0 )(Eh− S(T )x0)
∥∥ +

√
E

∫ T

0

‖αR(α,ΓTr )‖2 ‖ϕ (r)‖2 dr

+

√
TE

∫ T

0

‖αR(α,ΓTr )‖2 ‖S (T − r) [f (s, x∗
α (r) , u

∗
α (r))− f (r)]‖2 dr

+

√
E

∫ T

0

‖αR(α,ΓTr )‖2 ‖S (T − r) [g (r, x∗
α (r) , u

∗
α (r))− g (r)]‖2 dr

→ 0

as α→ 0+. This gives the approximate controllability. The theorem is proved.
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5. Applications.
Example 1. Consider a control system governed by the semilinear heat equation

dx (t, θ) = [xθθ (t, θ) +Bu (t, θ) + f (t, x (t, θ))] + dw (t) ,(5.1)

x (t, 0) = x (t, π) = 0, 0 ≤ t ≤ T, 0 < θ < π.

Let X = L2 [0, π], and let A : X → X be an operator defined by

Az = z′′

with domain

D (A) = {z ∈ X | z, z′ are absolutely continuous z′′ ∈ X, z (0) = z (π) = 0} .
Then

Az =

∞∑
n=1

(−n2
)
(z, en) en (θ) , z ∈ D (A) ,

where en (θ) =
√
2/π sinnθ, 0 ≤ x ≤ π, n = 1, 2, . . . . It is known that A generates an

analytic semigroup S (t) , t > 0, in X and is given by

S (t) z =

∞∑
n=1

e−n
2t (z, en) en (θ) , z ∈ X.

Now define an infinite dimensional space

U =

{
u =

∞∑
n=2

unen (θ)

∣∣∣∣∣
∞∑
n=2

u2
n <∞

}

with a norm defined by ‖u‖ = (∑∞
n=2 u

2
n

)1/2
and a linear continuous mapping B from

U to X as follows:

Bu = 2u2e1 (θ) +

∞∑
n=2

unen (θ) .

It is obvious that for u (t, θ, ω) =
∑∞
n=2 un (t, ω) en (θ) ∈ LF

2 (I, U),

Bu (t) = 2u2 (t) e1 (θ) +

∞∑
n=2

un (t) en (θ) ∈ LF
2 (I,X) .

Moreover,

B∗v = (2v1 + v2) e2 (θ) +

∞∑
n=3

vnen (θ) ,

B∗S∗ (t)x =
(
2x1e

−t + x2e
−4t

)
e2 (θ) +

∞∑
n=3

xne
−n2ten (θ)

for v =
∑∞
n=1 vnen (θ) and x =

∑∞
n=1 xnen (θ) . Let

‖B∗S∗ (t)x‖ = 0, t ∈ [0, T ] ;
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it follows that

∥∥2x1e
−t + x2e

−4t
∥∥2

+

∞∑
n=3

‖xne−n2t‖2 = 0, t ∈ [0, T ] ,

⇒ xn = 0, n = 1, 2, · · · ⇒ x = 0.

Thus the deterministic linear system corresponding to (5.1) is approximately control-
lable on [0, T ] for every T , and by Theorem 4.2, the system (5.1) is approximately
controllable on [0, T ] provided that f satisfies the assumptions (H2).

Example 2. We consider the following homogeneous Dirichlet problem for the
semilinear one dimensional heat equation. Let X = L2 [0, π] , U = L2 [0, T ], and
A = d2/dθ2 with

D (A) = {y ∈ X | y, dy/dθ are absolutely continuous

and d2y/dθ2 ∈ X and y (0) = y (π) = 0}.

Put en (θ) = (2/π)
1/2

sinnθ, 0 ≤ θ ≤ π, n = 1, 2, . . . ; then {en (θ) , n = 1, 2, . . . } is
an orthogonal basis for X and en is the eigenfunction corresponding to the eigenvalue
λn = n2 of the operator A, n = 1, 2, . . . .

Consider a control system governed by the semilinear heat equation

∂x (t, θ)

∂t
=

∂2x (t, θ)

∂θ2
+ f (x (t, θ)) + χ(l1,l2) (θ)u (t) ,(5.2)

z (t, 0) = z (t, π) = 0, 0 ≤ t ≤ T,

z (0, θ) = z0 (θ) , 0 ≤ θ ≤ π,

where χ(l1,l2) (θ) is the characteristic function of a given subinterval (l1, l2) ⊂ (0, π) .
Now we can define the bounded linear operator B : R → L2 (0, π) by (Bu) (t) =
χ(l1,l2) (θ)u (t), and the nonlinear operator f on X is assumed to satisfy (AF).

In [20], Khapalov showed that if f (z) is globally Lipschitz and sublinear, the
above control system is approximately controllable in

W =

{
φ : φ (θ) =

∞∑
k=1

αkek (θ) ,

∞∑
k=1

αkc
2
k <∞

}
,

endowed with the norm ‖φ‖2 =
∑∞
k=1 αkc

2
k, where {ck} is a nonincreasing sequence

of specifically defined positive numbers. Note that L2 [0, π] is continuously embedded
into W.

If l1± l2 is an irrational number, then the linear system corresponding to (5.2) is
approximately controllable, and by Theorem 3.4, the system (5.2) is approximately
controllable.
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Abstract. We study an optimal control problem in Bolza form, and we consider the value
function associated to this problem. We prove two verification theorems which ensure that, if a
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1. Introduction. In this paper we consider a control system of the type

ẋ = f(t, x, u), u ∈ U,(1.1)

where x ∈ R
n is the state, U ⊂ R

q is the control space, and f is the controlled dynamic.
Given a target S ⊂ R

n, a running cost L(t, x, u), a final cost ψ(t, x), and an initial
condition (t0, x0), we consider the optimal control problem in Bolza form consisting in
minimizing the integral of L summed with the value of ψ at final points for trajectories
that start at x0 at time t0 and reach the target S. We define in the usual way the value
function V (t0, x0) to be the infimum of the problem with initial condition (t0, x0). It
is well known that, under special conditions on the data of the problem, V satisfies
the dynamic programming principle. This is the key point in order to prove that V
is a viscosity solution of the Hamilton–Jacobi–Bellman (HJB) equation; see [2]. In
general, it may happen that V is not the unique viscosity solution for this equation.
With some more requirements on the Hamiltonian and on the regularity of the value
function, V becomes the unique viscosity solution to the HJB equation; see [2].

Therefore, given a functionW with suitable properties, it is possible to determine
if W coincides with the value function, checking if it is a viscosity solution to the
HJB equation. This type of theorem, called a verification theorem, is useful, for
example, when a candidate value function is produced by means of the construction
of a synthesis [19]. It is then natural to ask for minimal conditions under which
a function W coincides with the value function. If we know that W was obtained
via a synthesis, then the inequality W ≥ V is granted by construction, and thus we
make this assumption. Then, for W to coincide with the value function, we prove
it is sufficient that, outside a rectifiable set of codimension one, W is differentiable
and it satisfies an HJB inequality in the classical sense. Moreover, we make use of
only some weak continuity assumptions, already used in [19] to prove optimality of a
regular extremal synthesis; see Theorems 5.2 and 6.1 for details. A first result in this
direction can be found in [12], where the HJB inequality is asked outside a locally
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finite collection of regular manifolds of positive codimension (under more restrictive
continuity assumptions). Notice that, for an optimal control problem, if the value
function is also semiconcave, it is differentiable outside a countably Hn-rectifiable set;
see [1, 9, 21].

We start considering the main assumptions for the problem and present two tech-
nical lemmas, one of which deals with the cardinality of the intersections between
admissible trajectories and a countably Hn-rectifiable set, while the other gives some
conditions to ensure the monotonicity of a real valued function. Also, we state, with-
out proofs, two propositions dealing with the properties of the solution to (1.1) and,
in particular, dealing with existence, uniqueness, and continuous dependence on data.

Then, in section 3, we recall briefly the synthesis approach and various results
available in the literature for comparison. Some examples of regular optimal synthesis,
to which our main results are applicable, are given.

The first case we treat is the problem of finite time. We define a value function
as the infimum, over all admissible trajectories reaching the target in finite time. The
main result of this part is Theorem 5.2, which permits to verify if the function W is
lower than or equal to the value function.

Next, we consider the infinite time problem. In this case the value function (6.1) is
defined as the infimum of the cost functional over all admissible trajectories reaching
the target in infinite time. The main result of this section is Theorem 6.1, which
gives sufficient conditions on the function W to ensure the inequality W ≤ V , where
V is the value function. In this case, for a technical reason, we consider a suitable
neighborhood S1 of the target S, and we suppose that the final cost ψ is defined on
S1 in order to give sense to the limit in the definition of the value function (6.1).
As a corollary of Theorems 5.2 and 6.1, we can treat a mixed case (see also [18]),
considering at the same time the trajectories reaching the target both in finite time
and in infinite time.

A key ingredient for Theorems 5.2 and 6.1 is the positiveness of the Lagrangian
L, in order to prevent some bad phenomena such as the permanence of the system
for an arbitrary interval of times in a region where L is negative making the value
function equal to −∞, as we see in Example 4. More precisely, it is not necessary to
suppose L positive in the whole space, but some relaxed assumptions can be made,
as we see in Remark 4.

This paper ends with an appendix, where we give the definition of a noncontinuous
viscosity solution as in [2] and we state Theorem A.7, which ensures that, under
suitable assumptions, the value functions (2.4) and (6.1) are viscosity solutions to the
HJB equation.

2. Preliminaries. We consider a control system

ẋ(t) = f(t, x(t), u(t)), (t, x) ∈ Ω, u(t) ∈ U,(2.1)

where the following hold:
(A-1) Ω is an open and connected subset of R × R

n.
(A-2) U is a nonempty subset of R

q for some q ≥ 1, q ∈ N.
(A-3) U = Lp(R;U) with 1 ≤ p < +∞ is the set of admissible controls.
(A-4) f : Ω × U → R

n is measurable in t, continuous in (x, u), differentiable in x,
and, for each u ∈ U , Dxf(·, ·, u), bounded on compact sets. Moreover, there exists
ϕ1 : R → R

+ integrable, and for every K, compact subset of Ω, there exist a modulus
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of continuity ωK and a constant LK > 0 such that, if (t, x) ∈ K and (t, y) ∈ K, then
for all u 


|f(t, x, u)− f(t, y, u)| ≤ ωK(|x− y|),
(f(t, x, u)− f(t, y, u)) · (x− y) ≤ LK |x− y|2 ,
|f(t, x, u)| ≤ LK(ϕ1(t) + |u|p).

(2.2)

We consider a function L : Ω× U → R and assume the following:
(A-5) L is measurable in t and continuous in (x, u). Moreover, there exist ϕ2 : R →

R
+ integrable and, for every R ≥ 0, CR ≥ 0 such that

|L(t, x, u)| ≤ CR(ϕ2(t) + |u|p), |(t, x)| ≤ R.(2.3)

In this paper we indicate with x(· ;u, t0, x0) the solution to (2.1) such that x(t0;u,t0,x0)
= x0. Define the value function

V (t0, x0) := inf
u∈U

(T,x(T ;u,t0,x0))∈S

{∫ T

t0

L(s, x(s;u, t0, x0), u(s))ds+ψ(T, x(T ;u, t0, x0))

}
,

(2.4)

where S, the target, is a closed subset of R × R
n contained in Ω, and ψ : S → R is

the final cost. We recall the following definition.
Definition 2.1. A subset A of Ω is a countably Hn-rectifiable set if there exist

A1 and A2 such that A = A1 ∪A2, A1 is a finite or countable union of connected C1

submanifolds of positive codimension, and Hn(A2) = 0, where Hk is the k-dimensional
Hausdorff measure.

3. Examples of syntheses. In the next sections, we give sufficient conditions
for a candidate value function W to coincide with V . Besides some regularity con-
ditions, we require an HJB inequality outside a countably Hn-rectifiable set. This
regularity is shared by every function W obtained from a regular synthesis; thus it
can be used to prove the optimality of the synthesis itself. In this section, we give
various examples to which Theorem 5.2 is applicable. First, we need some definitions.

Definition 3.1. A synthesis Γ is a collection {(x(t̄,ȳ)(·), u(t̄,ȳ))}(t̄,ȳ)∈Ω such
that x(t̄,ȳ)(·) = x(·;u(t̄,ȳ), t̄, ȳ) : [t̄, τ(t̄, ȳ)] → R

n, u(t̄,ȳ) ∈ U , for every (t̄, ȳ) ∈ Ω,
x(t̄,ȳ)(τ(t̄, ȳ)) ∈ S, and for every t ∈ [t̄, τ(t̄, ȳ)]

u(t,x(t̄,ȳ)(t))(s) = u(t̄,ȳ)(s+ t) a.e.

and

x(t,x(t̄,ȳ)(t))(·) = x(t̄,ȳ)(·+ t).

Definition 3.2. A synthesis Γ is optimal if every u(t̄,ȳ) is an optimal control.
There is a standard method in geometric control theory to construct an optimal

synthesis; see [4]. This consists of four steps: (1) using the Pontryagin maximum
principle and other geometric tools to study the properties of optimal trajectories,
(2) determining a finite dimensional family F of extremal trajectories sufficient for
optimality, i.e., such that for each initial data (t̄, ȳ) ∈ Ω there exists an element
of F solving the corresponding optimal control problem, (3) constructing a synthesis
formed by extremal trajectories, and (4) proving its optimality. In many cases, for au-
tonomous systems, it happens that the extremal synthesis is associated to a feedback
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u : R
n → U that is smooth on each stratum of a stratification; see [19] for details.

Roughly speaking, a stratification is a locally finite collection of disjoint regular sub-
manifolds of various dimensions that is a partition and such that the boundary of each
manifold is a union of manifolds of higher codimensions. In this case, the synthesis is
called regular in the sense of Boltyanskii–Brunovský; see [3, 8, 19].

Step (4) of the geometric control approach can thus be obtained in essentially two
ways: either by using the regularity of the synthesis (see [19]) or by proving that the
candidate value function W associated to the synthesis coincides with V . The latter
is exploited in [12] for a continuousW , defined on a subset of R

n, that is differentiable
and satisfies the HJB equation outside a locally finite union of smooth submanifolds
of positive codimension. Then the optimality is granted for initial points for which all
admissible trajectories remain in the domain of W . A mild generalization is obtained
in [5], where trajectories can exit the domain of W , but the boundary of the domain
of W is a level set of W itself. Another approach is one of nonsmooth analysis, using
the various verification theorems that can be proved; see, for example, [20].

Our main results (see Theorems 5.2 and 6.1) generalize previous results in the
following way:

1. As in [5], we assume that W can be defined on a subset and the boundary of
its domain is a level curve of W .

2. We ask W to be differentiable and satisfy the HJB equation only outside a
countably Hn-rectifiable set.

3. W is only lower semicontinuous (satisfying other weak continuity assump-
tions).
A direct comparison with results of nonsmooth analysis is difficult. However, we
point out that the value function fails in general to be locally Lipschitz continuous
(see Example 1) for regular synthesis. In case of locally Lipschitz regularity, our result
is a consequence of those obtained by nonsmooth analysis methods; see, for example,
[10, 20].

We now give some examples to illustrate the applicability of our results. A whole
class of examples can be found in [6, 17]. The first example shows a typical regular
synthesis with a not locally Lipschitz continuous value function. In the second, the
value function is not continuous, and it is differentiable only outside a countably Hn-
rectifiable set. The last example shows the well-known Fuller phenomenon. In this
case, optimal trajectories have an infinite number of switchings, and the methods of
Boltyanskii–Brunovský do not work (while the method developed in [19] does work
in the case of the Fuller phenomenon).

Example 1. Let x ∈ R and u ∈ [−1, 1]. Consider the control system
ẍ+ x = u

and the problem of reaching the origin in minimum time. If we define x1 = x and
x2 = ẋ, we obtain the following first-order system:{

ẋ1 = x2,
ẋ2 = −x1 + u.

(3.1)

Every optimal trajectory is a bang-bang trajectory, i.e., formed by arcs corresponding
to control +1 or −1. The synthesis is illustrated in Figure 3.1. There are some
“switching curves”:

(i) all semicircles of radius 1 contained in {(x1, x2) : x2 ≤ 0} and centered at
(2n+ 1, 0), with n ∈ N \ {0};
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Fig. 3.1. Synthesis of system (3.1).

(ii) all semicircles of radius 1 contained in {(x1, x2) : x2 ≥ 0} and centered at
(−2n− 1, 0), with n ∈ N \ {0}.
Optimal trajectories switch along these curves, i.e., change control from +1 to −1 or
vice versa. Let γ± be the trajectory that switches at points (±2, 0) (defined, say, on
[−∞, 0]). Then the value function is not locally Lipschitz continuous at any point of
supp (γ±), but it satisfies all the hypotheses of Theorem 5.2.

Example 2. Let Ω = R
2, f ≡ 0, and L ≡ 1. Consider the target

S = {(t, x) : x �= 0, t = sin(1/x)} ∪ {x = 0,−1 ≤ t ≤ 1} ∪ {t ≥ 1}
and the final cost ψ constantly equal to 0. The value function for this problem is
given by

V (t, x) =




sin(1/x)− t if x �= 0, t ≤ sin(1/x),
1− t if x �= 0, sin(1/x) < t < 1,
0 if t ≥ 1,
−1− t if x = 0, t ≤ −1,
0 if x = 0,−1 < t < 1.

This function satisfies all the hypotheses of Theorem 5.2, and clearly it is not contin-
uous. Moreover, it is differentiable outside a countably Hn-rectifiable set A, which is
not a locally finite union of regular manifolds.

Example 3 (Fuller phenomenon). Let us consider the system{
ẋ1 = x2,
ẋ2 = u,

with |u| ≤ 1, Ω = R×R
2, S = R×{0}, ψ ≡ 0, and L(t, x1, x2, u) = x2

1. This problem
is well known in the literature; see, for example, [22]. Every optimal trajectory is
composed by an infinite number of bang-bang arcs, while the time for reaching the
origin of R

2 is finite. There are two switching curves ζ+ and ζ− which separate R
2 into

two regions Z+ and Z−, where the optimal trajectory uses, respectively, the controls
u = +1 and u = −1; see Figure 3.2. The value function of this problem satisfies all
the hypotheses of Theorem 5.2.
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Fig. 3.2. Synthesis of Fuller phenomenon.

4. Some useful results. We start by recalling without proofs some classical
results about ODEs.

Proposition 4.1 (local existence and uniqueness). Assume (A-1)–(A-4). With
fixed u ∈ U and (t0, x0) ∈ Ω, there exist δ > 0 and a unique absolutely continuous
function x(·;u, t0, x0) : [t0, t0 + δ]→ R

n solution to (2.1).
Proposition 4.2 (continuous dependence on data). Assume (A-1)–(A-4). Let

(t0, x0) ∈ Ω, (t0, xn) ∈ Ω for every n ∈ N and u ∈ U , un ∈ U for every n ∈
N. Let us suppose that there exists a time T > t0 such that x(·;u, t0, x0) and
x(·;un, t0, xn) are defined in [t0, T ]. If xn → x0 and un → u in the strong topology of
Lp([t0, T ];U) as n → +∞, then x(·;un, t0, xn)→ x(·;u, t0, x0) uniformly in [t0, T ] as
n → +∞.

Now, we present two technical lemmas used to prove the theorems of the next
sections.

Lemma 4.3. Fix an element ω ∈ U , t′ < t′′ and x ∈ R
n with (t′′, x) ∈ Ω. Assume

that there exists W, an open neighborhood of x in R
n, such that ζy(·), the solution

to ζ̇y(t) = f(t, ζy(t), ω) with ζy(t′′) = y, is defined on [t′, t′′] for any y ∈ W and
(t, ζy(t)) ∈ Ω for all t ∈ [t′, t′′]. Let A be a countable Hn-rectifiable set. Then for a.e.
y ∈ W the set By := {t ∈ [t′, t′′] : (t, ζy(t)) ∈ A} is finite or countable.

This lemma is a slight generalization of a result proved in Theorem 2.14 of [19],
since here we consider the trajectory coupled with time.

Proof. We can write A = A1 ∪ A2, where A1 = ∪jMj and {Mj}j∈J is a finite
or countable family of connected submanifolds of R

n+1 of codimension dj > 0, and
Hn(A2) = 0. After replacing each Mj by a finite or countable family of open sub-

manifolds of Mj , we may assume that the Mj are embedded. Define W̃ :=]t′, t′′[×W,

and let Φ be the map W̃ � (t, y) �→ (t, ζy(t)) ∈ Ω. The Jacobian of Φ is

JΦ =



1 0 · · · · · · 0

b Vζ(t; t′, Id)


 ,(4.1)
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where b is the column vector f(t, ζy(t), ω) and Vζ(t; t′, Id) is the fundamental matrix
solution to the linear system

v̇(t) = −Dxf(t, ζ
y(−t+ t′ + t′′), w) · v(t)(4.2)

such that Vζ(t′; t′, Id) = Id. So the determinant of JΦ is equal to the determinant of

Vζ(t; t′, Id), which is equal to exp
∫ t
t′ tr(−Dxf(s, ζ

y(−s+ t′+ t′′), ω))ds, by Liouville’s
theorem (see [14]). In particular, det(JΦ) is strictly positive for any t ∈ [t′, t′′].
Moreover, by (A-4) tr(−Dxf) is bounded on compact sets and then there exist c > 0,
C > 0 such that 0 < c ≤ det(JΦ) ≤ C.

So Φ is a Lipschitz diffeomorphism. In particular, we have Hn(Φ−1(A2)) = 0.

Now for each j consider M̃j := Φ−1(Mj). It is an embedded submanifold of codi-

mension dj > 0. Let Π : W̃ → W be the canonical projection. Consider the

set Sj consisting of the points s ∈ M̃j such that Π|M̃j

is not regular. Thus, by

Sard’s theorem, Ln(Π(Sj)) = 0. Moreover, Hn(Π(Φ−1(A2))) = 0. So the set
B := Π(Φ−1(A2)) ∪ (

⋃
j Π(Sj)) has Lebesgue measure 0 in R

n.
Let y ∈ W \ B. Then (t, ζy(t)) �∈ A2 if t

′ < t < t′′. To obtain the thesis, it is
sufficient to show that, for each j, the set Ej = {t ∈]t′, t′′[: (t, ζy(t)) ∈ Mj} is at most
countable. Fix j and suppose t ∈ Ej . M̃j has codimension dj > 0, so the dimension νj
of M̃j is less than or equal to n. Since y �∈ B, the map dΠ(t, y) : T(t,y)M̃j → R

n is onto;

thus νj = n and dΠ(t, y) is injective. Obviously dΠ(t, y)( ∂∂t ) = 0, so ∂
∂t �∈ T(t,y)M̃j

and, consequently, (t̃, y) �∈ M̃j if 0 <
∣∣t̃− t

∣∣ ≤ ε for ε > 0 sufficiently small. Therefore,
t is an isolated point of Ej , and so the lemma is proved.

Lemma 4.4. Let g be a real valued function on a compact interval [a, b]. Assume
that there exists a finite or countable subset E of [a, b] with the following properties:

(i) lim infh↓0
g(x+h)−g(x)

h ≥ 0 for all x ∈ [a, b[\E,
(ii) lim infh↓0 g(x+ h) ≥ g(x) for all x ∈ [a, b[,
(iii) lim infh↓0 g(x− h) ≤ g(x) for all x ∈]a, b].

Then g(b) ≥ g(a).
For a proof of this, lemma, see [19, Lemma B.1].

5. Problem with finite time. We indicate with ∂Q the topological boundary
of an arbitrary Q ⊆ R × R

n. Before stating the theorem, we need the following
definition.

Definition 5.1. Suppose that we have a time-varying Lipschitz-continuous vector
field X on R

n and W : Ω→ R∪ {±∞}. We say that W has the no downward jumps
(NDJ) property along X if for any [a, b] � t �→ γ(t), solution to γ̇(t) = X(t, γ(t)) such
that (t, γ(t)) ∈ Ω for all t ∈ [a, b], we have lim infh↓0 W (t − h, γ(t − h)) ≤ W (t, γ(t))
whenever t ∈]a, b].

Theorem 5.2. Suppose (A-1)–(A-5) hold. Let Q ⊆ Ω be an open subset contain-
ing S. Let W : Q → R be a lower semicontinuous function such that the following
hold:

(i) W has the NDJ property along every time-varying vector field of the type
f(t, x, u) with u ∈ U fixed and for each t

ess–liminfy→xW (t, y) ≤ W (t, x).
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(ii) W ≤ ψ on S.
(iii) At every point (t, x) ∈ ∂Q one has

W (t, x) = sup
(s,y)∈Q

W (s, y).

(iv) There exists a countably Hn-rectifiable set A ⊆ Ω such that W is differen-
tiable on Q \A and satisfies

Ws(s, y) + inf
ω∈U

{Wy(s, y) · f(s, y, ω) + L(s, y, ω)} ≥ 0 on Q \A.

(v) L ≥ 0.
Then W ≤ V on Q. If Q = Ω, we can drop hypotheses (iii) and (v).

Proof. Suppose by contradiction that there exists (t0, x0)∈Q such thatW(t0, x0)>
V (t0, x0). In particular, V (t0, x0) < +∞. First, let us consider the case V (t0, x0) >
−∞. So we can find ε > 0, δ > 0 such that

V (t0, x0) ≤ W (t0, x0)− 2ε(5.1)

and, by the lower semicontinuity of W ,

|x− x0| < δ ⇒ W (t0, x) > V (t0, x0) + ε.(5.2)

We can find u∗ ∈ U such that x∗(·) := x(·;u∗, t0, x0) satisfies (T, x
∗(T )) ∈ S and

∫ T

t0

L(s, x∗(s), u∗(s))ds+ ψ(T, x∗(T )) ≤ V (t0, x0) +
ε

2
.(5.3)

Moreover, for every l ∈ N there exists ul ∈ U such that ‖ul − u∗‖Lp([t0,T ]) ≤ 1
l , and

ul is piecewise constant and left continuous. By [7, Theorem IV.9], there exist a
subsequence of (ul)l, denoted again by (ul)l, and a function h ∈ Lp([t0, T ]) such that
|ul| ≤ h a.e. and ul converges to u∗ a.e. as l → +∞. Hence, if we denote by xl(·) the
trajectory x(·;ul, T, x∗(T )), for l sufficiently big we have (see Proposition 4.2)

|xl(t)− x∗(t)| < δ

2
∀t ∈ [t0, T ](5.4)

and ∣∣∣∣∣
∫ T

t0

[L(s, xl(s), ul(s))− L(s, x∗(s), u∗(s))]ds

∣∣∣∣∣ ≤ ε

2
.(5.5)

Fix l such that (5.4) and (5.5) hold and an interval ]t′, t′′] such that ul(t) ≡ ω on ]t′, t′′].
Suppose that (t, xl(t)) ∈ Q for all t ∈ [t′, t′′]. Let ζy(t) be the trajectory associated
to the constant control ω such that ζy(t′′) = y. By the fact that d(∂Q, {(t, xl(t)) :
t ∈ [t′, t′′]}) > 0, we can find an open neighborhood W of xl(t

′′) in R
n such that

(t′′, y) ∈ Q for all y ∈ W and {(t, ζy(t)) : t ∈ [t′, t′′]} ⊆ Q for all y ∈ W. By Lemma
4.3, we have that for a.e. y ∈ W the set By := {t ∈ [t′, t′′] : (t, ζy(t)) ∈ A} is at most
countable.
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Therefore, since for every fixed t ess–liminfy→xW (t, y) ≤ W (t, x), then for every
δj → 0, δj > 0 there exists a sequence (ylj)j ∈ N such that ylj → xl(t

′′), W (t′′, ylj) ≤
W (t′′, xl(t′′)) + δj , and Bylj is at most countable. Consider the following function
defined on [t′, t′′]:

ϕl
j(t) :=W (t, ζy

l
j (t)) +

∫ t

t′
L(s, ζy

l
j (s), ω)ds.

By the choice of ylj and the hypotheses (iv), ϕ
l
j is differentiable a.e. with a nonnegative

derivative. By the lower semicontinuity of W and the NDJ condition, it follows that
ϕl
j verifies the hypotheses of Lemma 4.4 and so ϕl

j(t
′) ≤ ϕl

j(t
′′). Thus

W (t′, ζy
l
j (t′)) ≤ W (t′′, ζy

l
j (t′′)) +

∫ t′′

t′
L(s, ζy

l
j (s), ω)ds.(5.6)

Now, using the fact that ζy
l
j (t′′) = ylj , we obtain

W (t′, ζy
l
j (t′)) ≤ W (t′′, ylj) +

∫ t′′

t′
L(s, ζy

l
j (s), ω)ds

≤ W (t′′, xl(t′′)) + δj +

∫ t′′

t′
L(s, ζy

l
j (s), ω)ds.(5.7)

By Proposition 4.2, ζy
l
j (·)→ xl(·) as j → +∞, and so by the Lebesgue theorem and

the lower semicontinuity of W , passing to the limit as j → +∞, we obtain

W (t′, xl(t′)) ≤ W (t′′, xl(t′′)) +
∫ t′′

t′
L(s, xl(s), ω)ds.(5.8)

First consider the case {(t, xl(t)) : t ∈ [t0, T ]} ⊆ Q. Summing (5.8) over each interval
on which ul is constant, we have

W (t0, xl(t0)) ≤ W (T, xl(T )) +

∫ T

t0

L(s, xl(s), ul(s))ds.(5.9)

Now, xl(T ) = x∗(T ) by definition, and so, using (5.2)–(5.5) and (ii),

W (t0, xl(t0)) ≤ W (T, x∗(T )) +
∫ T

t0

L(s, xl(s), ul(s))ds

≤ ψ(T, x∗(T )) +
∫ T

t0

L(s, xl(s), ul(s))ds

≤ V (t0, x0) +
ε

2
−
∫ T

t0

L(s, x∗(s), u∗(s))ds

+

∫ T

t0

L(s, xl(s), ul(s))ds

≤ V (t0, x0) + ε < W (t0, xl(t0)).

This is a contradiction.
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Suppose now {(t, xl(t)) : t ∈ [t0, T ]} �⊆ Q. Define

τ̂ := inf {t ≤ T : (s, xl(s)) ∈ Q ∀s ∈ [t, T ]} .(5.10)

In particular, (τ̂ , xl(τ̂)) ∈ ∂Q. Using the same argument to pass from (5.8) to (5.9),
we obtain that for every τ > τ̂

W (τ, xl(τ)) ≤ W (T, x∗(T )) +
∫ T

τ

L(s, xl(s), ul(s))ds,(5.11)

and so, using (ii) and (5.3),

W (τ, xl(τ)) ≤ ψ(T, x∗(T )) +
∫ T

τ

L(s, xl(s), ul(s))ds

≤ V (t0, x0) +
ε

2
−
∫ T

t0

L(s, x∗(s), u∗(s))ds

+

∫ T

τ

L(s, xl(s), ul(s))ds.(5.12)

Using (5.1), (5.5), and (v), we obtain for all τ > τ̂

W (τ, xl(τ)) ≤ V (t0, x0) + ε ≤ W (t0, x0)− ε.(5.13)

Passing to the liminf as τ → τ̂ and using the lower semicontinuity of W , we conclude

W (τ̂ , xl(τ̂)) ≤ W (t0, x0)− ε,(5.14)

and so by (iii)

W (t0, x0) ≤ sup
(t,x)∈Q

W (t, x) ≤ W (t0, x0)− ε,(5.15)

which is a contradiction.
Now, we have to treat the case V (t0, x0) = −∞. Since W (t0, x0) > −∞ and W

is lower semicontinuous, we may find two constants M > 1 and δ > 0 such that

W (t0, x) > −M

for every x so that |x− x0| < δ. Moreover, we can find u∗ ∈ U such that x∗(·) :=
x(·;u∗, t0, x0) satisfies (T, x

∗(T )) ∈ S and

∫ T

t0

L(s, x∗(s), u∗(s))ds+ ψ(T, x∗(T )) ≤ −2M.

With the same arguments in the first part of the proof, we may find a control ul ∈ U
piecewise constant and left continuous such that, if we denote by xl(·) the trajectory
x(·;ul, T, x∗(T )),

|xl(t)− x∗(t)| < δ

2
∀t ∈ [t0, T ]
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and ∣∣∣∣∣
∫ T

t0

[L(s, xl(s), ul(s))− L(s, x∗(s), u∗(s))]ds

∣∣∣∣∣ ≤ 1.

Repeating the same calculations as before, we obtain that

−M ≤ W (T, x∗(T )) +
∫ T

t0

L(s, xl(s), ul(s))ds

≤ ψ(T, x∗(T )) +
∫ T

t0

L(s, x∗(s), u∗(s))ds+ 1

≤ −2M + 1,

which gives M ≤ 1, a contradiction.
This concludes the proof of the theorem.
Corollary 5.3. Let us suppose thatW satisfies all the hypotheses of the previous

theorem. If, moreover, W ≥ V , then W = V .
Remark 1. If W is produced by a synthesis procedure, the inequality W ≥ V

always holds, and so ifW satisfies all the hypotheses of Theorem 5.2, thenW coincides
with the value function.

Using the same techniques as those of the previous theorem, we can prove a
corollary for value functions generated by approximated syntheses and give a bound
of the error thus produced.

Corollary 5.4. Suppose (A-1)–(A-5) hold. Let Q ⊆ Ω be an open subset
containing S. Let W : Q → R be a lower semicontinuous function verifying the NDJ
property along every time-varying vector field of the type f(t, x, u) with u ∈ U fixed.
Moreover, we assume that, for each t, ess–liminfy→xW (t, y) ≤ W (t, x) and that there
exist ε > 0 and g ∈ L1(R), g ≥ 0, such that the following hold:

(i) W ≤ ψ + ε on S.
(ii) At every point (t, x) ∈ ∂Q one has

W (t, x) = sup
(s,y)∈Q

W (s, y).

(iii) There exists a countably Hn-rectifiable set A ⊆ Ω such that W is differen-
tiable on Q \A and satisfies

Ws(s, y) + inf
ω∈U

{Wy(s, y) · f(s, y, ω) + L(s, y, ω)} ≥ −εg(s) on Q \A.

(iv) L ≥ −εg.
Then W ≤ V + ε(1 + ‖g‖1) on Q.

Proof. Note that L(t, x, u) + εg(t) ≥ 0, and so

W (t0, x0) ≤ inf
u∈U

(T,x(T ;u,t0,x0))∈S

{∫ T

t0

L(s, x(s;u, t0, x0), u(s))ds+ψ(T, x(T ;u, t0, x0))

}

≤ V (t0, x0) + ε(1 + ‖g‖L1).

Remark 2. Notice that the value function of an optimal control problem has
the NDJ property along every possible direction as a consequence of the dynamic
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programming principle. Indeed, for every (t, y) ∈ Ω \ S and for every admissible
control u ∈ U (in particular, for every control ωχI , where ω ∈ U and I is a bounded
interval), the function

h �→
∫ t+h

t

L(s, x(s;u, t, y), u(s))ds+ V (t+ h, x(t+ h;u, t, y))

is nondecreasing for h ∈ [0, δ] and δ small enough.
Instead, the hypothesis

ess–liminfy→xW (t, y) ≤ W (t, x)

for each t fixed says that for every ε > 0 there exists a subset V ⊆ {y ∈ R
n : |y − x| ≤

ε} of strictly positive Lebesgue measure such that
inf
y∈V

W (t, y) ≤ W (t, x).

So, if we consider a set V1 ⊆ R
n of zero Lebesgue measure with x as a cluster point,

the set V \ V1 has a strictly positive Lebesgue measure. In the proof of Theorem 5.2,
this fact is used to avoid the points y for which By is not countable. Moreover, this
hypothesis, coupled with the lower semicontinuity of W , gives the following:

• For each t,

W (t, x) = lim inf
y→x

W (t, y) = ess–liminfy→xW (t, y).

Remark 3. Hypothesis (iii) of Theorem 5.2 says that, in the case Q �= Ω, the
boundary ofQmust be a level set of the functionW . We can relax the same hypothesis
in the following way:

• At every point (t, x) ∈ ∂Q one has

lim inf
τ→t,y→x
(τ,y)∈Q

W (τ, y) ≥ sup
(s,y)∈Q

W (s, y).

Thus the conclusion of the theorem remains valid. Moreover, if we define with R(t, x)
the set of points reachable with an admissible control from (t, x), the previous condi-
tion can be replaced by

inf
(s,y)∈R(t,x)∩∂Q

W (s, y) ≥ W (t, x),

and the conclusion still holds.
The hypothesis of the positiveness of L is almost optimal as the next example

shows. However, the Lagrangian L may be negative on some region if trajectories
cannot stay for too long in such a region, and one can relax the assumption (v) as
shown in Remark 4.

Example 4. Consider the system ẋ = u, U = [−1, 1] and U = L1(R;U), Ω = R
2,

S = R × {0}, Q = R×] − 1, 1[ with the Lagrangian L(t, x, u) = u2 + x4 − 6x3 + 7x2

(see Figure 5.1) and ψ ≡ 0 on S. Since the Lagrangian is negative in a region where
the system can stay for an arbitrary interval of times, clearly the value function for
this problem is equal to −∞. If W ≡ C on Q with C a negative constant, then W
verifies all the hypotheses of the Theorem 5.2 but (v). In fact (i), (ii), and (iii) are
obvious, while (iv) holds because L is positive on Q and W is differentiable on Q. So
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L(x,0)

x

Fig. 5.1. L(x, 0) of Example 4.

there exist infinitely many functions W defined on Q verifying all the hypotheses of
Theorem 5.2 except (v), which are not lower than or equal to the value function V .

Remark 4. If one wants to eliminate hypothesis (v) from the previous theorem,
one may assume one of the following conditions:

(a) Fix ε > 0 and (t̄, x̄) ∈ Q. We call xε : [t̄, T ] → R
n an ε–quasi-optimal

trajectory (ε–q.o.t.) for (t̄, x̄) if
(a.1) ∃uε ∈ U such that ẋε(s) = f(s, xε(s), uε(s)) for a.e. s ∈ [t̄, T ],
(a.2) xε(t̄) = x̄,
(a.3) (T, xε(T )) ∈ S,

(a.4) V (t̄, x̄) + ε ≥ ∫ T
t̄
L(s, xε(s), uε(s))ds+ ψ(T, xε(T )).

Now define Q1 as the set of points (t̄, x̄) ∈ Q such that, for every ε > 0, there exists xε,
an ε–q.o.t. for (t̄, x̄), satisfying (s, xε(s)) ∈ Q for any s ∈ [t̄, T ]. What we need is that
L ≥ 0 in Ω\Q1. In fact, under this assumption, we may suppose that (s, x(s)) ∈ Ω\Q1

for every s ∈ [t0, τ̂ [, where x is the trajectory defined in the proof of Theorem 5.2

and the time τ̂ is defined in (5.10). So the integral
∫ τ̂
t0
L(s, x(s), u(s))ds is positive.

Otherwise, we can assume Q1 = Q.
(b) We can also use a hypothesis similar to one given in [15, 16]. For any (t̄, x̄) ∈

Ω and u ∈ U , let xt̄,x̄(·;u) := x(·;u, t̄, x̄) be the solution to (2.1) associated to the
control u. Consider the set P consisting of those points (t̄, x̄) of Q such that∫ T

t̄

L(s, xt̄,x̄(s;u), u(s))ds ≥ 0 ∀T > t, ∀u ∈ U .

We have to suppose that, if (t̄, x̄) ∈ Q \ [P ∪ S], there exist a bounded and open set
B, (t̄, x̄) ∈ B ⊆ Q, B ∩S = ∅, so that ∂B ⊆ Q, and a positive number M strictly less
than

inf
u∈U

{
T > 0 : d((t̄+ T, xt̄,x̄(t̄+ T ;u)), ∂B) ≤ d((t̄, x̄), ∂B)/2

}
such that, for all u ∈ U , (M + t̄, xt̄,x̄(M + t̄;u)) ∈ Q ∩ P and

∫ t̄+M

t̄

L(s, xt̄,x̄(s), u(s))ds ≥ 0,
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and this allows us to conclude the proof of Theorem 5.2 without using L ≥ 0 on the
whole space.

Example 5. Consider the system ẋ = u, U = [−1, 1], U = L1(R;U), Ω = R
+ ×R,

S = R
+ × {0}, Q = R

+×]− 1, 1[, ψ = 0 on S and the Lagrangian defined by

L(t, x, u) :=




u2 + x2 if x ≤ 1,
(u2 + 1)(2− x) + (x− 1)(u2 + Ct) if 1 < x < 2,
u2 + x2 − 6x+ 8 + Ct if x ≥ 2.

It is clear that this Lagrangian, for C sufficiently big, satisfies the conditions (a) and
(b) of the previous remark, even if it is not positive outside Q.

Remark 5. We can relax hypotheses (iii) and (v) with the following:
(iii’) the boundary ∂Q is a level set of W ;
(v’) L ≥ 0 on Ω \Q.

With these hypotheses, we can obtain an inequality of type (5.8) for each interval
where the couple time-trajectory is in Q, and then, using (iii’), (v’), the lower semi-
continuity of W , and the NDJ property, we can obtain (5.9).

6. Problem with infinite time. In this section we consider the control system
(2.1) and assume that (A-1)–(A-5) hold with 0 ≤ CR ≤ C for some C > 0 and every
R > 0. Moreover, we suppose that the target S is a closed subset of R × R

n which
satisfies the following structural property:

(∗) For any T > 0, there exists (t, x) ∈ S with t ≥ T .
Let S1 be an open neighborhood of S contained in Ω. Assume that the final cost ψ
is defined on S1 and, if d((t, x(t;u, t0, x0)), S) → 0 as t → +∞, then the trajectory
x(·;u, t0, x0) is definitively in S1; that is,
(∗∗) ∃T > t such that (s, x(s;u, t0, x0)) ∈ S1 for all s ≥ T .

Define the value function

V (t0, x0) := inf
u∈U

d((t,x(t;u,t0,x0)),S)→0
as t→+∞

{∫ +∞

t0

L(s, x(s;u, t0, x0), u(s))ds+lim sup
t→+∞

ψ(t, x(t;u, t0, x0))

}
.

(6.1)

In other words, we consider only the trajectories that approach the target S in infinite
time. Notice that this condition does not imply that (T, x(T )) �∈ S for any T ≥ t0.

Remark 6. The introduction of an open neighborhood of the target S is due to a
technical reason and precisely to the fact that it is necessary to compare the candidate
value function to the final cost near the target. Notice that in the following theorem
the set Q must contain S1. For example we consider Ω = R

+ × R, S = R
+ × {0},

Q = {(t, x) : t > 0, x < 1/t}, and S1 = {(t, x) : t > 0, x < 3/t}. If (t, 2/t) with t > 0
is a trajectory, then it is definitely in S1, but it is never in Q.

Theorem 6.1. Let Q ⊆ Ω be an open subset containing S1. Let W : Q → R be
a lower semicontinuous function such that the following hold:

(i) W has the NDJ property along every time-varying vector field of the type
f(t, x, u) with u ∈ U fixed, and for each t,

ess–liminfy→xW (t, y) ≤ W (t, x).

(ii) W ≤ ψ on S1.
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(iii) At every point (t, x) ∈ ∂Q one has

W (t, x) = sup
(s,y)∈Q

W (s, y).

(iv) There exists a countable Hn-rectifiable set A ⊆ Ω such that W is differen-
tiable in Q \A and satisfies

Ws(s, y) + inf
ω∈U

{Wy(s, y) · f(s, y, ω) + L(s, y, ω)} ≥ 0 in Q \A.

(v) L ≥ 0.
Then W ≤ V on Q. If Q = Ω, we can drop hypotheses (iii) and (v).

Proof. Suppose by contradiction that there exists (t0, x0)∈Q such thatW(t0, x0)>
V (t0, x0). In particular, V (t0, x0) < +∞. First, let us consider the case V (t0, x0) >
−∞. As in the first part of the proof of Theorem 5.2, we can find ε > 0 and δ > 0
such that the following hold:

V (t0, x0) ≤ W (t0, x0)− 2ε,(6.2)

|x− x0| < δ ⇒ W (t0, x) > V (t0, x0) +
3ε

2
.(6.3)

We can choose u∗ ∈ U , with the property that the trajectory (t, x∗(t)) approaches the
target when t → +∞, such that∫ +∞

t0

L(s, x∗(s), u∗(s))ds+ lim sup
t→+∞

ψ(t, x∗(t)) ≤ V (t0, x0) +
ε

2
,(6.4)

where x∗(·) is the trajectory corresponding to the control u∗ such that x∗(t0)= x0.
Consider, now, a strictly increasing sequence of times Tj > t0 converging to +∞.

We may suppose that (t, x∗(t)) ∈ Q for every t ≥ T1. Fix j ∈ N. For every l ∈ N, there
exists ulj ∈ U piecewise constant and left continuous such that ‖ulj−u∗‖Lp([t0,Tj ]) ≤ 1

l .

So, by [7, Theorem IV.9], we can extract a subsequence of (ulj)l, denoted again with

(ulj)l, and we can find a function hj ∈ Lp([t0, Tj ]) such that |ulj | ≤ hj a.e. for every

l ∈ N and ulj → u∗ for a.e. t ∈ [t0, Tj ] as l → +∞. Thus, denoting with xlj(·) the
trajectory x(·;ulj , Tj , x∗(Tj)), for l sufficiently big we have (see Proposition 4.2)

∣∣xlj(t)− x∗(t)
∣∣ ≤ δ

2
∀t ∈ [t0, Tj ](6.5)

and then ∣∣∣∣∣
∫ Tj

t0

[
L(s, xlj(s), u

l
j(s))− L(s, x∗(s), u∗(s))

]
ds

∣∣∣∣∣ ≤ ε

2
.(6.6)

Now, fix l ∈ N such that (6.5) and (6.6) hold. First, let us suppose that {(t, xlj(t)) :
t ∈ [t0, Tj ]} ⊆ Q. So, using Lemma 4.3, Lemma 4.4, the same arguments as in the
proof of Theorem 5.2, and (6.6), we conclude

W (t0, x
l
j(t0)) ≤ W (Tj , x

l
j(Tj)) +

∫ Tj

t0

L(s, xlj(s), u
l
j(s))ds

≤ W (Tj , x
∗(Tj)) +

∫ Tj

t0

L(s, x∗(s), u∗(s))ds+
ε

2
.
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Using (6.3) and (6.5), we have

V (t0, x0) +
3ε

2
< W (Tj , x

∗(Tj)) +
∫ Tj

t0

L(s, x∗(s), u∗(s))ds+
ε

2
.(6.7)

Now consider the other case and precisely {(t, xlj(t)) : t ∈ [t0, Tj ]} �⊆ Q. Define

τ lj := inf
{
t ≥ t0 : (s, x

l
j(s)) ∈ Q ∀s ∈ [t, Tj ]

}
.(6.8)

Given τ lj < t < Tj ,

W (t, xlj(t)) ≤ W (Tj , x
l
j(Tj)) +

∫ Tj

t

L(s, xlj(s), u
l
j(s))ds.(6.9)

Considering the fact that (t, xlj(t)) → (τ lj , x
l
j(τ

l
j)) as t → τ lj , (τ

l
j , x

l
j(τ

l
j)) ∈ ∂Q and

(iii), we obtain

W (t0, x0) ≤ W (Tj , x
∗(Tj)) +

∫ Tj

τ lj

L(s, xlj(s), u
l
j(s))ds.(6.10)

We can now use the hypothesis (v), (6.3), and (6.6) in order to have

V (t0, x0) +
3ε

2
< W (t0, x0)

≤ W (Tj , x
∗(Tj)) +

∫ Tj

t0

L(s, x∗(s), u∗(s))ds+
ε

2
.(6.11)

In all cases we have that, for every j ∈ N,

V (t0, x0) +
3ε

2
< W (Tj , x

∗(Tj)) +
∫ Tj

t0

L(s, x∗(s), u∗(s))ds+
ε

2
.(6.12)

So, applying the limsup as j → +∞, we get

V (t0, x0) +
3ε

2
≤ lim sup

j→+∞
W (Tj , x

∗(Tj)) +
∫ +∞

t0

L(s, x∗(s), u∗(s))ds+
ε

2

≤ lim sup
t→+∞

W (t, x∗(t)) +
∫ +∞

t0

L(s, x∗(s), u∗(s))ds+
ε

2
.

For t sufficiently big, (t, x∗(t)) ∈ S1, and so, using (ii) and (6.4),

V (t0, x0) +
3ε

2
≤ lim sup

t→+∞
ψ(t, x∗(t)) +

∫ +∞

t0

L(s, x∗(s), u∗(s))ds+
ε

2

≤ V (t0, x0) + ε,

which implies

V (t0, x0) ≤ V (t0, x0)− ε

2
,

which is a contradiction.
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It remains the case that V (t0, x0) = −∞. Since W (t0, x0) > −∞ and W is lower
semicontinuous, we may find two constants M > 1 and δ > 0 such that

W (t0, x) > −M

for every x so that |x− x0| < δ. Moreover, we can find u∗ ∈ U such that x∗(·) :=
x(·;u∗, t0, x0) approaches the target when t → +∞ and∫ +∞

t0

L(s, x∗(s), u∗(s))ds+ lim sup
t→+∞

ψ(t, x∗(t)) ≤ −2M.

Consider a strictly increasing sequence of times Tj > t0 converging to +∞ and repeat
the previous arguments in order to find a control ulj ∈ U piecewise constant, left

continuous, and such that, if xlj(·) := x(·;ulj , Tj , x∗(Tj)),

∣∣xlj(t)− x∗(t)
∣∣ ≤ δ

2
∀t ∈ [t0, Tj ]

and ∣∣∣∣∣
∫ Tj

t0

[L(s, xlj(s), u
l
j(s))− L(s, x∗(s), u∗(s))]ds

∣∣∣∣∣ ≤ 1.

Proceeding as before, we obtain that

−M ≤ W (Tj , x
∗(Tj)) +

∫ Tj

t0

L(s, xlj(s), u
l
j(s))ds

≤ W (Tj , x
∗(Tj)) +

∫ Tj

t0

L(s, x∗(s), u∗(s))ds+ 1

for every j ∈ N. Passing to the limit, we have

−M ≤ lim sup
j→+∞

W (Tj , x
∗(Tj)) +

∫ +∞

t0

L(s, x∗(s), u∗(s))ds+ 1

≤ lim sup
t→+∞

W (t, x∗(t)) +
∫ +∞

t0

L(s, x∗(s), u∗(s))ds+ 1

≤ lim sup
t→+∞

ψ(t, x∗(t)) +
∫ +∞

t0

L(s, x∗(s), u∗(s))ds+ 1

≤ −2M + 1,

which gives M ≤ 1, a contradiction.
So the theorem is proved.
Corollary 6.2. Let W satisfy all the hypotheses of the previous theorem and,

moreover, W ≥ V, where V is defined in (6.1). Then W coincides with the value
function.

Remark 7. In Theorem 6.1 the condition (ii) can be relaxed in the following way:

lim sup
t→+∞

W (t, x(t)) ≤ lim sup
t→+∞

ψ(t, x(t))

for every x(·) solution to (2.1) such that d((t, x(t)), S)→ 0 as t → +∞.



1640 MAURO GARAVELLO

So, if one wants to minimize a Lagrangian cost without final cost, the condition
becomes

lim sup
t→+∞

W (t, x(t)) ≤ 0

for every x(·) with the above property.
Remark 8. If we assume that there exists η > 0 such that S + B(0, η) ⊆ S1,

where B(0, η) is the ball in R
n+1 centered in 0 with radius η, then hypothesis (∗∗)

obviously holds. In fact, suppose d((t, x(t;u, t0, x0)), S)→ 0 as t → +∞. Then there
exists T > 0 such that d((s, x(s;u, t0, x0)), S) <

η
2 for all s ≥ T . So we can choose an

element (t(s), y(s)) ∈ S in order to have d((s, x(s;u, t0, x0)), (t(s), y(s))) <
η
2 for all

s ≥ T . So the points (s, x(s;u, t0, x0)) ∈ S +B(0, η) ⊆ S1 for every s ≥ T .
Remark 9. We obtain a generalization of Theorems 5.2 and 6.1 considering the

same problem (2.1) with assumptions (A-1)–(A-4), but we accept at the same time all
the trajectories that hit the target in finite time or that tend to the target in infinite
time. Obviously an analogous theorem to Theorems 5.2 and 6.1 holds.

Remark 10. Also, in this case we can substitute hypothesis (iii) of Theorem 6.1
in an analogous way as in Remark 3. Moreover, we can eliminate hypothesis (v) of
Theorem 6.1 in the same way as in Remark 4.

Appendix. Viscosity solutions and value functions. This appendix is
intended to recall the notion of viscosity sub- and supersolution and to state some
known properties of the value function. Proofs are analogous to those of [2].

Let Ω1 be an open subset of R × R
n. We need the following definitions.

Definition A.1. Let f : A → R be a function where A is an open subset of R
l for

some l ∈ N\{0}. The lower semicontinuous envelope f∗ and the upper semicontinuous
envelope f∗ of f are defined by

f∗(x) := lim
r→0+

inf {f(y) : y ∈ A, |y − x| ≤ r} ,
f∗(x) := lim

r→0+
sup {f(y) : y ∈ A, |y − x| ≤ r} .

Proposition A.2. The lower semicontinuous (resp., upper semicontinuous) en-
velope of a function f is a lower semicontinuous (resp., upper semicontinuous) func-
tion. More precisely, it is the greatest (resp., least) lower semicontinuous (resp.,
upper semicontinuous) function less than or equal to (resp., greater than or equal to)
f . Moreover, f is continuous if and only if f∗ = f∗.

Definition A.3. We say that a lower semicontinuous function V : Ω1 → R is a
viscosity supersolution to F (t, x,DtV,DxV ) = 0 in Ω1 if, for any ϕ ∈ C1(Ω1) and for
any (t0, x0) ∈ Ω1 point of local minimum for V − ϕ, one has

F ∗(t0, x0, Dtϕ(t0, x0), Dxϕ(t0, x0)) ≥ 0.

Definition A.4. We say that an upper semicontinuous function V : Ω1 → R is
a viscosity subsolution to F (t, x,DtV,DxV ) = 0 in Ω1 if, for any ϕ ∈ C1(Ω1) and for
any (t0, x0) ∈ Ω1 point of local maximum for V − ϕ, one has

F∗(t0, x0, Dtϕ(t0, x0), Dxϕ(t0, x0)) ≤ 0.

Definition A.5. We say that a function V : Ω1 → R is a viscosity solution to
F (t, x,DtV,DxV ) = 0 in Ω1 if V∗ is a viscosity supersolution and V ∗ is a viscosity
subsolution to the equation.
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Remark 11. Note that the notion of viscosity solution is not bilateral in the sense
that the sets of viscosity solutions to F = 0 and −F = 0 in general are different.

Let us consider the following hypotheses:
(H-1) The functions f and L are continuous in all the variables.
(H-2) U is a bounded set.
We have the following.
Proposition A.6. Let us assume (A-1)–(A-5) and (H-1)–(H-2). Then the value

function V defined in (2.4) satisfies the dynamic programming principle, that is,

V (t0, x0) = inf
u∈U

(T,x(T ;u,t0,x0))∈S

{∫ T1

t0

L(s, x(s;u, t0, x0), u(s))ds+V (T1, x(T1;u, t0, x0))

}

for every (t0, x0) ∈ Ω \ S and for every T1 less than the minimum time to reach the
target.

An analogous proposition holds for the value function V defined in (6.1).
Let us now state without proof the result that ensures that the value function is

a viscosity solution to an HJB equation.
Theorem A.7. Let us assume (A-1)–(A-5) and (H-1)–(H-2). Then the value

functions (2.4) and (6.1) are viscosity solutions of

−Vs(t, x)− inf
ω∈U

{f(t, x, ω) · Vy(t, x) + L(t, x, ω)} = 0 in Ω \ S.

Acknowledgments. The author wishes to thank Professor B. Piccoli for having
proposed to him the study of this problem and for his useful advice, and the referees
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BOUNDARY STABILIZATION FOR A HYBRID SYSTEM OF
VISCOELASTICITY∗
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Abstract. In this paper, we study the boundary feedback stabilization of a hybrid system that
is composed of a viscoelastic thin plate with one part of its edge clamped and the remaining free part
attached to a viscoelastic rigid body. By adopting the frequency domain method, we prove that the
boundary feedback controls together with the dissipation induced by the memory effect are strong
enough to secure the result of the exponential stability of energy. We also reach the result of the
exponential stability of the hybrid system on the domain with corners without any extra hypotheses
on the regularity of solutions.

Key words. hybrid system, viscoelasticity, C0 contraction semigroup, exponential stability,
nonsmooth domain
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1. Introduction. In recent years, much attention has been paid to the topic of
control and stabilization of hybrid (or coupled) systems, in which the dynamics of
systems are related to possible rigid bodies (see, e.g., [14, 23, 26, 28, 29, 31, 32, 33]
and references therein). However, little attention was paid to the hybrid systems of
special materials. In this paper, we consider a linear hybrid model that is composed of
a viscoelastic thin plate clamped on one part of its boundary and along the other free
part rimmed with a viscoelastic flange that has mass and bending moment inertia.
Mathematically speaking, the vibration u of the plate is described by a viscoelastic
plate equation with two dynamical viscoelastic boundary conditions:




u′′(t) + ∆2u(t) +

∫ ∞

0

D′(s)∆2u(t− s)ds = 0 in Ω,

u(t) = ∂νu(t) = 0 on Γ0,

J∂νu
′′(t) +B1u(t) +

∫ ∞

0

D′(s)B1u(t− s)ds = −∂νu′(t) on Γ1,

ρu′′(t)−B2u(t)−
∫ ∞

0

D′(s)B2u(t− s)ds = −u′(t) on Γ1,

u(0) = u0, u
′(0) = u1 in Ω,

u(−s) = θ(s), 0 < s <∞ in Ω,

(1.1)
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where B1, B2 denote the boundary operators associated with the plate equation:

B1u = ∆u+ (1− µ)

(
2ν1ν2

∂2u

∂x1∂x2
− ν2

1

∂2u

∂x2
2

− ν2
2

∂2u

∂x2
1

)
,

B2u = ∂ν∆u+ (1− µ)∂τ

[(
ν2
1 − ν2

2

) ∂2u

∂x1∂x2
+ ν1ν2

(
∂2u

∂x2
2

− ∂2u

∂x2
1

)]
.

ν = (ν1, ν2) is the unit outer normal vector and τ = (−ν2, ν1) is the unit tangent
vector. Ω ⊂ R2 is a bounded open domain with smooth or nonsmooth boundary
Γ = Γ0

⋃
Γ1. 0 < µ < 1

2 is the Poisson ratio of elasticity, ρ > 0 is the linear boundary
density, and J > 0 is the bending moment of inertia per unit length of the boundary.
D(·) denotes the relaxation function. θ is the specified “history,” and u0, u1 are
initial data. −∂νu′(t) and −u′(t) are the boundary feedback controls applied on the
free boundary part Γ1.

As far as the wave equation with viscoelastic damping is considered, Dafermos
first proved that the energy of the system tends to zero asymptotically under the
Dirichlet boundary conditions [6, 7]. Day [8] obtained an explicit rate at which the
energy decays to zero. Desch and Miller [9, 10] and Hannsgen and Wheeler [15] pro-
vided the results on the exponential stability. Fabiano and Lazzari [11] investigated
the three-dimensional viscoelastic system and obtained the result on the exponen-
tial stability. In [25] (or [27]), the authors introduced an abstract frame to study
the viscoelastic system and obtained a spectrum determined growth rate property.
Lagnese [18] proved the exponential stability of the viscoelastic Kirchhoff plate. In
this paper, we will show that the feedback controls −∂νu′(t) and −u′(t)(noncompact)
just applied on the rimmed part of the boundary of the plate are sufficient to pro-
vide the uniformly exponential energy decay of the viscoelastic model on smooth and
nonsmooth domains.

A common way to prove the exponential stability for the mechanical systems was
given by Huang in [16] (or lately, Weiss in [34]). If T (t) is a bounded C0 semigroup
with generator A, and if the resolvent of A is bounded on the imaginary axis, then
T (t) is exponentially stable. Such a frequency domain method was used in [32], where
an explicit representation of the resolvent operator is needed, as well as in [4], where
it is combined with the energy multiplier technique [17, 18] and where the “geometric
conditions” are necessary. In this paper, we adopt the indirect contradiction argument
of the frequency domain method to avoid the requirement for any explicit knowledge
of the resolvent of A. Moreover, due to the dissipation induced by the memory effect,
our approach enables us to get the desired exponential stability of the system (1.1)
on smooth or nonsmooth domains even if dispensing all geometric restrictions that
are routinely imposed when the multiplier technique is adopted.

In the special case of domain with corners, one of the major differences between
this and the case of smooth domain in studying the stabilization problem is that
additional energy terms are contributed by the twisting moment at corner points,
and, consequently, extra feedback controls are required to treat the “corner effects”
[3, 4]. Another difference is that the solutions lose regularity because of the presence
of corners [2, 13]. Then neither the energy multipliers technique, which needs the
high regularity of solutions, nor the microlocal analysis method [1, 20], which could
be used only on the domain with sufficiently smooth boundary, can be applied in this
situation. We introduce several proper spaces and operators to skip this difficulty, and
the result of exponential stability of system (1.1) on the nonsmooth domain could be
achieved through the frequency domain method.
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In the next section, we introduce the viscoelastic hybrid system on the domain
with sufficiently smooth boundary and prove the well-posedness through the classical
semigroup theory. In section 3, we derive the uniformly exponential decay of energy of
system (1.1) on the domain with sufficiently smooth boundary. In section 4, domain
with corners is considered. By introducing proper pointwise constraints on the corner
points, we get the well-posedness and the exponential stability of the system.

2. The well-posedness. In this section, we deal with the system (1.1) described
above when the boundary of domain Ω is sufficiently smooth. Assume Γ is C2-smooth
and its partition satisfies Γ0

⋂
Γ1 = ∅, the clamped part Γ0 is not empty and has

positive boundary measure, and the rimmed part Γ1 is relatively open in Γ. Let the
relaxation function D(·) satisfy the following basic conditions:

(H1) D(t) ∈ C2[0,∞).
(H2) D(t) > 0, D′(t) < 0, D′′(t) ≥ 0.
(H3) D∞ > 0.
Condition (H2) means that the memory is strictly decreasing, the rate of the loss

of the memory is increasing, and D∞
.
= D(∞), D′

∞
.
= D′(∞) exist, D∞ ≥ 0, D′

∞ = 0.
(H3) implies that the material is viscoelastic solid. We shall suppose that D(0) = 1
without affecting the result.

We rewrite system (1.1) as follows:




u′′(t) +D∞∆2u(t) +

∫ ∞

0

D′(s)∆2w(t, s)ds = 0 in Ω,

w(t, s) = u(t− s)− u(t), 0 < s <∞, in Ω,

u(t) = ∂νu(t) = 0 on Γ0,

J∂νu
′′(t) +D∞B1u(t) +

∫ ∞

0

D′(s)B1w(t, s)ds = −∂νu′(t) on Γ1,

ρu′′(t)−D∞B2u(t)−
∫ ∞

0

D′(s)B2w(t, s)ds = −u′(t) on Γ1,

u(0) = u0, u′(0) = u1 in Ω,

w(0, s) = θ(s)− u0, 0 < s <∞, in Ω.

(2.1)

Define the associated energy of (2.1) as

E(t)
.
=

1

2

[
D∞a(u(t)) +

∫
Ω

|u′(t)|2dx+

∫ ∞

0

|D′(s)|a(u(t− s)

−u(t))ds+

∫
Γ1

(J |∂νu′(t)|2 + ρ|u′(t)|2)dΓ
]
,

(2.2)

where a(u) = a(u, u), and a(u, v) is the following sesquilinear form:

a(u, v) =

∫
Ω

[
∂2u

∂x2
1

∂2v

∂x2
1

+
∂2u

∂x2
2

∂2v

∂x2
2

+ µ

(
∂2u

∂x2
1

∂2v

∂x2
2

+
∂2u

∂x2
2

∂2v

∂x2
1

)

+ 2(1− µ)
∂2u

∂x1∂x2

∂2v

∂x1∂x2

]
dx.
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A straightforward calculation gives that

d

dt
E(t) = −1

2

∫ ∞

0

D′′(s)a(u(t− s)− u(t))ds−
∫

Γ1

(|u′(t)|2 + |∂νu′(t)|2)dΓ ≤ 0.

Therefore, the energy of the system (2.1) decreases on [0,∞).
We at first formulate system (2.1) as a first-order evolution equation on a certain

Hilbert space. Set

V m = {u ∈ Hm(Ω) : u|Γ0
= ∂νu|Γ0

= 0}, m ≥ 2 is an integer.

When m = 2, we define the equivalent norm on V 2 as

‖u‖V 2 = [D∞a(u)]
1
2 .

It is clear that a(u, v) is well-posed on V 2 since Γ0 is nonempty and has positive
boundary measure. Let the “history space” L2([0,∞), |D′|, V 2) consist of V 2-valued
functions w(·) on [0,∞) for which

‖w(·)‖L2([0,∞),|D′|,V 2) =

[∫ ∞

0

|D′(s)|a(w(s))ds
] 1

2

<∞.

Set the Hilbert space

H = V 2 × L2(Ω)× L2([0,∞), |D′|, V 2)× L2
J(Γ1)× L2

ρ(Γ1)

with the energy norm

‖(u, v, w(·), ξ, η)‖H = [‖u‖2V 2 + ‖v‖2L2(Ω) + ‖w(·)‖2L2([0,∞),|D′|,V 2)

+ ‖ξ‖2
L2
J
(Γ1)

+ ‖η‖2L2
ρ(Γ1)

]
1
2 ,

where ‖ξ‖2
L2
J
(Γ1)

= J
∫
Γ1
|ξ|2dΓ, and ‖η‖2L2

ρ(Γ1)
= ρ

∫
Γ1
|η|2dΓ.

For further analysis, the following integration-by-parts formula is needed:∫
Ω

∆2uvdx = a(u, v) +

∫
Γ1

B2uvdΓ−
∫

Γ1

B1u∂νvdΓ ∀u ∈W, v ∈ V 2,(2.3)

where

W = {u ∈ V 2 : ∆2u ∈ L2(Ω), B1u,B2u ∈ L2(Γ1)}.

Now we define an unbounded linear operator A on H as

D(A) = {z = (u, v, w(·), ξ, η) ∈ H : D∞u+ Lw(·) ∈W, v ∈ V 2,

w(·) ∈ C1([0,∞), |D′|, V 2), w(0) = 0, ξ = ∂νv|Γ1 , η = v|Γ1},

A(u, v, w(·), ξ, η) =
(
v,−D∞∆2u−∆2Lw(·),− ∂

∂s
w(·)− v,− 1

J
(D∞B1u

+ B1Lw(·) + ξ),
1

ρ
(D∞B2u+B2Lw(·)− η)

)
,
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where

C1([0,∞), |D′|, V 2) =

{
w(·) ∈ L2([0,∞), |D′|, V 2) :

∂

∂s
w(·) ∈ L2([0,∞), |D′|, V 2)

}
,

and the operator L is

L : L2([0,∞), |D′|, V m)→ V m, Lw(·) =
∫ ∞

0

D′(s)w(s)ds.

Let z(t) = (u(t), u′(t), u(t− s)− u(t), ∂νu
′(t)|Γ1

, u′(t)|Γ1
). Then the system (2.1) can

be formulated as

z′(t) = Az(t), z(0) = z0 ∈ H.(2.4)

Theorem 2.1. Assume that the relaxation function D(·) satisfies (H1), (H2),
and (H3). Then the operator A generates a C0 contraction semigroup etA on H.

Proof. For z = (u, v, w(·), ξ, η) ∈ D(A), we have

�e(Az, z)H

= −1

2

∫ ∞

0

D′′(s)a(w(s))ds−
∫

Γ1

(|∂νv|2 + |v|2)dΓ ≤ 0.
(2.5)

Thus, A is dissipative. On the other hand, for any f = (f1, f2, f3(·), f4, f5) ∈ H, solve
the equation

(I −A)z = f, z = (u, v, w(·), ξ, η) ∈ D(A).(2.6)

This implies 


u− v = f1,

v +D∞∆2u+∆2Lw(·) = f2,

∂

∂s
w(s) + v + w(s) = f3(s),

(J + 1)ξ +D∞B1u+B1Lw(·) = Jf4,

(ρ+ 1)η −D∞B2u−B2Lw(·) = ρf5.

Eliminating v and using ξ = ∂νv|Γ1, η = v|Γ1, we obtain

u+D∞∆2u+∆2Lw(·) = f1 + f2,(2.7)

w(s) = −(1− e−s)(u− f1) +

∫ s

0

eσ−sf3(σ)dσ,(2.8)

(J + 1)∂νu+D∞B1u+B1Lw(·) = Jf4 + (J + 1)∂νf1,(2.9)

(ρ+ 1)u−D∞B2u−B2Lw(·) = ρf5 + (ρ+ 1)f1.(2.10)

It follows from (2.8) that

Lw(·) =
∫ ∞

0

D′(s)w(s)ds = X(u− f1) + Y,

where

X =

∫ ∞

0

D′(s)(e−s − 1)ds = −D∞ +

∫ ∞

0

D(s)e−sds
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and

Y =

∫ ∞

0

∫ s

0

D′(s)eσ−sf3(σ)dσds.

Using the formula (2.3), we deduce that (2.7) and (2.9)–(2.10) are equivalent to the
following equality:

∫
Ω

uφdx+ (D∞ +X)a(u, φ) + (J + 1)

∫
Γ1

∂νu∂νφdΓ

+ (ρ+ 1)

∫
Γ1

uφdΓ =

∫
Ω

(f1 + f2)φdx+ a(Xf1 − Y, φ)

+

∫
Γ1

[(Jf4 + (J + 1)∂νf1)∂νφ+ (ρf5 + (ρ+ 1)f1)φ]dΓ ∀φ ∈ V 2.

(2.11)

Due to the Lax–Milgram theorem, (2.11) admits a unique solution u ∈ V 2 for any
given f ∈ H. Therefore, it follows from (2.7)–(2.10) that the range of I −A is H. By
Theorem 4.6 in [30], we have D(A) = H. The generation of C0 contraction semigroup
now follows from the Lumer–Phillips theorem.

Now the following well-posedness result is obvious.
Corollary 2.2. Suppose that the relaxation function D(·) satisfies hypotheses

(H1), (H2), and (H3). Then we have the following:
(i) For any initial value z0 ∈ H, system (2.1) has a unique mild solution satis-

fying

z(t) = (u(t), u′(t), u(t− s)− u(t), ∂νu
′(t)|Γ1

, u′(t)|Γ1) ∈ C([0,∞), H).

Moreover,

‖z(t)‖H ≤ ‖z0‖H ∀t ≥ 0.

(ii) For any initial value z0 ∈ D(A), system (2.1) has a unique classical solution
satisfying

z(t) ∈ C1([0,∞), H)
⋂

C([0,∞), D(A)).

3. Exponential stability. We first recall Huang’s frequency domain theorem
[16].

Lemma 3.1. Let etA be a C0 semigroup in Hilbert space H, and there exists a
position constant number M such that ‖etA‖ ≤ M(t ≥ 0). Then etA is exponentially
stable if and only if {λ ∈ C : �eλ = 0} ⊂ ρ(A) and sup{‖(λ − A)−1‖H : �eλ =
0} <∞.

We will use the following properties of the relaxation function.
Lemma 3.2. Assume that the function D(·) satisfies (H1)–(H3). Then for any

ε > 0, there exists a constant δ > 0 such that

inf
{β∈R : |β|≥ε>0}

∫ ∞

0

|D′(s)||e−iβs − 1|2ds ≥ δ.(3.1)
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Proof. Through direct computation, we have

Π(β)
.
=

∫ ∞

0

|D′(s)||e−iβs − 1|2ds

= 2

∫ ∞

0

|D′(s)|(1− cosβs)ds

= 2

∫ ∞

0

|D′(s)|ds−
∫ ∞

0

|D′(s)|(e−iβs + eiβs)ds.

(3.2)

Applying the Riemann–Lebesgue lemma [12] yields that there exists κ > ε such that∣∣∣∣
∫ ∞

0

|D′(s)|(e−iβs + eiβs)ds

∣∣∣∣ ≤
∫ ∞

0

|D′(s)|ds, |β| > κ.

Therefore,

Π(β) ≥
∫ ∞

0

|D′(s)|ds, |β| > κ.(3.3)

Furthermore, notice that Π is a positive continuous function on compact subset {β ∈
R : ε ≤ |β| ≤ κ}. Thus there exists δ0 > 0 such that

Π(β) ≥ δ0, ε ≤ |β| ≤ κ.(3.4)

Set δ
.
= min{δ0,

∫∞
0
|D′(s)|ds}. We deduce from (3.3) and (3.4) that

Π(β) ≥ δ > 0, ε ≤ |β| ≤ ∞.

Now we turn to our main result in this section. A further assumption about the
relaxation function is set.

(H4) There exists a constant k > 0 such that D′′(s) + kD′(s) ≥ 0 for all s ≥ 0.
Theorem 3.3. Let the relaxation function D(·) satisfy hypotheses (H1)–(H4).

Then

0 ∈ ρ(A).

Proof. For any f = (f1, f2, f3(·), f4, f5), we consider the equation

Az = f, z = (u, v, w(·), ξ, η),
which implies

v = f1,(3.5)

D∞∆2u+∆2Lw(·) = −f2,(3.6)

∂

∂s
w(s) + v = −f3(s),(3.7)

D∞B1u+B1Lw(·) + ξ = −Jf4,(3.8)

D∞B2u+B2Lw(·)− η = ρf5.(3.9)

It follows from (3.5) that

ξ = ∂νv|Γ1 = ∂νf1|Γ1 , η = v|Γ1 = f1|Γ1 .(3.10)

Furthermore, we can deduce from (3.5) and (3.7) that

w(s) = −
∫ s

0

f3(σ)dσ − sf1.(3.11)
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It is clear that ∂
∂sw(·) ∈ L2([0,∞), |D′|, V 2). And from assumption (H4), we have

−D′(s) ≤ −D′(0)e−ks for all s ≥ 0. Thus w(·) ∈ L2([0,∞), |D′|, V 2) by (3.11).
Finally, we have from (3.6), (3.8) and (3.9) that D∞u+Lw(·) ∈W , and for all φ ∈ V ,

D∞a(u, φ)

= −
∫

Ω

f2φdx+ a

(
L

(∫ s

0

f3(σ)dσ + sf1

)
, φ

)

−
∫

Γ1

(Jf4∂νφ+ ρf5φ)dΓ−
∫

Γ1

(∂νf1∂νφ+ f1φ)dΓ.

(3.12)

Applying the Lax–Milgram theorem yields that there exists a unique u ∈ V 2 satisfying
(3.12) for all fixed f ∈ H. Combining (3.10)–(3.11), we obtain that Az = f admits
a unique solution z ∈ D(A) for all f ∈ H. Thus A−1 exists and is bounded by the
closed graph theorem.

Theorem 3.4. Suppose the boundary Γ is C2-smooth and the relaxation function
D(·) satisfies (H1)–(H4). Then

(i) {iω : ω ∈ R} ⊂ ρ(A);
(ii) etA is an exponentially stable C0 semigroup; i.e., there exist two positive con-

stants M and 3 such that

E(t) ≤Me−�t ∀t ≥ 0.

Proof. From Lemma 3.1 and Theorem 3.3, we will prove (i) and (ii) at the same
time if we can verify the following condition: there exists r > 0 such that

inf{‖(iω −A)z‖H : z ∈ D(A), ‖z‖H = 1, ω ∈ R} ≥ r.(3.13)

Suppose (3.13) is not true. By the continuity of the resolvent and the resonance theo-
rem, there exist a sequence ωn ∈ R and a sequence of vectors zn = (un, vn, wn(·), ξn,
ηn) ∈ D(A) (n = 1, 2, . . .) such that

‖zn‖H = 1, n = 1, 2, . . . ,(3.14)

lim
n→∞ ‖(iωn −A)zn‖H = 0.(3.15)

Moreover, it follows from (3.15) that limn→∞�e(Azn, zn)H = 0. Consequently,

lim
n→∞

∫
Γ1

|∂νvn|2dΓ = 0, lim
n→∞

∫
Γ1

|vn|2dΓ = 0,(3.16)

and

lim
n→∞

∫ ∞

0

D′′(s)a(wn(s))ds = 0.(3.17)

By the assumption (H4), we can get from (3.17) that

lim
n→∞ ‖wn(·)‖2L2([0,∞),|D′|,V 2) = − lim

n→∞

∫ ∞

0

D′(s)a(wn(s))ds

≤ 1

k
lim
n→∞

∫ ∞

0

D′′(s)a(wn(s))ds = 0.

(3.18)
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Furthermore, in view of (3.15), we have

gn
.
= iωnun − vn −→ 0 in V 2,(3.19)

hn(s)
.
= iωnwn(s) +

∂

∂s
wn(s) + vn −→ 0 in L2([0,∞), |D′|, V 2).(3.20)

Substituting (3.19) into (3.20) yields

∂

∂s
wn(s) + iωnwn(s)− hn(s) + iωnun − gn −→ 0 in L2([0,∞), |D′|, V 2).

Through direct computation, we obtain

wn(s) = (e−iωns−1)
(
un − 1

iωn
gn

)
+

∫ s

0

e−iωn(s−τ)hn(τ)dτ in L2([0,∞), |D′|, V 2).

Thus, (∫ ∞

0

|D′(s)||e−iωns − 1|2ds
)
a(un)

≤ ‖wn(·)‖2L2([0,∞),|D′|,V 2) +
1

|ωn|2
(∫ ∞

0

|D′(s)||e−iωns − 1|2ds
)
a(gn)

+

∥∥∥∥
∫ ·

0

e−iωn(·−τ)hn(τ)dτ

∥∥∥∥
2

L2([0,∞),|D′|,V 2)

.

(3.21)

By Lemma 3.2 and (3.18), we can deduce from (3.21) that

lim
n→∞ a(un) = 0.(3.22)

On the other hand, substituting (3.16) and (3.18) into (3.14) yields

D∞a(un) +

∫
Ω

|vn|2dx −→ 1.(3.23)

Assume that 8
.
= limn→∞

∫
Ω
|vn|2dx, 8 �= 0. Then limn→∞ D∞a(un) = 1− 8. Taking

the inner product of (3.19) with vn in L2(Ω), we get

lim
n→∞

∫
Ω

|vn|2dx = − lim
n→∞ iωn

∫
Ω

vnundx.(3.24)

Also, we take the inner product of (3.19) with vn in L2(Γ1) to get

lim
n→∞

∫
Γ1

|vn|2dΓ = − lim
n→∞ iωn

∫
Γ1

vnundΓ.

Using (3.16) yields

lim
n→∞ iωn

∫
Γ1

vnundΓ = 0.(3.25)

Similarly,

lim
n→∞ iωn

∫
Γ1

∂νvn∂νundΓ = 0.(3.26)
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Furthermore, it follows from (3.15) that

iωnvn +D∞∆2un +∆2Lwn(·) −→ 0 in L2(Ω),

(iωnJ + 1)∂νvn +D∞B1un +B1Lwn(·) −→ 0 in L2(Γ1),

(iωnρ+ 1)vn −D∞B2un −B2Lwn(·) −→ 0 in L2(Γ1).

(3.27)

Consequently,

iωn

∫
Ω

vnundx+D∞a(un) + a(Lwn(·), un)

+

∫
Γ1

[iωn(J∂νvn∂νun + ρvnun) + (∂νvn∂νun + vnun)]dΓ −→ 0.

(3.28)

Substituting (3.16), (3.17) and (3.24)–(3.26) into (3.28), we obtain

lim
n→∞D∞a(un) = lim

n→∞

∫
Ω

|vn|2dx− lim
n→∞ a(Lwn(·), un).(3.29)

From the Hölder inequality, we have [18]∣∣∣∣
∫

Ω

L(∂ijw(s))L(∂klw(s))dx

∣∣∣∣
=

∣∣∣∣∣
∫

Ω

∫ ∞

0

D′(s)∂ijw(s)ds
∫ ∞

0

D′(s)∂klw(s)dsdx

∣∣∣∣∣
≤

∫
Ω

∣∣∣∣
∫ ∞

0

D′(s)∂ijw(s)ds
∣∣∣∣
∣∣∣∣
∫ ∞

0

D′(s)∂klw(s)ds
∣∣∣∣ dx

≤
∫ ∞

0

|D′(s)|ds
∫

Ω

(∫ ∞

0

|D′(s)||∂ijw(s)|2ds
) 1

2
(∫ ∞

0

|D′(s)||∂klw(s)|2ds
) 1

2

dx

≤ 1

2
(1−D∞)

(∫
Ω

∫ ∞

0

|D′(s)||∂ijw(s)|2dsdx+

∫
Ω

∫ ∞

0

|D′(s)||∂klw(s)|2dsdx
)
,

where ∂ij =
∂2

∂xi∂xj
, i, j, k, l = 1, 2.

Thus there exists a constant C > 0 such that

a(Lw(·)) ≤ C‖w(·)‖2L2([0,∞),|D′|,V 2).(3.30)

From (3.29), (3.30) and (3.18), we can assert that

lim
n→∞ a(un) =

8

D∞
=

1

2D∞
�= 0.

This is in contradiction to (3.22). The proof is completed.

4. Stabilization on nonsmooth domain. When the viscoelastic plate is posed
on a domain with corners, the analysis of well-posedness and stabilization for system
(1.1) is somehow different from that in sections 2 and 3 and therefore must be further
discussed. Mathematically, the basic difference of the four-order elliptic boundary
problem between the domain without corners and the domain with corners is the
integration-by-parts formula. Since the corners are present, the extra energy terms
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appear. In order to take the corner effects into account, the integration-by-parts for-
mula needs to be amended. Hence the additional feedback control is also needed to
keep the dissipation of the system. On the other hand, it is well known that the solu-
tions of the elliptic boundary problems on the nonsmooth domain lose the regularity
(see, e.g., [2, 13]). Therefore, we can apply neither the energy multiplier technique

[17, 18] that requires high regularity, u ∈ H
7
2+ε(Ω) (0 < ε ≤ 1

2 ), nor the method
of microlocal analysis [1, 20] that demands the boundary is C∞-smooth. Here, we
introduce several proper spaces and operators. With the help of the frequency domain
method, we get around the technical difficulties due to the emergence of corners and
reach the desired exponential stability result without any extra assumptions on the
regularity of solutions.

Before the analysis, we formulate the condition about the domain with corners.
(H5) Ω is a bounded open connected convex domain in R2. Its boundary ∂Ω is

C2-smooth everywhere except at finite corner points P
.
= {Pi : i = 1, 2, . . . , l}. ∂Ω is

the union of two connected subsets, Γ0 and Γ1, where Γ0 is not empty and has positive
boundary measure, Γ1 is relatively open in Γ, and Γ0 and Γ1 either are disjoint or
share two common end points which are corner points.

Lemma 4.1 (see [3]). Let Ω satisfy (H5). Let ∂Ω be parameterized in a counter-
clockwise sense. Then, for sufficiently smooth functions u and v and for the sesquilin-
ear form a(·, ·) in section 2, we have∫

Ω

∆2uvdx = a(u, v) +

∫
Γ1

(B2uv −B1u∂νv)dΓ

+
l∑

i=1

[Mt(u)(Pi)]v(Pi),

(4.1)

where B1 and B2 are given as in section 1,

[Mt(u)(Pi)] = M(u)(P+
i )−M(u)(P−

i )

is the jump of Mt(u) across Pi in the direction of increasing arc length, and

M(u) = (1− µ)

[
(ν2

1 − ν2
2)

∂2u

∂x1∂x2
+ ν1ν2

(
∂2u

∂x2
2

− ∂2u

∂x2
1

)]

is the twisting moment.
Comparing (2.3) with (4.1), we notice that the sum in (4.1) denotes the work done

by l corner forces [Mt(u)(Pi)](i = 1, 2, . . . , l), acting through l corner displacements
v(Pi) [3, 4].

For sufficiently smooth function u(t), we can naturally derive the following bound-
ary feedback law:



u(t) = ∂νu(t) = 0 on Γ0,

J∂νu
′′(t) +B1u(t) +

∫ ∞

0

D′(s)B1u(t− s)ds = −∂νu′(t) on Γ1/P,

ρu′′(t)−B2u(t)−
∫ ∞

0

D′(s)B2u(t− s)ds = −u′(t) on Γ1/P

(4.2)

and

[Mt(u)(t, Pi)] +

∫ ∞

0

D′(s)[Mt(u)(t− s, Pi)]ds = u′(t, Pi) for Pi ∈ Γ/Γ0.(4.3)
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Then a straight computation gives that for sufficiently smooth functions u and u′, the
energy of the system on the domain with corners, still defined by (2.2), is nonincreas-
ing:

d

dt
E(t) = −1

2

∫ ∞

0

D′′(s)a(u(t− s)− u(t))ds−
∫

Γ1

(|u′(t)|2

+ |∂νu′(t)|2)dΓ−
∑

Pi∈Γ/Γ0

|u′(t, Pi)|2 ≤ 0.
(4.4)

Remark 4.2. More precisely, for sufficiently smooth functions u and u′, we can
deduce the following boundary conditions at corner points [4]:

[Mt(u)(t, Pi)] +

∫ ∞

0

D′(s)[Mt(u)(t− s, Pi)]ds =

{
u′(t, Pi) for Pi ∈ Γ/Γ0,

0 for Pi ∈ Γ0.

Remark 4.3. Boundary conditions (4.2) and (4.3) require that u and u′ are
sufficiently smooth. In fact, in order for the pointwise limits of the twisting moments
Mt(u)(P

+
i ), Mt(u)(P

−
i ) and the pointwise values u′(Pi) to exist (i = 1, 2, . . . , l), the

sufficient conditions are {
u ∈ C2,α1(Γ), 0 < α1 < 1,

u′ ∈ C0,α2(Γ), 0 < α2 < 1.

If u ∈ V
7
2+ε, 0 < ε ≤ 1

2 , and u′ ∈ V 2, there would be no problem in (4.2) and
(4.3) from the imbedding theorem on the domain with Lipschitz boundary [13]. How-
ever, since the boundary Γ contains corners, the classical regularity results for elliptic
boundary problems may no longer be valid [2, 13].

We are now in a position to determine the C0 semigroup and its infinitesimal
generator corresponding to the following system:




u′′ +D∞∆2u+

∫ ∞

0

D′(s)∆2w(s)ds = 0 in Ω,

w(t, s) = u(t− s)− u(t), 0 < s <∞, in Ω,

u = ∂νu = 0 on Γ0,

J∂νu
′′ +D∞B1u+

∫ ∞

0

D′(s)B1w(s)ds = −∂νu′ on Γ1/P,

ρu′′ −D∞B2u−
∫ ∞

0

D′(s)B2w(s)ds = −u′ on Γ1/P,

D∞[Mt(u)(Pi)] +

∫ ∞

0

D′(s)[Mt(w)(s, Pi)]ds = u′(Pi) for Pi ∈ Γ/Γ0,

u(0) = u0, u′(0) = u1 in Ω,

w(0, s) = θ(s)− u0, 0 < s <∞, in Ω.

(4.5)

To overcome the difficulties due to the loss of the regularity of solution for sys-
tem (4.5), we introduce several proper spaces and operators. First, we define two
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sesquilinear forms:

c(u, û) =

∫
Ω

uûdx+ J

∫
Γ1

∂νu∂ν ûdΓ + ρ

∫
Γ1

uûdΓ ∀u, û ∈ V 2;

b(u, û) =

∫
Γ1

∂νuûdΓ +

∫
Γ1

uûdΓ +

l∑
i=1

u(Pi)û(Pi) ∀u, û ∈ V 2.

The completion of the space V 2 normed by c
1
2 (·, ·) is denoted by H. Furthermore,

we set

Ĥ = L2(Ω)× L2
J(Γ1)× L2

ρ(Γ1),

‖(u1, u2, u3)‖Ĥ = [‖u1‖2V 2 + ‖u2‖2L2
J
(Γ1)

+ ‖u3‖2L2
ρ(Γ1)

]
1
2 .

Then we know from [24] that H is isomorphic and isometric to Ĥ.
Remark 4.4. In fact, define the operator J as Ju = (u, ∂νu|Γ1 , u|Γ1). Then J is

the isometrical isomorphism of H onto Ĥ.
Let (V 2)∗ be the dual of V 2 pivotal toH. It is clear that V 2 ↪→ H = H∗ ↪→ (V 2)∗,

where “↪→” denotes the continuous dense injection. We define the operators as1

C : H → H∗, 〈Cu, û〉H×H = c(u, û) ∀u, û ∈ H;
A : V 2 → (V 2)∗, 〈Au, û〉(V 2)∗×V 2 = (u, û)V 2 = D∞a(u, û) ∀u, û ∈ V 2;

B : V 2 → (V 2)∗, 〈Bu, û〉(V 2)∗×V 2 = b(u, û) ∀u, û ∈ V 2.

It is clear that C is the isomorphism of H and A is the isomorphism of V 2 onto (V 2)∗.
B is a symmetric nonnegative operator.

Then we write (4.5) as follows:

Cu′′(t) +Au(t) + 1

D∞
AL(u(t− ·)− u(t)) + Bu′(t) = 0 in (V 2)∗.(4.6)

Let us set the Hilbert space

Hc = V 2 ×H× L2([0,∞), |D′|, V 2)

= V 2 × Ĥ × L2([0,∞), |D′|, V 2)

with the energy norm

‖(u, v, w(·))‖Hc = [‖u‖2V 2 + ‖v‖2H + ‖w(·)‖2L2([0,∞),|D′|,V 2)]
1
2

= [‖u‖2V 2 + ‖v‖2L2(Ω) + ‖w(·)‖2L2([0,∞),|D′|,V 2)

+ ‖∂νv‖2L2
J
(Γ1)

+ ‖v‖2L2
ρ(Γ1)

]
1
2 .

Set (Aww)(s) = A(w(s)). Then Aw is the isomorphism of L2([0,∞), |D′|, V 2)
onto (L2([0,∞), |D′|, V 2))∗ = L2([0,∞), |D′|, (V 2)∗). Note that H∗

c , the dual of Hc,

1Here we denote the value of u∗ at u by 〈u∗, u〉.
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is (V 2)∗ ×H× L2([0,∞), |D′|, (V 2)∗). Now we define two operators as

C =



A 0 0

0 C 0

0 0 Aw


 is the isomorphism of Hc onto H∗

c ;

Ac =




0 A 0

−A −B − 1

D∞
AL

0 −Aw −Aw
∂

∂s


 : D(Ac)→ H∗

c ,

D(Ac) =

{
u, v, w(·)) ∈ Hc : v ∈ V 2,Au+ Bv + 1

D∞
ALw(·) ∈ H,

w(0) = 0, w(·) ∈ C1([0,∞), |D′|, V 2)

}
.

It is obvious that C−1Ac : D(Ac)→ Hc. Assume z(t)
.
= (u(t), u′(t), u(t− s)− u(t)).

Then we can formulate (4.5) as

z′(t) = C−1Acz(t), z(0) = z0 ∈ Hc.(4.7)

The existence of the unique solution of system (4.5) on the nonsmooth domain is
guaranteed by the following theorem.

Theorem 4.5. Let the domain Ω and the relaxation function D(·) satisfy (H5)
and (H1)–(H3), respectively. Then the unbounded operator C−1Ac generates a C0

contraction semigroup etC
−1Ac on Hc.

Proof. For z = (u, v, w(·)) ∈ D(Ac), we have that

�e(C−1Acz, z)Hc = (v, u)V 2 − c

(
C−1Au+ C−1Bv + 1

D∞
C−1ALw(·), v

)

−
(
v +

∂

∂s
w(·), w(·)

)
L2([0,∞),|D′|,V 2)

= −b(v, v)−
∫ ∞

0

|D′(s)|a
(

∂

∂s
w(s), w(s)

)
ds

= −1

2

∫ ∞

0

D′′(s)a(w(s))ds−
∫

Γ1

(|∂νv|2 + |v|2)dΓ

−
∑

Pi∈Γ/Γ0

|v(Pi)|2 ≤ 0.

(4.8)

Thus C−1Ac is dissipative. To prove the range of I − C−1Ac is Hc, we let f =
(f1, f2, f3(·)) ∈ Hc and consider the resolvent equation (I − C−1Ac)z = f , z =
(u, v, w(·)) ∈ D(C−1Ac). It is equivalent to



u− v = f1 ∈ V 2,

v + C−1Au+ C−1Bv + 1

D∞
C−1ALw(·) = f2 ∈ H,

w(·) + v +
∂

∂s
w(·) = f3(·) ∈ L2([0,∞), |D′|, V 2).
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Therefore,

v = u− f1 ∈ V 2,(4.9)

u+ C−1Au+ C−1Bu+
1

D∞
C−1ALw(·) = f1 + C−1Bf1 + f2 ∈ H,(4.10)

w(s) = −(1− e−s)(u− f1) +

∫ s

0

eσ−sf3(σ)dσ ∈ L2([0,∞), |D′|, V 2).(4.11)

From (4.10), we have

c(u, φ) +D∞a(u, φ) + b(u, φ) + a(Lw(·), φ)
= c(f1 + f2, φ) + b(f1, φ) ∀φ ∈ V 2.

(4.12)

By the same argument as that in Theorem 2.1, we know that (4.11) and (4.12) admit
a unique solution u ∈ V 2 for any f ∈ Hc. Combining this with (4.9) and (4.11), we
get that the range of I − C−1Ac is Hc. Thus C

−1Ac is m-dissipative.
By an approach similar to that employed in Theorem 3.3, we can get the following

result.
Theorem 4.6. Suppose that the relaxation function D(·) satisfies hypotheses

(H1)–(H4) and the domain Ω satisfies (H5). Then we have

0 ∈ ρ(C−1Ac).

Theorem 4.7. Suppose the relaxation function D(·) satisfies (H1)–(H4) and the
nonsmooth domain Ω satisfies (H5). Then there exist positive constants Mc and 3c

such that the energy E(t) of the system (4.5), still defined by (2.2), satisfies

E(t) ≤Mce
−�ct ∀t ≥ 0.

Proof. From Lemma 3.1, we need only to show

sup{‖(iω − C−1Ac)
−1‖Hc : ω ∈ R} <∞.

If it fails, there are a sequence ωn ∈ R and a sequence of vectors zn = (un, vn, wn(·))
∈ D(Ac) such that

‖zn‖Hc = 1, n = 1, 2, . . . ,(4.13)

lim
n→∞ ‖(iωn − C−1Ac)zn‖Hc = 0.(4.14)

It follows from (4.14) that limn→∞�e(C−1Aczn, zn)Hc = 0. Thus

lim
n→∞

∫ ∞

0

D′′(s)a(wn(s))ds = 0,(4.15)

lim
n→∞

∫
Γ1

|∂νvn|2dΓ = lim
n→∞

∫
Γ1

|vn|2dΓ = 0,(4.16)

lim
n→∞ vn(Pi) = 0, i = 1, . . . , l.(4.17)

From the hypothesis (H4), (4.15) yields

lim
n→∞ ‖wn(·)‖L2([0,∞),|D′|,V 2) = 0.(4.18)
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Moreover, by (4.14),

iωnun − vn −→ 0 in V 2;(4.19)

iωnvn + C−1Aun + C−1Bvn +
1

D∞
C−1ALwn(·) −→ 0 in H;(4.20)

iωnwn(·) + vn +
∂

∂s
wn(·) −→ 0 in L2([0,∞), |D′|, V 2).(4.21)

Using the same argument as that in Theorem 3.4, we can obtain from (4.18) and
(4.21) that

lim
n→∞ a(un) = 0.(4.22)

On the other hand, under the assumption 8
.
= limn→∞

∫
Ω
|vn|2dx, we can deduce from

(4.13), (4.16) and (4.18) that limn→∞ D∞a(un) = 1− limn→∞
∫
Ω
|vn|2dx = 1− 8. As

in the proof of Theorem 3.4, it follows from (4.19) that

lim
n→∞−iωn

∫
Ω

vnundx = lim
n→∞

∫
Ω

|vn|2dx = 8(4.23)

and

lim
n→∞ iωn

∫
Γ1

∂νvn∂νundΓ = lim
n→∞ iωn

∫
Γ1

vnundΓ = 0.(4.24)

Moreover, (4.20) yields

0 ←− iωnc(vn, un) + c

(
C−1Aun + C−1Bvn +

1

D∞
C−1ALwn(·), un

)

= iωn

[∫
Ω

vnundx+

∫
Γ1

(J∂νvnun + ρvnun)dΓ

]
+D∞a(un)

+ b(vn, un) + a(Lwn(·), un).

(4.25)

Notice that |u(Pj)| ≤ Cj (Cj > 0 are constants, j = 1, 2, . . .) since u ∈ C0,α(Γ1),
0 < α < 1. Therefore, substituting (4.16)–(4.18), (4.23) and (4.24) into (4.25), we
obtain

lim
n→∞D∞a(un) = 8.

Therefore, 8 = 1
2 . This is in contradiction to (4.22).
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Abstract. In this article, we study the controllability to the trajectories of 2 × 2 nonlinear
parabolic systems for control forces acting on a single equation of the system. This result, which in
particular applies to Caginalp’s phase-field model, actually extends those obtained for the semilinear
heat equations. The proof relies on Kakutani’s fixed point theorem and makes use of an observability
estimate for the associated linearized system.
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1. Introduction. The aim of this article is the study of controllability for phase-
field models when the control force acts on a single equation of the system. The models
that we consider here are generalizations of Caginalp’s phase-field model [9] (see also
[8]) in its enthalpy formulation. For given time T > 0 and bounded domain Ω ⊂ R

N

(1 ≤ N < 6) with smooth boundary ∂Ω, it reads as follows:


φt = ∆φ− h(φ) + u,
ut = D∆u−∆φ + f in (0, T )× Ω = QT ,
φ = u = 0 on (0, T )× ∂Ω = ΣT ,
φ(0) = φ0, u(0) = u0 in Ω,

(1)

where D > 0 is a constant and h : R→ R is a C1 function (locally Lipschitz continuous
is actually sufficient). We assume that f = χωg, where g ∈ L2(QT ) and χω is the
characteristic function of a nonempty open and fixed set ω � Ω (namely ω ⊂ Ω). The
unknown functions φ and u can, respectively, be interpreted as a phase parameter
and an enthalpy.

As we will see below, a part of the results here obtained depend on the behavior
of the function h near ±∞. However, this hypothesis on h is not a restriction from
the phase transition point of view. In fact, besides some monotonicity property of h,
the main requirement for the phase-field models is that at least for |s| ≤ 1, h(s) =
c1H

′(s) − c2s, where c1, c2 are positive constants and H is a symmetric double-well
potential having two local minima at s = ±1. Although this model is known to be
inconsistent with the second law of thermodynamics, it has been proved to be quite
useful since many other models of the phase transition phenomena can be derived
from Caginalp’s model by taking suitable limits with respect to the parameters of the
system (i.e., D, c1, and c2).

In this work we are interested in the controllability of such systems and we recall,
therefore, that system (1) is said to be controllable to the trajectories at time T if for
any initial data (φ0, u0) there exists a control f such that the corresponding solution
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(φ, u) of (1) is defined on [0, T ] and satisfies

(φ(T, .), u(T, .)) = (φ∗(T, .), u∗(T, .)) a.e. in Ω,(2)

where (φ∗, u∗) is any bounded solution of (1) defined on [0, T ] associated with the data
φ∗

0, u
∗
0, and f∗.

System (1) is locally controllable to the trajectories at time T if there exists a
constant r > 0 such that for any initial data (φ0, u0) satisfying ‖φ0−φ∗

0‖+‖u0−u∗
0‖ <

r the solution (φ, u) of system (1) satisfies (2).
The functional spaces will be precised in the forthcoming sections.
Considering (φ− φ∗, u− u∗) as a new unknown, the problem is reduced to drive

the solution at time T to the state (0, 0). Therefore, referring to the linear case,
this kind of controllability is often called null-controllability. Notice that in the finite
dimensional case and for linear problems, null, exact, and approximate controllability
are equivalent (see, for instance, [21]).

The originality of our approach is to control 2 × 2 nonlinear systems by acting
(locally in space) on a single equation of it. From this point of view and to our
knowledge, our results are the first ones in this direction. Controlling a system with a
minimum number of forces, or by forces satisfying an algebraic or a differential (or any
other type) relation, is a common problem in the control theory (see, for instance, [19,
Chapter V, p. 322] for other types of systems). Other approaches deal with dynamic
controls which, roughly speaking, means that the control itself obeys a dynamic (see
[1] and the references therein). From this last point of view, the variable u of system
(1) can be seen as a dynamic control with respect to the variable φ.

Null-controllability of linear and semilinear heat equations has been extensively
studied in recent years. The main ingredients, therefore, are global estimates of Car-
leman type for linear parabolic equations with an additional fixed point argument for
the nonlinear case. The appropriate version of the Carleman estimates was estab-
lished, in their most general form, by Imanuvilov [17] and Fursikov and Imanuvilov
[16] (see also Lebeau and Robbiano [20] for the linear heat equation). These es-
timates were first used to prove the controllability to the trajectories of semilinear
heat equations with globally Lipschitz continuous nonlinearities (see [16]) and then to
extend this property to superlinear heat equations (see, for instance, [12], [5], [14]).
In contrast with this collection of results, few works deal with the controllability of
linear or nonlinear parabolic systems. In [10] De Teresa considers a semilinear heat
equation coupled with an adjoint problem. The specific form of the system allows the
proof of controllability to the trajectories in the case of globally Lipschitz continuous
nonlinearities. However, in the case of system (1) such a proof does not work since
the two equations are coupled in a very different way. Recently, Anita and Barbu [3]
have considered a 2 × 2 reaction-diffusion system with a bilinear nonlinearity. They
proved the local controllability to the stationary solutions of the system by two con-
trol forces acting on both equations of the system. Their result seems to be the first
one dealing with the controllability to the trajectories for semilinear parabolic sys-
tems. More recently, Barbu [6] has considered the phase-field model (1) with a cubic
nonlinearity and in an (equivalent) temperature formulation. He has proved the local
controllability to the stationary solutions by two control forces localized on the same
subdomain. At this stage let us point out that the one control force result cannot
be obtained as a simple generalization of Barbu’s result. It relies on the construction
(using a multiplier technique) of a suitable functional Λ with suitable weights (see
Lemma 3.4 and (34)). This is one of the crucial points of the proof of our results. It
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also appears to be useful for the study of the null-controllability by a single force of
abstract general linear “parabolic” systems of two equations [2]. Besides the sufficient
conditions of controllability, in [2] we also construct a counterexample showing that
if the coupling operators are “too compact,” null-controllability fails to hold.

The sketch of the proof of our results is by now well known and was adopted for
a scalar semilinear parabolic equation by several authors (see [16], [12], [5], [14]). The
idea is to prove an observability estimate for the “linearized” system and then to use a
fixed point theorem. The main difficulty is to prove the observability estimate for the
“linearized” system corresponding to the control by a single force. To achieve this goal
we first establish a global Carleman-type estimate for a linear parabolic system. This
implies the controllability by two forces. In a second step we obtain an observability
estimate which implies the controllability of the linear system by a single force. The
fixed point method we use makes it necessary to construct a sufficiently regular control
which induces by parabolic regularity a solution in a suitable space (here L∞(QT )).
This explains the need for a “refined” observability estimate (see Lemma 3.4).

The paper is organized as follows. In the second section, by admitting an es-
sential lemma (see Lemma 2.3), we state and prove the main result of this article
(Theorem 2.1). We prove this lemma in the fourth section, after having shown in
the third section the crucial observability estimate for a linear adjoint problem (see
Lemma 3.4).

We conclude this section with the following two remarks.
1. Since the diffusion coefficient D in (1) changes only the constants in the proofs,

we assume for simplicity that D = 1. However, the dependence of these constants on
D (and on c1 and c2 for Caginalp’s model) is explicit and may be of interest from the
point of view of the theory of phase transitions.

2. Also for the sake of simplicity, we consider only the homogeneous Dirichlet
boundary conditions. However, all the results seem to still be valid for the homoge-
neous Neumann boundary conditions.

2. The main result. To simplify, we will work with a function h satisfying

h ∈ C1(R), h(0) = 0.(3)

With this assumption, system (1) admits (0, 0) as a global solution associated
with null initial data and control.

Let 1 ≤ N < 6 and N+2
2 < qN < 2N+2

N−2 if N ≥ 3, and qN ∈ (2,+∞) if N = 1, 2
(even if the physical case reduces to N = 1, 2, 3). We use the following notation:

W 2,1
q (QT ) = {ζ ∈ Lq(QT ); Dr

tD
s
xζ ∈ Lq(QT ); 2r + s ≤ 2} ,

and Wm,p(Ω) is the standard Sobolev space. With the assumption on qN , we have
the following embeddings [18]:

W 2,1
qN (QT ) ↪→ L∞(QT ), W

2(1− 1
qN

),qN (Ω) ↪→ L∞(Ω).(4)

Our main result is the following theorem.
Theorem 2.1. Assume that h satisfies (3). Let T > 0, 1 ≤ N < 6, and let

(φ∗, u∗) be a globally defined and bounded solution of (1) associated with the data
φ∗

0, u
∗
0 ∈ L2(Ω) and g∗ ∈ L2(QT ).
(i) Controllability to the trajectories. If h satisfies

lim
|s|→+∞

h(s)

|s| ln3/2(1 + |s|) = 0,(5)
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then ∀φ0, u0 ∈ L2(Ω) with φ0 − φ∗, u0 − u∗
0 ∈ H1

0 (Ω) ∩W 2(1− 1
qN

),qN (Ω), one can find
g ∈ L2(QT ) with g− g∗ ∈ LqN (QT ) such that there exists (φg, ug) solution of (1) with
φg − φ∗, ug − u∗ ∈W 2,1

qN (QT ) and satisfying

(φg − φ∗) (T ) = 0, (ug − u∗) (T ) = 0.

(ii) Local controllability to the trajectories. There is ρ > 0 such that if φ0 −
φ∗, u0 − u∗

0 ∈ H1
0 (Ω) ∩ W

2(1− 1
qN

),qN (Ω) with ‖(φ0 − φ∗, u0 − u∗
0)‖L∞(Ω) ≤ ρ, one

can find g − g∗ ∈ LqN (QT ) such that there exists (φg, ug) solution of (1) with
φg − φ∗, ug − u∗ ∈W 2,1

qN (QT ) and satisfying

(φg − φ∗) (T ) = 0, (ug − u∗) (T ) = 0.

Remark 2.2. This result implies the one of Barbu [6, Theorem 1, p. 364].
Proof of Theorem 2.1. For the sake of simplicity, we assume that φ∗

0 = u∗
0 = 0

and g∗ = 0 so that (φ∗, u∗) = (0, 0), and we introduce the function:

ν(s) =

{
h(s)
s if s �= 0,

h′(0) if s = 0.

For R > 0, we set

KR =
{
z ∈ L∞(QT ); ‖z‖L∞(QT ) ≤ R

}
,

and let z ∈ KR.
Consider the “linearized” version of (1) with a = −ν(z):


ψt = ∆ψ + aψ + v in QT ,
vt = ∆v −∆ψ + χωg in QT ,
ψ = v = 0 on ΣT ,
ψ(0, .) = ψ0, v(0, .) = v0 in Ω.

(6)

Note that if (φ∗, u∗) �= (0, 0), it suffices to consider the function

ν̃ : QT × R→ R,

ν̃(t, x, s) =

{
h(s+φ∗)−h(φ∗)

s if s �= 0,
h′(φ∗) if s = 0

and to study (6) with a(t, x) = −ν̃(t, x, z). The crucial point is the following result.

Lemma 2.3. Let X0 = (ψ0, v0) ∈ (H1
0 (Ω) ∩ W

2(1− 1
qN

),qN (Ω))2. For any T >
0, there exists g ∈ LqN (QT ) such that the associated solution ψg, vg of (6) is in
L2(0, T ;H1

0 (Ω)) ∩W 2,1
qN (QT ) and, moreover,

(ψg, vg)(T ) = 0 a.e. Ω,(7)

‖χωg‖2LqN (QT ) ≤ CT ‖X0‖2L2(Ω) ,(8)

with

CT = exp

(
C

(
1 +

1

T
+ (1 + ‖a‖∞)T + ‖a‖2/3∞

))
.

The next sections are devoted to the proof of this lemma. With this result in
hand, let us continue the proof of Theorem 2.1.
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For each z ∈ KR, we apply Lemma 2.3 and consider the set �(z) ⊂ L2(QT )
of the first components ψg of all the solutions ψg, vg ∈ L2(0, T ;H1

0 (Ω)) ∩W 2,1
qN (QT )

associated with any control g ∈ LqN (QT ) such that (ψg, vg)(T ) = 0 a.e. sΩ and

‖χωg‖2LqN (QT ) ≤ CT ‖X0‖2L2(Ω). The set is a nonempty closed convex subset of

L2(QT ).
Let us prove that for R > 0 sufficiently large we have �(KR) ⊂ KR. To do this,

we first show that

‖ψg‖2L∞(QT ) ≤ ‖(ψg, vg)‖2L∞(QT ) ≤ CT ‖X0‖2L∞(Ω) .(9)

Indeed, using the fundamental matrix Γ = (Γij)1≤i,j≤2 associated with the parabolic
operator

L0 =

(
∂t −∆ 0

∆ ∂t −∆

)

(see [18, p. 620]), with homogeneous Dirichlet boundary conditions, we can write
down the solution of (6) with the notation Xg = (ψg, vg)

Xg(t, x) =

∫
Ω

Γ(t, 0, x, y)X0(y) dy

+

∫ t

0

∫
Ω

Γ(t, τ, x, y) (aψg + vg, χωg) (τ, y)dy dτ.

The entries Γij of Γ satisfy for 1 ≤ i, j ≤ 2

∣∣Dk
tD

s
xΓij

∣∣ ≤ C(t− τ)−
N+2k+s

2 exp

(
−C |x− y|2

t− τ

)
,(10)

x, y ∈ Ω, 0 < τ < t < T, 2s+ k = 0, 1, 2

(notice that in this special situation, Γ12 = 0). The positive constant C depends only
on Ω and 1 ≤ i, j ≤ 2. We will assume, without loss of generality, that it is the same
constant. Set

Γ0(t, x) = t−
N
2 exp

(
−C |x|

2

t

)
, (t, x) ∈ (0,∞)× R

N .

We know by [18, Theorem 10.4] that Xg ∈ W 2,1
qN (QT ) and the embeddings (4) allow

us to write

‖Xg(t)‖L∞(Ω) ≤ C

(
‖Γ0(t, .) ∗ |X0|‖L∞(Ω) +

∥∥∥∥Γ0 ∗
t,x

χω |g|
∥∥∥∥
L∞(Ω)

(11)

+ (1 + ‖a‖∞)

∥∥∥∥Γ0 ∗
t,x
|Xg|

∥∥∥∥
L∞(Ω)

)
,

where(f ∗
t,x

g)(t, x) =
∫ t
0
dτ
∫
Ω
f(t− τ, x− y)dy. Now, we first have

‖Γ0(t, .) ∗ |X0|‖L∞(Ω) ≤ ‖Γ0(t, .)‖L1(Ω) ‖X0‖L∞(Ω)

≤ C ‖X0‖L∞(Ω) ,
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since for any t > 0, ‖Γ0(t, .)‖L1(Ω) ≤ C (a constant depending only on the dimension

N) and, in the same way,∥∥∥∥Γ0 ∗
t,x
|Xg|

∥∥∥∥
L∞(Ω)

≤ C

∫ t

0

‖Xg(τ)‖L∞(Ω) dτ.

From Young’s inequality (see [7]), we get with 1
p + 1

qN
= 1 and the condition on qN :∥∥∥∥Γ0 ∗

t,x
χω |g|

∥∥∥∥
L∞(Ω)

≤
∥∥∥∥Γ0 ∗

t,x
χω |g|

∥∥∥∥
L∞(Qt)

≤ ‖Γ0 ‖Lp(Qt) ‖χωg‖LqN (Qt)

≤ CT
−N+2

2qN
+1 ‖χωg‖LqN (QT ) .

These three last inequalities transform (11) into

‖Xg(t)‖L∞(Ω) ≤ C

(
‖X0‖L∞(Ω) + T

−N+2
2qN

+1 ‖χωg‖LqN (QT )

+
(
1 + ‖a‖L∞(QT )

)∫ t

0

‖Xg(τ)‖L∞(Ω) dτ

)
,

and from Gronwall’s inequality we get

‖Xg‖L∞(QT ) ≤ Ce
C
(
1+‖a‖L∞(QT )

)
T
(
‖X0‖L∞(Ω) + T

−N+2
2qN

+1 ‖χωg‖LqN (QT )

)
,(12)

and (9) follows from (12) and Lemma 2.3.
Now, from (5) it follows that for any η > 0 there exists Cη = Cη(h) > 0 such that

|ν(s)|2/3 ≤ Cη + η ln(1 + |s|) ∀s ∈ R(13)

and

‖ψg‖2L∞(QT ) ≤ exp

(
C

(
1 +

1

T
+ (1 + ‖ν(z)‖L∞(QT ))T + ‖ν(z)‖2/3L∞(QT )

))
‖X0‖2L∞(Ω)

≤ exp

(
C

(
1 +

1

T
+ (1 + [Cη + η ln(1 +R)]

3/2
)T

+Cη + η ln(1 +R)

))
‖X0‖2L∞(Ω) .

Choosing T := T (R, η) = [Cη + η ln(1 +R)]
−1

, we get for R sufficiently large

‖ψg‖2L∞(QT ) ≤ exp (C (1 + Cη + η ln(1 +R))) ‖X0‖2L∞(Ω)

≤ (1 +R)ηC exp (C (1 + Cη)) ‖X0‖2L∞(Ω) .

Choosing η = 1
2C yields

‖ψg‖2L∞(QT ) ≤ C(1 +R)1/2 ‖X0‖2L∞(Ω) ,

and clearly this will imply, for R sufficiently large, that

‖ψg‖2L∞(QT ) ≤ R.
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It follows that �(KR) ⊂ KR. Parabolic regularity implies that �(KR) is relatively
compact in L2(QT ) and exactly as in [5], and � is semicontinuous using again [18,
Theorem 10.4]. Applying the Kakutani fixed point theorem (see, for instance, [4])
in the space L2(QT ), we deduce that there is at least one z ∈ L∞(QT ) such that
z ∈ �(z). Therefore, there is at least one pair (ψg, vg) satisfying the first claim of
Theorem 2.1. Actually, we have proved this first claim for any T = T (R, η), but,
clearly, this implies the same result for any T > T (R, η): in this case, we choose a
control defined on (0, T (R, η)) which gives a solution satisfying (7) at T = T (R, η)
and extend it by 0 to the whole interval (0, T ).

The second claim of Theorem 2.1 is obtained starting from (9) and choosing X0

so that CT ‖X0‖2L∞(Ω) ≤ R. This ends the proof of Theorem 2.1.

3. Observability estimate. The main result of this section is the proof of the
observability estimate (32) in Lemma 3.4 which allows us to build controls satisfying
estimate (8) of Lemma 2.3.

Following [15], let us introduce some notation. Let ω′ � ω be a subdomain of ω
and let β be a C2(Ω) function such that

min
{
|∇β(x)| , x ∈ Ω\ω′

}
> 0 and

∂β

∂n
≤ 0 on ∂Ω,(14)

where n denotes the outward unit normal to ∂Ω. Moreover, we can always assume
that β satisfies

min
{
β(x), x ∈ Ω

} ≥ max

(
3

4
‖β‖L∞(Ω) , ln(3)

)
.(15)

Finally, we introduce the following functions with parameters λ > 0 and τ > 0:

ρ(t, x) : =
eλβ(x)

t(T − t)
, (t, x) ∈ QT ,(16)

α(t, x) : = τ
e

4
3λ‖β‖L∞(Ω) − eλβ(x)

t(T − t)
, (t, x) ∈ QT .(17)

Then the following result holds (Carleman estimate).
Theorem 3.1 (see [15, Theorem 7.1, p. 288]). There exist λ0 > 0, τ0 > 0 and a

positive constant C such that ∀λ ≥ λ0, ∀τ ≥ τ0, and ∀s ≥ −3 the inequality∫
QT

(
1

λ
|zt|2 +

∣∣D2
xz
∣∣2 + λτ2ρ2 |∇z|2 + λ4τ4ρ4z2

)
ρ2s−1e−2αdxdt

≤ C

(
τ

∫
QT

|zt ±∆z|2 ρ2se−2αdxdt+ λ4τ4

∫ T

0

∫
ω′
z2ρ2s+3e−2αdxdt

)
(18)

holds for any function z satisfying an homogeneous Dirichlet condition and such that
the right-hand side of (18) is finite. Moreover, the constants C and λ0 depend only
on Ω and ω′. The constant τ0 is of the form

τ0 = c0(Ω, ω
′)(T + T 2).

The explicit dependence in time of the constants is not given in [15]. We refer to
[13], where the above formula for τ0 is obtained.



1668 AMMAR KHODJA, BENABDALLAH, DUPAIX, AND KOSTIN

In what follows, the symbol C will stand for various constants independent of T
and a.

The adjoint problem associated with (6) is


ϕt = ∆ϕ+ a ϕ−∆w in (0, T )× Ω = QT ,
wt = ∆w + ϕ in QT ,
ϕ = w = 0 on (0, T )× ∂Ω = ΣT ,
ϕ(0) = ϕ0, w(0) = w0, in Ω.

(19)

Let us introduce the following notation: For given λ and τ as in Theorem 3.1, we set
δ = τρ and consider the functional:

I(s, z) =

∫
QT

(
1

λ
|zt|2 + |∆z|2 + λδ2 |∇z|2 + λ4δ4z2

)
δ2s−1e−2αdxdt.(20)

Lemma 3.2. Let λ0 > 1, τ1 = C(T + (1 + ‖a‖2/3L∞(QT ))T
2), C being the constant

given in Theorem 3.1. Then ∀λ ≥ λ0, ∀τ ≥ τ1, and ∀s ≥ −3/2, the solution (ϕ,w) of
(19) satisfies the estimate:

I

(
s− 3

2
, ϕ

)
+ I(s, w) ≤ C(1 + λ4)

∫ T

0

∫
ω′

(
ϕ2δ2s + w2δ2s+3

)
e−2αdxdt.(21)

As a consequence, we get

I(−3, ϕ) + I

(
−3

2
, w

)
≤ C(1 + λ4)

∫ T

0

∫
ω′

(
ϕ2 + w2

)
e−2αdxdt.(22)

Remark 3.3. The estimate (22) is sufficient to prove controllability by two forces
as in Barbu [6].

Proof. Applying Theorem 3.1 to the first equation of problem (6) and multipyling
(18) by τ2s−1, we obtain

I(s, ϕ) ≤ C

(∫
QT

(
|∆w|2 + |aϕ|2

)
δ2se−2α dx dt

+ λ4

∫ T

0

∫
ω′
ϕ2δ2s+3e−2α dx dt

)
.(23)

Theorem 3.1 applied to the second equation of (6) yields∫
QT

|∆w|2 δ2se−2αdxdt ≤ I(s+
1

2
, w)

≤ C

(∫
QT

ϕ2δ2s+1e−2αdxdt

+ λ4

∫ T

0

∫
ω′
w2δ2s+4e−2αdxdt

)
.

Inserting the latter estimate in (23), we get

I(s, ϕ) ≤ C

(∫
QT

(
ϕ2δ2s+1 + |aϕ|2 δ2s

)
e−2αdxdt

+λ4

∫ T

0

∫
ω′

(
ϕ2δ2s+3 + w2δ2s+4

)
e−2αdxdt

)
.(24)
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Observe that ∫
QT

(
δ2s+1ϕ2 + δ2s |aϕ|2

)
e−2αdxdt

≤
∫
QT

(
δ2s+1ϕ2 + ‖a‖2L∞(QT ) δ

2s |ϕ|2
)
e−2αdxdt.(25)

Thus, we get

I(s, ϕ) ≤ C

(∫
QT

(
δ2s+1ϕ2 + ‖a‖2L∞(QT ) δ

2s |ϕ|2
)
e−2αdxdt

+λ4

∫ T

0

∫
ω′

(
ϕ2δ2s+3 + w2δ2s+4

)
e−2αdxdt

)
.(26)

In order to get rid of the first integral at the right-hand side of inequality (26), we
transfer it to the left to obtain

1

2

∫
QT

λ4τ4ρ2s+3 |ϕ|2 e−2αdxdt

−Cτ
∫
QT

(
τρ+ ‖a‖2L∞(QT )

)
ρ2s |ϕ|2 e−2αdxdt

=

∫
QT

(
1

2
λ4τ3ρ3 − Cτρ− C ‖a‖2L∞(QT )

)
τρ2s |ϕ|2 e−2αdxdt

≥
∫
QT

(
1

4
λ4τ3ρ3 − C ‖a‖2L∞(QT )

)
τρ2s |ϕ|2 e−2αdxdt,(27)

provided (see (16)) τ ≥ C
T 2

λ2
.

Now notice that

1

4
λ4τ3ρ3 − C ‖a‖2L∞(QT ) ≥ 24 λ

4

T 6
τ3 − C ‖a‖2L∞(QT ) ≥ 0,

provided

τ ≥ C
T 2

(2λ)
4/3
‖a‖2/3L∞(QT )

≥ CT 2 ‖a‖2/3L∞(QT ) .(28)

Taking into account these computations, (26) becomes

I(s, ϕ) ≤ Cλ4

∫ T

0

∫
ω′

(
ϕ2δ2s+3 + w2δ2s+4

)
e−2αdxdt,(29)

provided τ ≥ τ1.
Similarly, for the second equation of problem (6), we obtain for s ≥ −3/2 and

using (29)
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I(s, w) ≤ C

(∫
QT

ϕ2δ2se−2αdxdt+ λ4

∫ T

0

∫
ω′
w2δ2s+3e−2αdxdt

)

≤ C

(
1

λ4
I

(
s− 3

2
, ϕ

)
+ λ4

∫ T

0

∫
ω′
w2δ2s+3e−2αdxdt

)

≤ C

∫ T

0

∫
ω′

(
ϕ2δ2s + w2δ2s+1 + λ4w2δ2s+3

)
e−2αdxdt

≤ C

∫ T

0

∫
ω′

(
ϕ2δ2s + λ4w2δ2s+3

)
e−2αdxdt,(30)

the last inequality being obtained by noting that δ ≥ 1 for τ sufficiently large.
Adding up inequalities (29) and (30), we get (21).
The consequence (22) follows from δ ≥ 1 for τ sufficiently large and by taking

s = − 3
2

We are now ready to state our crucial lemma.
Lemma 3.4. Under the assumptions of Lemma 3.2, ∀r ∈ [0, 2) there exists a

constant C = Cr such that

∫ T

0

∫
ω′

(
ϕ2 + w2

)
e−2α dx dt ≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2 dx dt.

(31)
As an immediate consequence, it follows that

I(−3, ϕ) + I

(
−3

2
, w

)
≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2 dx dt.(32)

Remark 3.5. We will see later that it is important to be able to choose r > 1.
Notice that r cannot be equal to 2: this is the “cost” of the control by a single force.

Proof. The main idea is to estimate
∫ T
0

∫
ω′ ϕ

2 e−2α dx dt by
∫ T
0

∫
ω
e−rαw2 dx dt

for some r ∈ [0, 2) using the second equation of (19). To do this, we first localize
the system in space, multiply the second equation by −β0e

−2αηϕ, and manage the
“bad” terms appearing (see Λ(t) in (34) and our paper [2] for the construction of this
function in an abstract setting).

Let ξ ∈ C∞(Rn) be a truncation function satisfying




ξ(x) = 1 ∀x ∈ ω′,
0 < ξ(x) ≤ 1 ∀x ∈ ω

′′
,

ξ(x) = 0 ∀x ∈ R
n\ω′′

,

(33)

where ω′ � ω
′′ � ω � Ω. We introduce the function η := ξ6. For real numbers

β0, β1, p, q > 0, which will be chosen below, set

Λ(t) =

∫
Ω

(
e−pαη4/3ϕ2 − β0e

−2αηϕw + β1e
−qαη2/3w2

)
dx.(34)

Differentiating Λ with respect to t and replacing ϕt and wt by their expressions given
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by (19) we obtain

Λ′ =

∫
Ω

(
−pe−pαη4/3ϕ2 + 2β0e

−2αηϕw − β1q e
−qαη2/3w2

)
αt dx

+

∫
Ω

2e−pαη4/3ϕ(∆ϕ+ aϕ−∆w) dx

−β0

∫
Ω

e−2αη [ϕ(∆w + ϕ) + w(∆ϕ+ aϕ−∆w)] dx

+

∫
Ω

2β1 e
−qαη2/3w(∆w + ϕ)dx.

(35)

We have Λ(0) = Λ(T ) = 0, and therefore the integration of (35) over (0, T ) yields

β0

∫
QT

e−2αηϕ2dx =

∫
QT

{
(−pαt + 2a) e−pαη4/3ϕ2 − β1 qαt e

−qαη2/3w2

+
(
β0 (2αt − a) e−2αη + 2β1 e

−qαη2/3
)
ϕw
}
dx dt

+2

∫
QT

e−pαη4/3 ϕ∆ϕdx dt

−
∫
QT

(
2e−pαη4/3 + β0e

−2αη
)
ϕ∆w dxdt

−
∫
QT

β0 e
−2αη w∆ϕdxdt

+

∫
QT

(
β0 e

−2αη + 2β1e
−qαη2/3

)
w∆w dxdt

= J1 + J2 + J3 + J4 + J5.

(36)

Now we estimate each of the five terms J1, . . . , J5.
For J1, one has

J1 =
∫
QT

{
(−pαt + 2a) e−pαη4/3ϕ2 − β1 qαt e

−qαη2/3w2

+
(
β0 (2αt − a) e−2αη + 2β1 e

−qαη2/3
)
ϕw
}
dx dt.

In order to estimate β0 (2αt − a) e−2αη ϕw in terms of e−2αηϕ2, we need to bound

(2αt − a)
2
e−2αη2/3w2. So, since αt /∈ L∞(QT ), we introduce r ∈ [0, 2) and write

e−2α = e−(2−r)αe−rα. Assuming that

p > 2, q > 1 +
r

2
,(37)

we get, with β1 ≥ 1,

J1 ≤
(

1

2
+
∥∥∥(−pαt + 2a) e−(p−2)αη1/3

∥∥∥
L∞(QT )

)∫
QT

e−2αηϕ2 dx dt

+

{
1

2

∥∥∥β0 (2αt − a) e−(1− r
2 )αη1/3 + 2β1 e

−(q−1− r
2 )α
∥∥∥2

L∞(QT )

+ β1q
∥∥∥αt e−(q−r)αη1/3

∥∥∥
L∞(QT )

}∫
QT

η1/3e−rαw2dx dt.

≤ C

[(
1 +

∥∥∥αte−(p−2)α
∥∥∥
L∞(QT )

+ ‖a‖2L∞(QT )

)∫
QT

e−2αηϕ2 dx dt
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+

((
‖a‖2L∞(QT ) +

∥∥∥αt e−(1− r
2 )α
∥∥∥
L∞(QT )

)
β2

0

+

(
1 +

∥∥∥αt e−(q−r)α
∥∥∥
L∞(QT )

)
β2

1

)∫
QT

η1/3e−rαw2dxdt

]
,

where C = C(p, q, ‖η‖L∞(Ω)). Now, assuming that τ ≥ τ1 and β1 ≥ 1, one obtains

J1 ≤ C

[(
1 +

τ

T 3
+ ‖a‖2L∞(QT )

)∫
QT

e−2αηϕ2dxdt

+

(
1 + ‖a‖2L∞(QT ) +

τ2

T 6

)(
β2

1 + β2
0

) ∫
QT

η1/3e−rαw2dxdt

]
.(38)

Concerning J2,

J2 = 2

∫
QT

e−pαη4/3 ϕ∆ϕdx dt

= −2

∫
QT

e−pαη4/3 |∇ϕ|2 dx dt− 2

∫
QT

ϕ∇ϕ.∇
(
e−pαη4/3

)
dx dt

= −2

∫
QT

e−pαη4/3 |∇ϕ|2 dx dt+

∫
QT

ϕ2.∆
(
e−pαη4/3

)
dx dt

= −2

∫
QT

e−pαη4/3 |∇ϕ|2 dx dt

+

∫
QT

(
e−2αηϕ2

)
.e2αη−1∆

(
e−pαη4/3

)
dx dt.

We have

∆
(
e−pαηl

)
= e−pα

[(
p2 |∇α|2 − p∆α

)
ηl + l (∆η − 2p∇α.∇η) ηl−1

+ p(p− 1) |∇η|2 ηl−2
]
.

So

e2αη−1∆
(
e−pαη4/3

)
= e−(p−2)α

[(
p2 |∇α|2 − p∆α

)
η1/3

+
4

3
(∆η − 2p∇α.∇η) η−2/3

+ p(p− 1) |∇η|2 η−5/3
]
.

Note that

∇η
η5/6

= 6∇ξ ∈ L∞(Ω),
∇η
η2/3

= 6ξ∇ξ ∈ L∞(Ω),

∆η

η2/3
= 30 |∇ξ|2 + 6ξ∆ξ ∈ L∞(Ω).

It follows from this last computation and p > 2 that

∥∥∥e2αη−1∆
(
e−pαη4/3

)∥∥∥
L∞(QT )

≤ C

(
1 +

τ2

T 4

)
,
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where C = C(p, ‖η‖L∞(Ω)). Coming back to J2, we get

J2 ≤ −2

∫
QT

e−pαη4/3 |∇ϕ|2 dx dt+ C

(
1 +

τ2

T 4

)∫
QT

e−2αηϕ2 dx dt.(39)

We now estimate J3 + J4. We have

J3 + J4 = −
∫
QT

β0e
−2αη (ϕ∆w + w∆ϕ) dx dt−

∫
QT

2e−pαη4/3ϕ∆wdxdt

= −
∫
QT

β0e
−2αη (∆ (ϕw)− 2∇ϕ.∇w) dx dt

+

∫
QT

2e−pαη4/3∇ϕ .∇wdxdt

+

∫
QT

2ϕ∇(e−pαη4/3).∇w dxdt

= −β0

∫
QT

∆
(
e−2αη

)
ϕw dx dt

+2

∫
QT

(
β0e

−2αη + e−pαη4/3
)
∇ϕ .∇wdxdt

+

∫
QT

2ϕ∇(e−pαη4/3).∇w dxdt.

Proceeding as previously, thanks to the assumption r < 2, we first get∣∣∣∣β0

∫
QT

∆
(
e−2αη

)
ϕw dx dt

∣∣∣∣ ≤ C

(∫
QT

e−2αηϕ2 dx dt

+ β2
0

(
1 +

τ4

T 8

)∫
QT

η1/3e−rαw2dxdt

)
.

In the same way, with p > 2 and η−1/6∇η ∈ L∞(Ω),∣∣∣∣
∫
QT

2ϕ∇(e−pαη4/3).∇w dxdt

∣∣∣∣ ≤ C

(∫
QT

e−2αηϕ2 dx dt

+

(
1 +

τ2

T 4

)∫
QT

η2/3e−2(p−1)α |∇w|2 dxdt
)
.

It appears that

J3 + J4 ≤ C

(∫
QT

e−2αηϕ2 dx dt+ β2
0

(
1 +

τ4

T 8

)∫
QT

η1/3e−rαw2dxdt

+

(
1 +

τ2

T 4

)∫
QT

η2/3e−2(p−1)α |∇w|2 dxdt
)

+2

∫
QT

(
β0e

−2αη + e−pαη4/3
)
∇ϕ .∇wdxdt.(40)

Finally, we estimate J5.

J5 =

∫
QT

(
β0 e

−2αη + 2β1e
−qαη2/3

)
w∆w dxdt
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= −
∫
QT

(
β0 e

−2αη + 2β1e
−qαη2/3

)
|∇w |2 dx dt

+
1

2

∫
QT

∆
(
β0 e

−2αη + 2β1e
−qαη2/3

)
w 2dx dt.

Again, in the same way, we get using the condition q > r and the definition of η:

1

2

∣∣∣∣
∫
QT

∆
(
β0 e

−2αη + 2β1e
−qαη2/3

)
w 2dx dt

∣∣∣∣ ≤ Cβ1

(
1 +

τ2

T 4

)∫
QT

η1/3e−rαw2dxdt.

Thus

J5 ≤ −
∫
QT

(
β0 e

−2αη + 2β1e
−qαη2/3

)
|∇w |2 dx dt

+Cβ1

(
1 +

τ2

T 4

)∫
QT

η1/3e−rαw2dxdt.(41)

Fix β0 = 2C(1 + τ2

T 4 + ‖a‖2L∞(QT )). Then from (38), (39), (40), and (41), we get

with τ ≥ τ0, conditions (37) and β1 ≥ 1:∫
QT

e−2αηϕ2dx ≤ 2C

(
1 + ‖a‖2L∞(QT ) +

τ4

T 8

) (
β2

1 + β2
0

)
β0

∫
QT

η1/3e−rαw2dxdt

− 4

β0

∫
QT

e−pαη4/3 |∇ϕ|2 dx dt

− 2

β0

∫
QT

(
β0 e

−2αη + 2β1e
−qαη2/3

−C
(
1 +

τ2

T 4

)
η2/3e−2(p−1)α

)
|∇w|2 dxdt

+
4

β0

∫
QT

(
β0e

−2αη + e−pαη4/3
)
∇ϕ .∇w dxdt.

Consider the three last terms in the right-hand side of the previous inequality. Assume
moreover that

1

2
q + 1 < p < 4− q.(42)

For β1 sufficiently large, we have(
β0e

−2αη + e−pαη4/3
)2

≤ 2e−pαη4/3

(
β0 e

−2αη + 2β1e
−qαη2/3

−C
(
1 +

τ2

T 4

)
η2/3e−2(p−1)α

)
on QT .

Here is the proof. Indeed, it is sufficient to prove

1

4

(
β0e

−(2− p+q
2 )α + e−

p−q
2 αη1/3

)2

+
1

2
C

(
1 +

τ2

T 4

)
e−(2p−q−2)α ≤ β1 on QT .

Taking into account (42), this last estimate is true if, for instance,

β1 ≥ C

(
(β0 + 1)

2
+ 1 +

τ2

T 4

)
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with a large constant C = C(Ω, ω, ω′, η). To summarize, we have

∫
QT

e−2αηϕ2dxdt ≤ C

(
1 + ‖a‖2L∞(QT ) + τ4

T 8

) (
β2

1 + β2
0

)
β0

∫
QT

η1/3e−rαw2dxdt,

and all the computations are valid with the following conditions:

r < 2, p > 2, q > 1 +
r

2
,

1

2
q + 1 < p < 4− q,(43)

β0 = 2C

(
1 +

τ2

T 4
+ ‖a‖2L∞(QT )

)
,

β1 ≥ C

(
(β0 + 1)

2
+ 1 +

τ2

T 4

)
,

τ ≥ τ1.

It is clear that there is a nonempty set of (p, q, r) verifying (43): for instance,
(2 + 1

16 , 2− 1
8 ,

3
2 ) satisfies this condition. With maybe a modified constant C, we get

the following final estimate:

∫
QT,ω′

e−2αϕ2dxdt ≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫
QT ,ω

e−rαw2dxdt,

where QT,ω = (0, T )× ω. This final estimate ends the proof of the lemma.

4. Proof of Lemma 2.3. For r ∈ (1, 2) and ε > 0, we define

Jε(g) =
1

2

∫
QT

erαg2dxdt+
1

2ε
‖(ψ, v)(T )‖2L2(Ω) ,

where g ∈ L2(QT ) and (ψ, v) is the associated solution of (6). Introduce also the dual
functional (see [11]):

J∗
ε (Y0) =

1

2

∫ T

0

∫
ω

e−rαw2dxdt+
ε

2
‖Y0‖2L2(Ω) +

∫
Ω

Y (0).X0dx,

where X0 = (ψ0, v0) ∈ H1
0 (Ω)×H1

0 (Ω) is the fixed initial data of (6) and Y = (ϕ,w) is
the solution of the backward linear system with initial data Y0 = (ϕ0, w0) ∈ L2(Ω)×
L2(Ω) 


−ϕt = ∆ϕ+ a ϕ−∆w in (0, T )× Ω = QT ,
−wt = ∆w + ϕ in QT ,
ϕ = w = 0 on (0, T )× ∂Ω = ΣT ,
ϕ(T ) = ϕ0, w(T ) = w0, in Ω.

(44)

It is easy to prove that the minimization problems ming Jε(g) and minY0
J∗
ε (Y0)

have both exactly one solution (gε, Y0ε) and, moreover, by the maximum principle (or
see, for instance, [11])

gε = χωe
−rαwε on QT ; Y0ε = −1

ε
(ψε, vε)(T ) on Ω,(45)
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where (ψε, vε) (resp., (ϕε, wε)) is the solution of (6) (resp., (44)) associated with gε
(resp., Y0ε). Since J∗

ε (Y0ε) ≤ 0, we get

(46)

1

2

∫ T

0

∫
ω

e−rαw2
εdxdt+

1

2ε
‖(ψε, vε)(T ) ‖2L2(Ω) ≤ ‖(ϕε, wε)(0)‖L2(Ω) . ‖X0‖L2(Ω) .

To obtain a uniform estimate, we will need the following result.
Lemma 4.1. For r ∈ (0, 2), any solution pair of (44) satisfies the estimate

‖(ϕ,w)(0)‖2L2(Ω) ≤ CT

∫ T

0

∫
ω

e−rα w2dxdt,(47)

with

CT = exp

(
C

(
1 +

1

T
+ (1 + ‖a‖L∞(QT ))T + ‖a‖2/3L∞(QT )

))
.

We will prove this lemma at the end of this section. From (47) and (47), we get
∀ε > 0

1

2

∫ T

0

∫
ω

e−rαw2
εdxdt+

1

2ε
‖(ψε, vε)(T ) ‖2L2(Ω) ≤ CT ‖X0‖2L2(Ω) .(48)

We obtain from this last estimate a control in L2(QT ); however, as it appeared
clearly in the proof of Theorem 2.1, it is not sufficient. So we will prove that our
control is in LqN (QT ).

We introduce ζε = e−rαwε. It satisfies by (44)




(ζε)t + ∆ζε = fε in (0, T )× Ω = QT ,
ζε = 0 on (0, T )× ∂Ω = ΣT ,
ζε(T ) = 0 in Ω,

with

fε = −2r∇α. (e−rα∇wε)+ (∆ (e−r α)− (e−r α)t) wε − e−r αϕε.

By parabolic regularity, we have

‖ζε‖W 2,1
2 (QT ) ≤ C ‖fε‖L2(QT ) .(49)

On the other hand, setting

I1 =

∫
QT

e−2rαϕ2
ε dx dt

we have, using (32) in Lemma 3.4,

I1 =

∫
QT

(
δ3e−2(r−1)α

) (
δ−3e−2αϕ2

ε

)
dx dt

≤
∥∥∥δ3e−2(r−1)α

∥∥∥
L∞(QT )

∫
QT

δ−3e−2αϕ2
ε dx dt

≤ C
∥∥∥δ3e−2(r−1)α

∥∥∥
L∞(QT )

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt

≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt.
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Notice that
∥∥δ3e−2(r−1)α

∥∥
L∞(QT )

is finite since we have assumed r > 1 and the same

remark holds in what follows. In the same way, setting

I2 =

∫
QT

∣∣∇α. (e−r α∇wε)∣∣2 dx dt,

I2 ≤
∫
QT

(
|∇α|2 δ2e−2(r−1)α

)(
δ−2e−2α |∇wε|2

)
dx dt

≤
∥∥∥|∇α|2 δ2e−2(r−1)α

∥∥∥
L∞(QT )

C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt

≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt,

and, if

I3 =

∫
QT

∣∣(∆ (e−r α)− (e−r α)
t

)
wε
∣∣2 dx dt,

I3 =

∫
QT

∣∣∣−r∆α+ r2 |∇α|2 + rαt

∣∣∣2 e−2rαw2
εdx dt

=

∫
QT

(∣∣∣−r∆α+ r2 |∇α|2 + rαt

∣∣∣2 e−2(r−1)α

)(
e−2αw2

ε

)
dx dt

≤ C

∥∥∥∥∣∣∣−r∆α+ r2 |∇α|2 + rαt

∣∣∣2 e−2(r−1)α

∥∥∥∥
L∞(QT )(

1 +
τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt

≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt.

It follows from these three last inequalities and (49) that

‖ζε‖2W 2,1
2 (QT ) ≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt.

Now, by the embedding W 2,1
2 (QT ) ↪→ LqN (QT ) (see, for instance, [18, Lemma 3.2,

p. 80])

‖ζε‖2LqN (QT ) ≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt.

Going back to our control, we get, using (48),

‖gε‖2LqN (QT ) = ‖χωζε‖2LqN (QT )

≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2
εdxdt

≤ CT ‖X0‖2L2(Ω) .(50)
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From (50) and [18, Theorem 10.4, p. 621], it follows, at least for a subsequence,
that for ε→ 0

gε ⇀ g weakly in LqN (QT ),

(ψε, vε) ⇀ (ψ, v) weakly in L2(0, T ;H1
0 (Ω)) ∩W 2,1

qN (QT ),

and ((ψ, v), g) satisfy (6) with (ψ, v)(T ) = 0 and

‖χωg‖2LqN (QT ) ≤ CT ‖X0‖2L2(Ω) .

To complete the proof, it remains to show Lemma 4.1.
Proof of Lemma 4.1. According to Lemma 3.4∫ 3T/4

T/4

∫
Ω

(
δ−3 |ϕ|2 + |w|2

)
e−2αdxdt ≤ C

(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2 dx dt,

(51)
provided τ ≥ τ1. Let us estimate δ−3e−2α from below on (T/4, 3T/4)× Ω:

δ−3(t, x)e−2α(t,x) = τ−3t3(T − t)3e−3λβ(x) exp

(
−2τ

e
4
3λ‖β‖L∞(Ω) − eλβ(x)

t(T − t)

)

≥ τ−3e−3λ‖β‖L∞(Ω)t3(T − t)3 exp

(
−2τ

e
4
3λ‖β‖L∞(Ω) − eλ ln 3

t(T − t)

)

≥ Cτ−3T 6 exp

(
−Cτ

T 2

)

≥ Cτ−3 exp

(
−Cτ

T 2

)
.

Inserting this inequality into (51), we get

∫ 3T/4

T/4

∫
Ω

(
|ϕ|2 + |w|2

)
dx dt

≤ Cτ3 exp

(
Cτ

T 2

)(
1 +

τ8

T 14
+ ‖a‖6L∞(QT )

)∫ T

0

∫
ω

e−rαw2 dx dt.(52)

If (ϕ,w) satisfies (44), then for m = ‖a‖L∞(QT ) + 1
2 we have

d

dt

(
e−2m(T−t)

(
|ϕ(t)|22 + |w(t)|22

))
= 2me−2m(T−t)

(
|ϕ(t)|22 + |w(t)|22

)
+ 2e−2m(T−t) (∫

Ω
(wwt + ϕϕt)(t)dx

)
,

(53)

or, together with the Cauchy–Schwarz and Young inequalities,

(54)

d

dt

(
e−2m(T−t)

(
‖ϕ(t)‖2L2(Ω) + ‖w(t)‖2L2(Ω)

))
≥ 2e−2m(T−t)

{(
m− 1

2

)
‖w(t)‖2L2(Ω) +

(
m− ‖a‖L∞(QT ) −

1

2

)
‖ϕ(t)‖2L2(Ω)

}
≥ 0.

The integration of (54) over [T/4, 3T/4] yields
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T

2
e−2mT

(
‖ϕ(0)‖2L2(Ω) + ‖w(0)‖2L2(Ω)

)
≤
∫ 3T

4

T
4

∫
Ω

e−2m(T−t) (ϕ2 + w2
)
dx dt

≤ e−m
T
2

∫ 3T
4

T
4

∫
Ω

(
ϕ2 + w2

)
dx dt.

Using (52) and setting τ = C(T + (1 + ‖a‖2/3L∞(QT ))T
2) with C sufficiently large, we

finally arrive at

‖ϕ(0)‖2L2(Ω) + ‖w(0)‖2L2(Ω)

≤ 2

T
em

3T
2

∫ 3T
4

T
4

∫
Ω

(
ϕ2 + w2

)
dxdt

≤ exp

(
C

(
1 +

1

T
+ (1 + ‖a‖L∞(QT ))T + ‖a‖2/3L∞(QT )

))∫ T

0

∫
ω

e−rαw2dxdt,

which is the desired estimate.
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Abstract. Under the generic assumption that zero is in the resolvent set of the generator,
we show that the optimal control problem for a stable well-posed linear system is equivalent to a
control problem for its reciprocal system which has bounded generating operators. Consequently,
the operator X that defines the optimal cost satisfies a Riccati equation with bounded operators.
Previous results needed various regularity assumptions to obtain X as a solution to a Riccati equation
resembling that in the finite-dimensional theory.
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1. Introduction. A key to solving a number of problems in systems and control
is the existence of a solution to a Riccati equation which is closely related to a spec-
tral factorization problem and to a linear quadratic optimal control problem. More
concretely, consider the finite-dimensional linear system

ẋ(t) = Ax(t) +Bu(t), x(0) = x0, y(t) = Cx(t)(1.1)

and the cost functional

J(x0, u) =

∫ ∞

0

〈[
Q N∗

N R

] [
y(t)
u(t)

]
,

[
y(t)
u(t)

]〉
dt,(1.2)

where A,B,C,R,N,Q are matrices of appropriate dimensions, and R = R∗ > 0, Q =
Q∗.

The optimal control problem is to find the input function uopt ∈ L2(0,∞;Cm)
that minimizes J(x0, u), where x, y are given by (1.1), and to compute this minimum.
The corresponding Popov function is given by

Π(iω) = R+NG(iω) +G(iω)∗N∗ +G(iω)∗QG(iω),(1.3)

where G(iω) = C(iωI −A)−1B and ω ∈ R.
We consider the case corresponding to a coercive Popov function: Π(iω) ≥ εI for

some ε > 0 and all ω ∈ R. Then it is known that the control problem has a minimum
given by

J(x0, u
opt) = 〈Xx0, x0〉,(1.4)

where X is the minimal self-adjoint matrix solution of the associated Riccati equation

XA+A∗X + C∗QC = (XB + C∗N∗)R−1(B∗X +NC).(1.5)
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Moreover, uopt(t) = −R−1(B∗X + NC)x(t) ∈ L2(0,∞;Cm) (the closed-loop sys-
tem need not be stable). For each matrix solution X of (1.5) we obtain a spectral
factorization of Π:

Π(iω) = Ξ(iω)∗Ξ(iω),(1.6)

Ξ(s) =W [I +R−1(B∗X +NC)(sI −A)−1B],(1.7)

where W ∗W = R. If we choose W to be invertible, then Ξ has the inverse

[I −R−1(B∗X +NC)(sI −A+BR−1(B∗X +NC))−1B]W−1.

Both Ξ and its inverse are in H∞.
In this paper, we investigate some extensions of the above theory to the class of

infinite-dimensional systems known as stable well-posed linear systems. This is a large
class of systems, including many systems described by partial differential equations
with boundary control and point observations, as well as by delay equations with
delayed observations and control action (see Weiss [18], [17], [16], [19], [20]).

Staffans [11] and Weiss and Weiss [22] solved the optimal control problem (1.1)–
(1.2) for the subclass of stable weakly regular linear systems using a spectral factor-
ization approach under the coercivity assumption Π(iω) ≥ εI for some ε > 0 and
almost all ω ∈ R. In [14], [12] Staffans solved the problem for the unstable well-posed
class, and a complete theory of more general optimal control problems and Riccati
equations can be found in Mikkola [9]. The solution for the stable case is obtained in
terms of a spectral factorization like (1.6). In its full generality the theory becomes
very technical. Although it is possible to give nice conditions for the existence of a
solution to the optimal control problem, and the minimum cost has the form (1.4), it
is not always possible to obtain a Riccati equation like (1.5). In Weiss and Weiss [22],
as well as the weak regularity assumption, they need to assume that the spectral fac-
tor Ξ in (1.6) is regular. In general, this is hard to check, but the following sufficient
conditions are known:

1. B is less than maximally unbounded (α(B) < 1
2 in (2.18)) in Weiss and

Curtain [21] .
2. B is infinite-time admissible, Y is finite-dimensional, and C is bounded in

Weiss and Weiss [22].
3. The input-output map is a convolution with an operator-valued L1-function

plus a constant feedthrough and delays (see Staffans [13] and Mikkola [9]).
Even if the spectral factor is regular, the general Riccati equation may have a different
factor to R in (1.5) which is rather disconcerting and impossible to compute in general.
One sufficient condition for R to be in (1.5) is condition 2 above. While examples are
given in [22] and Weiss and Zwart [23] which show that these anomalies can actually
occur, it is curious that they have never appeared in the alternative partial differential
equation approach to Riccati equations (see Lasiecka and Triggiani [7]).

In this paper, we consider the optimal control problem for a stable well-posed
linear system and we attempt to clarify the technicalities under the extra assumption
that zero is in the resolvent set of the infinitesimal generator of the weakly regular
linear system. This ensures the existence of its reciprocal system A−1, A−1B,−CA−1,
G(0), where A,B,C are the generating operators of the original well-posed linear
system and G is its transfer function. Note that the generating operators of the
reciprocal system are all bounded! Interesting connections between well-posed systems
and their reciprocal systems are established in section 3. In particular, they have the



RICCATI EQUATIONS FOR STABLE WELL-POSED SYSTEMS 1683

same controllability and observability gramians. The concept of reciprocal systems
can be traced back to Livsic in his book [8]. As reported in [3], although this concept
has been implicitly used, for example, in studying controllability, it has taken a long
while for the reciprocal system approach to be used as a tool for finding solutions
to Riccati equations for infinite-dimensional systems. Earlier results include Callier
and Grabowski [1], [2]), where they assume scalar control and observation operators,
exponential stability of A, and strong stability of its inverse, and Curtain [4], where the
control operator is assumed to be bounded. Our results show that none of these strong
assumptions is necessary. In section 2 we give the relevant background on well-posed
and weakly regular linear systems, and in section 4 we first introduce the optimal
control problem for a stable well-posed system and review the known results from [22]
and [11]. Under the generic assumption 0 ∈ ρ(A), we show that the optimal control
problem for the well-posed system is equivalent to one for the reciprocal system. The
minimum cost is given by (1.4), where X is the minimal solution of the following
reciprocal Riccati equation with bounded operators:

A−∗X +XA−1 +A−∗C∗QCA−1

= (B∗A−∗X −N−CA−1)∗R−1
− (B∗A−∗X −N−CA−1),

where N− = N+G∗
0Q, R− = R+NG0+G

∗
0N

∗+G∗
0QG0, and G0 = G(0). Moreover,

the spectral factor Ξ is given by Ξ(s) = Dξ
−+Cξ−(

1
sI−A−1)−1A−1. This represents a

complete solution to the problem without making any regularity assumptions, and it
is our main new contribution. However, it is instructive to compare our solution with
those in the existing literature. In particular, we give new necessary and sufficient
conditions forΞ to be (weakly) regular; namely, Σ is (weakly) regular and the following
limit exists in the (weak) strong topology:

lim
λ→∞

B∗A−∗Xλ(λI −A)−1B.

If, in addition, B∗
Λw
X(λI − A)−1B has the weak limit V ∈ L(U) as λ → ∞, then

(Dξ)∗Dξ = R + V . This formula was previously obtained in [14]. We also obtain a
new result: if the degree of unboundedness of B is < 1

2 (B is less than maximally
unbounded), then Ξ is uniformly regular with an invertible feedthrough operator and
X also satisfies the Riccati equation (4.12) given in [22].

Finally, we remark that the term “generic” is not misplaced. Analogous results
may be obtained by replacing the assumption that 0 ∈ ρ(A) by the assumption
that iω ∈ ρ(A) for some real ω. In this case, the relevant reciprocal system is
Σ(A−1

ω , A−1
ω B,−CA−1

ω ,G(iω)). While there are generators (e.g., the shift operator)
that do not satisfy the above condition, most do.

2. Preliminaries. Since our results are based on the theory of well-posed lin-
ear systems and weakly regular linear systems, we review the relevant theory from
Weiss [16], [17], [18], [19], [20], Weiss and Curtain [21] and Weiss and Weiss [22]. We
begin with some notation.

Definition 2.1. Let Z1,Z2 be Hilbert spaces, B a Banach space, and Ω ⊂ R.
• L2(Ω,Z1) is the space of Lebesgue-measurable, square integrable, Z1-valued

functions on Ω.
• Lloc2 (0,∞;Z1) is the space of Lebesgue-measurable functions from [0,∞) to
Z1, which are square integrable on [0, τ ] for every τ > 0, with the topology
determined by the seminorms ‖ · ‖L2[0,τ ].
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• H2(Z1) is the space of holomorphic Z1-valued functions on the open right
half-plane C

+ which are uniformly square integrable on vertical lines.
• H∞(B) is the space of bounded, holomorphic, B-valued functions on C

+.
• L∞(L(Z1,Z2)) is the space of essentially bounded, weakly measurable, L(Z1,
Z2)-valued functions on the imaginary axis.

Scalar-valued function spaces will be denoted H2,H∞,L∞, etc. For simplicity,
we suppose that all Hilbert spaces are separable. Let W be any such Hilbert space.
We denote the right shift by τ on Lloc2 (0,∞;W) by Sτ , i.e.,

(Sτw)(t) =

{
0, 0 ≤ t < τ,
w(t− τ), t ≥ τ.

An operator F on Lloc2 (0,∞;W) is called shift-invariant if FSτ = SτF for all τ > 0.
Pτ denotes the projection of Lloc2 (0,∞;W) into L2(0,∞;W) by truncation, defined
for w ∈ Lloc2 (0,∞;W) by

(Pτw)(t) =

{
w(t), 0 ≤ t < τ,
0, t ≥ τ.

For w1, w2 ∈ Lloc2 (0,∞;W) and τ ≥ 0, the τ -concatenation of w1 and w2, denoted
w1 �

τ
w2, is defined by

(
w1 �

τ
w2

)
(t) = Pτw1 + Sτw2.

We now define well-posed linear systems on Hilbert spaces.
Definition 2.2. Let U ,X ,Y be given Hilbert spaces. A well-posed linear system

on U , X , and Y is a quadruple Σ = (T,Φ,Ψ,F), where
(i) T = (Tt)t≥0 is a strongly continuous semigroup of bounded linear operators

on X ;
(ii) Φ = (Φt)t≥0 is a family of bounded linear operators from L2(0,∞;U) to X

such that

Φτ+t

(
u �
τ
v
)
= TtΦτu+Φtv

for any u, v ∈ L2(0,∞;U) and any τ, t ≥ 0;
(iii) Ψ is a continuous linear operator from X to Lloc2 (0,∞;Y) such that for any

x ∈ X and τ > 0,

Ψx = Ψx �
τ
ΨTτx;

(iv) F is a continuous linear operator from L2(0,∞;U) to Lloc2 (0,∞;Y) such that
for any u, v ∈ L2(0,∞;U),

F

(
u �
τ
v
)
= Fu �

τ
(ΨΦτu+ Fv).

U is the input space, X is the state-space, and Y is the output space.
If A is the generator of the strongly continuous semigroup T on X , we denote by

X1 the space D(A) with the norm ‖z‖1 = ‖(βI − A)z‖, where β ∈ ρ(A), and X−1 is
the completion of X with respect to the norm ‖z‖1 = ‖(βI − A)−1z‖. The choice of
β is unimportant, since different choices produce equivalent norms. Consequences of
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the definition are the existence of certain operators A,B,C. Assumption (i) implies
the existence of the infinitesimal generator A ∈ L(X1,X ) of T. Assumptions (i) and
(ii) above imply the existence of a unique B ∈ L(U ,X−1), called the control operator
of Σ, such that for all t ≥ 0,

Φtu =

∫ t

0

Tt−σBu(σ) dσ.(2.1)

The fact that Φtu ∈ X means that B is an admissible control operator for T (i.e.,
Φt ∈ L(L2(0, t;U),X )). From (2.1) we see that Φtu depends only on Ptu, and so Φt
has a natural extension to Lloc2 (0,∞;U). B is called infinite-time admissible for T if
for all u ∈ L(L2(0,∞;U)),

sup
0≤t<∞

∥∥∥∥
∫ t

0

TσBu(σ) dσ

∥∥∥∥
X
<∞.(2.2)

In this case, we can define the extended input map Φ̃ ∈ L(L2(0,∞;U),X ) by

Φ̃v = lim
T→∞

∫ T

0

TσBv(σ) dσ.(2.3)

If x0 ∈ X is the initial state of Σ and u ∈ Lloc2 (0,∞;U) is its input function, then the
state trajectory of Σ, x : [0,∞)→ X is defined by

x(t) = Ttx0 +Φtu(2.4)

for all t ≥ 0. The function x is continuous in X and it satisfies the differential equation

ẋ(t) = Ax(t) +Bu(t)(2.5)

in the strong sense in X−1. The function x is the unique solution of (2.5) satisfying
the initial condition x(0) = x0. If u has the Laplace transform û and x0 = 0, then
x has the Laplace transform x̂(s) = (sI −A)−1Bû(s) for all s with Re(s) sufficiently
large. The operator Ψ in Definition 2.2 is called the extended output map of Σ. More
generally, any operator Ψ which satisfies assumption (iii) in Definition 2.2 is called
an extended output map for T. For every such Ψ there exists a unique C ∈ L(X1,Y)
called the observation operator of Ψ, such that

(Ψx0)(t) = CTtx0(2.6)

for every x0 ∈ X1 and every t ≥ 0. This C determines Ψ, since X1 is dense in X . The
function y0 = Ψx0 has a Laplace transform ŷ0, and we have ŷ0(s) = C(sI−A)−1x0 for
all x0 ∈ X and for Re(s) sufficiently large. If Ψ is bounded, i.e., Ψ ∈ L(X ,L2(0,∞;Y)),
then we say that C is infinite-time admissible.

In Grabowski [5] it is shown that C is infinite-time admissible if and only if the
following Lyapunov equation has a self-adjoint nonnegative solution L ∈ L(X) for all
z, x ∈ D(A):

〈Az,Lx〉+ 〈z, LAx〉 = −〈Cz,Cx〉.(2.7)

The observability gramian LC = Ψ∗Ψ is the minimal solution of (2.7) (see Hansen
and Weiss [6], where the dual controllability gramian is treated).
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The Λ-extension of C is defined by

CΛz = lim
λ→+∞

Cλ(λI −A)−1z.(2.8)

The domain D(CΛ) consists of those z ∈ X for which the above limit exists (λ is real).
If we replace C by CΛ in (2.6), then it holds for all x0 ∈ X and almost every t ≥ 0.
The operator CΛw , the weak Λ-extension of C, is defined by

CΛwz = weak lim
λ→+∞

Cλ(λI −A)−1z.(2.9)

The domain of CΛw consists of those z ∈ X for which the above limit exists. CΛw

is an extension of CΛ and they are equal if Y is finite-dimensional. Note that for all
x0 ∈ X and almost all t ≥ 0,

(Ψx0)(t) = CΛwTtx0 = CΛTtx0.(2.10)

The operator F in Definition 2.1 is called the extended input-output map of Σ. F is
shift-invariant, which implies that F is causal :

PτF = PτFPτ for all τ ≥ 0.(2.11)

Using (2.11), we can extend F continuously to Lloc2 (0,∞;U). If Tt is exponentially
stable, then F ∈ L(L2(0,∞;U),L2(0,∞;Y)) and B and C are infinite-time admissible.
We can represent F via the transfer function G of Σ, which is a bounded analytic
L(U ,Y)-valued function on some right half-plane in C. We do not distinguish between
two transfer functions defined on different right half-planes if one is a restriction of
the other. The connection between F and G is as follows: if u ∈ L2(0,∞;U), then
y = Fu has a Laplace transform ŷ and, for Re(s) sufficiently large,

ŷ(s) = G(s)û(s),(2.12)

and F ∈ L(L2(0,∞;U),L2(0,∞;Y)) if and only if G ∈ H∞(L(U ,Y)). For s, β in
some right half-plane, the relationship with the generating operators is given by

G(s)−G(β) = C[(sI −A)−1 − (βI −A)−1]B

= (β − s)C(sI −A)−1(βI −A)−1B.(2.13)

In fact, a necessary and sufficient condition for A,B,C to generate a well-posed system
is that B and C are admissible for T (·) and the right-hand side of (2.13) be uniformly
bounded on some right half-plane for one β ∈ ρ(A). The formula (2.13) can be
extended to all s, β in the resolvent set of A, and it is used as the definition of the
transfer function on page 10 in Staffans and Weiss [15]. If ρ(A) is connected, this
agrees with the analytic continuation to ρ(A), but otherwise these two extensions
may differ. To avoid confusion we call this extension the characteristic function and
denote it by G. Under our assumptions in section 4, the two concepts are consistent.

Lemma 2.3. Suppose that the well-posed linear system Σ has the generating
operators A,B,C and the transfer function G. If C is an infinite-time admissible
observation operator, then G has an analytic extension on C

+
0 and G = G in ρ(A) ∩

C
+
0 .

Proof. Now Ψ ∈ L(X ,L2(0,∞;Y)) and so its Laplace transform is such that
Ψ̂x ∈ H2(Y) for x ∈ X and from (2.10) Ψ̂(s)x = C(sI − A)−1x for s in some right
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half-plane. For x ∈ D(A) we also have Ψ̂(s)(sI −A)x = Cx, and since both sides are
analytic on C

+
0 , this extends to s ∈ C

+
0 . So we obtain

Ψ̂(s)x = C(sI −A)−1x for s ∈ D(A) ∩ C
+
0 ,(2.14)

and since D(A) is dense in X , this extends to x ∈ X . Now we fix a number β ∈ ρ(A)
in some right half-plane and rewrite (2.13) as follows:

G(s)−G(β) = (β − s)Ψ̂(s)(βI −A)−1B.(2.15)

This shows that G has an extension to an analytic function on C
+
0 . Similarly, for

z ∈ C
+
0 , we have

G(z)−G(β) = (β − z)Ψ̂(z)(βI −A)−1B,(2.16)

and subtracting (2.16) from (2.15) gives

G(s)−G(z) = β[Ψ̂(s)− Ψ̂(z)](βI −A)−1B − [sΨ̂(s)− zΨ̂(z)](βI −A)−1B

= (z − s)Ψ̂(s)(zI −A)−1B for s, z ∈ ρ(A) ∩ C
+
0

= (z − s)C(sI −A)−1(zI −A)−1B, s, z ∈ ρ(A) ∩ C
+
0 ,

where we have used (2.14). Thus for s, z ∈ D(A) ∩ C
+
0 , we obtain

G(s)−G(z) = G(s)−G(z).

Clearly, the above lemma has a dual version with B an infinite-time admissible
control operator.

If G is a bounded, analytic, L(U ,Y)-valued function defined on some right half-
plane in C, then a realization of G is a well-posed linear system Σ whose transfer
function is G.

In order to obtain nice state-space formulas we need to assume a regularity con-
dition.

Definition 2.4. The system Σ (or its transfer function G) is called weakly
regular if the following limit exists in Y for all v ∈ U :

weak lim
λ→+∞

G(λ)v = Dv.(2.17)

Note that λ in the above is real. Σ (or G) is called regular if the limit (2.17)
exists in the norm topology of Y and uniformly regular if the limit exists in the
operator norm topology. The operator D ∈ L(U ,Y) is called the feedthrough operator
of Σ (or of G). A sufficient condition for weak regularity of a well-posed linear
system is that CΛw(βI − A)−1B exists for some β in the resolvent set of A. If Y is
finite-dimensional, then weak regularity equals regularity, and if B is bounded, Σ is
uniformly regular. Other conditions for regularity can be expressed in terms of the
degree of unboundedness of B or of C. If B is an admissible control operator for T,
its degree of unboundedness, denoted α(B), is the infimum of those α ≥ 0 for which
there exist positive constants δ, ω such that

‖(λI −A)−1B‖L(U,X ) ≤ δ

λ1−α for all λ ∈ (ω,∞).(2.18)
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It is known that α(B) ≤ 1
2 , and if B is bounded, then α(B) = 0. The degree of

unboundedness of an admissible observation operator C is the degree of unboundedness
of the admissible control operator C∗ for T

∗. We reformulate the recent result from
Proposition 4.2 in [21].

Lemma 2.5. Let B and C be admissible control and observation operators for
T (·). If either B or C has a degree of unboundedness less than 1

2 , then A,B,C are
the generating operators of a uniformly regular system.

One advantage of considering (weakly) regular linear systems is that the formulas
for G and F are the same as the finite-dimensional ones with CΛw replacing C (for
well-posed systems they are rather complicated).

Theorem 2.6. If Σ is weakly regular, then the following hold:
(i) G(s) = CΛw(sI −A)−1B +D for sufficiently large Re s.
(ii) F : Lloc2 (0,∞;U)→ Lloc2 (0,∞;Y) is given by

(Fu)(t) = CΛw

∫ t

0

Tt−σBu(σ) dσ +Du(t)

for almost all t ≥ 0.
(iii) If x is the state trajectory of Σ corresponding to the initial state x0 ∈ X and

the input function u ∈ Lloc2 (0,∞;U), then x(t) given by (2.4) satisfies x(t) ∈
D(CΛw) for almost every t ≥ 0, and the output function of Σ, y = Ψx0 + Fu
satisfies

y(t) = CΛwx(t) +Du(t) for almost all t ≥ 0.

If Σ is regular, then CΛ may replace CΛw in the above. A,B,C,D are called the
generating operators of Σ.

In this paper the operator B∗
Λw

occurs frequently, where

B∗
Λwz = weak lim

λ→∞
B∗λ(λI −A∗)−1z,(2.19)

and its domain consists of all z ∈ X for which the weak limit makes sense.
The following proposition about inverses of regular linear systems follows from

results in sections 4 and 7 in [19] by considering unity feedback of I −G.
Proposition 2.7. Let Σ be a regular linear system with generating operators

A,B,C,D and transfer function G. Then D is invertible if and only if G−1 is regu-
lar. In this case G−1 is the transfer function of the regular linear system Σinv with
generating operators Ainv, Binv, Cinv, Dinv given by

Ainvx = (A−BD−1CΛ)x for all x ∈ D(Ainv),
D(Ainv) = {x ∈ D(CΛ) | (A−BD−1CΛ)x ∈ X},
Cinvx = −D−1CΛx for all x ∈ D(Ainv),
Binv = BD−1, Dinv = D−1.

Under the assumptions of this proposition, we call Σinv the inverse of Σ.

3. Reciprocal systems. In this section we consider a well-posed linear system Σ
with the generating operators A,B,C, transfer functionG, and characteristic function
G, and we assume that 0 ∈ ρ(A). Using the definition of the transfer function from
(2.13), it is clear that for all s ∈ ρ(A)

G(s)−G(0) = C[(sI −A)−1 +A−1]B

= −CA−1

(
1

s
I −A−1

)−1

A−1B.(3.1)
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Note that A−1, A−1B,CA−1 are all bounded operators, and so they generate a regular
linear system with feedthrough operator zero, and (3.1) holds for all s ∈ ρ(A). This
motivates the following definition.

Definition 3.1. Let G be the transfer function of a well-posed linear system Σ
with generating operators A,B,C with 0 ∈ ρ(A). We call the regular linear system
Σ− with generating operators A−1, A−1B,−CA−1,G(0) the reciprocal system corre-
sponding to Σ. We denote its transfer function and characteristic functions by G−
and G−, respectively.

In the next lemma we prove some interesting connections between well-posed
linear systems and their reciprocal systems.

Lemma 3.2. Under the assumptions of Definition 3.1 and denoting the group
with generator A−1 by T−, the following hold:

1. G−( 1
s ) = G(s) for all s ∈ ρ(A).

2. C is an infinite-time admissible observation operator for T if and only if CA−1

is an infinite-time admissible operator for T−. In this case, their observability
gramians are equal and are the minimal solutions of their respective Lyapunov
equations.

3. B is an infinite-time admissible control operator for T if and only if A−1B is
an infinite-time admissible control operator for T−. In this case, their control-
lability gramians are equal and are the minimal solutions of their respective
Lyapunov equations.

4. If C is an infinite-time admissible observation operator for T, then G(s) =
G−( 1

s ) for s ∈ C
+
0 . Moreover, G ∈ H∞(L(U ,Y)) if and only if G− ∈

H∞(L(U ,Y)).
Proof.
1. This follows from (3.1).
2. From Grabowski [5] we know that C is an infinite-time admissible operator

for T if and only if Lyapunov equation (2.7) has a self-adjoint nonnegative
solution L ∈ L(X ). An analogous statement holds for CA−1 and the following
Lyapunov equation with values in X :

A−∗LC + LCA
−1 = −A−∗C∗CA−1.(3.2)

It is clear that L solves (2.7) if and only if it solves (3.2). Moreover, if C is
infinite-time admissible, the observability gramian of Σ is Ψ∗Ψ, and it is the
minimal solution of (2.7). An analogous statement holds for the reciprocal
system and this proves the claim.

3. This is a dual statement to the infinite-time observability (see Hansen and
Weiss [6]).

4. Now, from part 2, both C and CA−1 are infinite-time admissible, and so from
Lemma 2.3 we have

G(s) = G(s) for s ∈ ρ(A) ∩ C
+
0 and

G−(s) = G−(s) for s ∈ ρ(A−1) ∩ C
+
0 .

This together with (3.1) gives

G(s) = G−

(
1

s

)
for s ∈ ρ(A) ∩ C

+
0 .
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However, from Lemma 2.3 both G and G− are analytic on C
+
0 , and so the

above equality holds on C
+
0 .

We now relate the reciprocals of inverses of regular systems.
Theorem 3.3. Suppose that Σ is a regular linear system with the generating

operators A,B,C,D and 0 ∈ ρ(A). Let Σ− denote its reciprocal system with trans-
fer function G−. If D is invertible, then the inverse system Σinv of Σ is regular.
Moreover, Σinv− , the inverse system of Σ−, is the reciprocal system of Σinv.

Proof. By Proposition 2.7, if D is invertible, then Σinv is a regular linear system
with generating operators Ainv, Cinv = −D−1CΛ, B

inv = BD−1, Dinv = D−1, where

Ainvx = (A−BD−1CΛ)x for all x ∈ D(Ainv),
D(Ainv) = {x ∈ D(CΛ) |(A−BD−1CΛ)x ∈ X}.

By the same proposition, the inverse of the reciprocal system Σinv− has the generating
operators

Ainv− = A−1 +A−1BD−1
− CA−1, Binv− = A−1BD−1

− ,(3.3)

Cinv− = D−1
− CA−1, Dinv

− = D−1
− ,

where D− = G(0). To show that the reciprocal system of Σinv is well defined, we first
show that Ainv has the bounded inverse Ainv− . Consider for all x ∈ X

AinvAinv− x = (A−BD−1CΛ)(A
−1 +A−1BD−1

− CA−1)x

= (I +BD−1
− CA−1 −BD−1CΛA

−1)x

−(BD−1CΛA
−1BD−1

− CA−1)x

= x+BD−1(D −D− − CΛA
−1B)D−1

− CA−1x

= x,

where in the second line the terms are well defined in X−1. Next consider for x ∈
D(Ainv) ⊂ D(CΛ)

Ainv− Ainvx = (A−1 +A−1BD−1
− CA−1)(A−BD−1C)x

= x−A−1BD−1CΛx+A
−1BD−1

− CΛx

−A−1BD−1
− CΛA

−1BD−1CΛx

= x+A−1BD−1
− (−D− +D − CΛA

−1B)D−1CΛx

= x.

So the reciprocal system of Σinv is well defined and it has the generating opera-
tors (Ainv)−1, (Ainv)−1Binv,−Cinv(Ainv)−1, Dinv−Cinv(Ainv)−1Binv. We show that
these are precisely the generating operators of Σinv− . We consider the control operator

(Ainv)−1Binv = (Ainv)−1BD−1 = Ainv− BD−1

= (A−1 +A−1BD−1
− CΛA

−1)BD−1

= A−1BD−1
− (D− + CΛA

−1B)D−1

= A−1BD−1
− .

The observation operator is

Cinv(Ainv)−1 = −D−1CΛ(A
inv)−1 = −D−1CΛ(A

−1 +A−1BD−1
− CA−1)

= −D−1(D− + CΛA
−1B)D−1

− CA−1

= −D−1
− CA−1.
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Finally, the feedthrough term is

Dinv − Cinv(Ainv)−1Binv = D−1 +D−1CΛ[A
−1 +A−1BD−1

− CΛA
−1]BD−1

= D−1[D + CΛA
−1B + CΛA

−1BD−1
− CΛA

−1B]D−1

= D−1[D + CΛA
−1BD−1

− (D− + CΛA
−1B)]D−1

= D−1[D + CΛA
−1BD−1

− D]D−1

= D−1
− .

4. The linear quadratic optimal control problem. In this section, we con-
sider the well-posed linear system Σ = (T,Φ,Ψ,F) on the Hilbert spaces U ,X ,Y, and
we denote its generating operators by A,B,C and its transfer function by G. We
suppose that Σ satisfies the following assumptions:

(a) F ∈ L(L2(0,∞;U),L2(0,∞;Y)).
(b) Ψ ∈ L(X ,L2(0,∞;Y)).
(c) U is a separable Hilbert space.
(d) 0 ∈ ρ(A).

Assumption (b) implies that Ψ̂x ∈ H2(Y) for all x ∈ X , and so we have G = G
for s ∈ ρ(A) ∩ C

+
0 (see Lemma 2.3). In particular, with assumption (d) we obtain

G(0) = G(0). Consequently, we do not have to distinguish between the transfer
function and the characteristic function in what follows. Assumption (b) is equivalent
to G ∈ H∞(L(U ,Y)). Assumption (c) is made because we choose to quote results
from Weiss and Weiss [22] and they use a frequency domain approach. However, it is
possible to prove all the results without (c) using a time domain approach similar to
that in Mikkola [9]. Let us consider the following cost functional associated with Σ:

J(x0, u) =

∫ ∞

0

〈[
Q N∗

N R

] [
y(t)
u(t)

]
,

[
y(t)
u(t)

]〉
Y×U

dt,(4.1)

where R = R∗ ∈ L(U), Q = Q∗ ∈ L(Y), and N ∈ L(Y,U). Note that no positivity
assumptions are made on R or on Q. For each initial state x0 ∈ X , u and y are
related as in Theorem 2.6. The optimal control problem is to find the input function
uopt ∈ L2(0,∞;U) that minimizes J(x0, u). We denote this the optimal control
problem by (Σ, J). We substitute y = Ψx0 + Fu into (4.1) to obtain

J(x0, u) =

〈[
Ψ∗QΨ Ψ∗(QF +N∗)

(F∗Q+N)Ψ R
] [

x0

u

]
,

[
x0

u

]〉
,(4.2)

where the scalar product is from X × L2(0,∞;U) and
R = R+NF + F

∗N∗ + F
∗QF.(4.3)

Under our assumptions (a), (b), we see that J(x0, u) is finite for all x0 ∈ X
and u ∈ L2(0,∞;U). R is a Toeplitz operator whose symbol is the Popov function
associated with the above control problem.

Definition 4.1. The Popov function Π : iR → L(U) associated with the well-
posed linear system Σ and the cost function J in (4.1) is defined for almost every
ω ∈ R by

Π(iω) = R+NG(iω) +G(iω)∗N∗ +G(iω)∗QG(iω),(4.4)

where G is the transfer function of Σ.
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We remark that a sufficient condition for the Popov function Π to be well defined
is that F be a bounded operator from L2(0,∞;U) to L2(0,∞;Y). For in this case,
G ∈ H∞(L(U ,Y)) and it has an extension to s = iω in the sense that limσ→0 G(σ +
iω)u exists for all u ∈ U , for almost all ω ∈ R (see Theorem 4.5 in Rosenblum and
Rovnyak [10]). Moreover, Π ∈ L∞(L(U)).

We summarize the main results from Weiss and Weiss [22] for the well-posed case
(or see Staffans [11]).

Theorem 4.2. Let Σ = (T,Φ,Ψ,F) be a well-posed linear system satisfying
assumptions (a), (b), (c), and consider the associated cost function J from (4.1). If
the corresponding Popov function Π from (4.4) is coercive, i.e., there exists ε > 0 such
that Π(iω) ≥ εI for almost all ω ∈ R, then it has a spectral factorization

Π(iω) = Ξ(iω)∗Ξ(iω)(4.5)

for almost all ω ∈ R. Ξ and its inverse are in H∞(L(U ,Y)) and it has the well-posed
realization Σξ = (T,Φ,Ψξ,Fξ), where Ψξ is an extended output map for T defined by

Ψξ = (Fξ)−∗(F∗Q+N)Ψ.(4.6)

The optimal control is uopt = −R−1(F∗Q+N)Ψx0 and the optimal cost has the form

J(x0, u
opt) = 〈Xx0, x0〉,(4.7)

where X = X∗ ∈ L(X ) is defined by

X = Ψ∗QΨ−Ψ∗(QF +N∗)R−1(F∗Q+N)Ψ(4.8)

= Ψ∗QΨ− (Ψξ)∗Ψξ.(4.9)

Proof. All results are stated explicitly in Weiss and Weiss [22] with the exception
of (4.9). This follows from the two equations (11.5) and (12.3) in [22], namely,

R = (Fξ)∗Fξ and (Fξ)∗Ψξ = (F∗Q+N)Ψ.

In order to obtain Riccati equations resembling the usual ones (1.5) it is necessary
to assume that Σ is weakly regular. The main results for this case from [22] are as
follows.

Theorem 4.3. Let Σ = (T,Φ,Ψ,F) be a weakly regular linear system satisfying
assumptions (a), (b), (c) and with feedthrough operator zero. If the Popov function
is coercive and its spectral factor Ξ is regular with an invertible feedthrough operator
Dξ, then it has the generating operators A,B,Cξ, Dξ, where

Cξ = Dξ((Dξ)∗Dξ)−1(B∗
ΛwX +NC),(4.10)

where X maps D(A) into D(B∗
Λw

) and

Ξ(s) = Dξ + CξΛ(sI −A)−1B.(4.11)

Moreover, X satisfies the Riccati equation

A∗X +XA+ C∗QC = (B∗
ΛwX +NC)∗((Dξ)∗Dξ)−1(B∗

ΛwX +NC),(4.12)

where all terms have values in L(X1,X−1), and the optimal control is given by uopt(t)=
−(Dξ∗Dξ)−1(B∗

Λw
X +NC)Λx

opt(t).
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Note that even if Σ is regular, the spectral factor need not be. Moreover, even if
the spectral factor is regular, (Dξ)∗Dξ = R need not hold as in the finite-dimensional
theory; Dξ is defined as the feedthrough operator of the spectral factor. While there
are known sufficient conditions for these to hold (see the introduction), it is not as
nice a theory as we had hoped for.

So far we have not used assumption (d). This is now invoked to show that for
the general well-posed system the operator X defined by (4.8) is always the solution
of a certain Riccati equation. Regularity is not needed. To achieve this we introduce
the reciprocal system of Σ: Σ− = (T−,Φ−,Ψ−,F−) with the generating operators
A−1, A−1B,−CA−1,G(0) = G0 and a cost functional J− of the form (4.1) with
(T,Φ,Ψ,F) replaced by (T−,Φ−,Ψ−,F− − G0) and R,N replaced by N−, R− given
by

N− = N +G∗
0Q; R− = R+NG0 +G

∗
0N

∗ +G∗
0QG0.(4.13)

Note that this is an algebraic device to reduce a control problem for the reciprocal
system Σ−, which has nonzero feedthrough, to an equivalent control problem for a
system with zero feedthrough. (This is the formulation of the control problem in
Theorems 4.2 and 4.3.) We denote this optimal control problem by (Σ−, J−), and
we call it the reciprocal optimal control problem associated with the optimal control
problem (Σ, J). The following result justifies this notation.

Theorem 4.4. Let Σ be a well-posed linear system that satisfies assumptions
(a)–(d). Then the minimum cost of the control problem (Σ, J) equals the minimum
cost of the reciprocal control problem (Σ−, J−).

Proof. The cost functionals can be expressed as

J(x, u) = 〈Ψ∗QΨx, x〉+ 〈Ru, u〉2(4.14)

+〈(F∗Q+N)Ψx, u〉2 + 〈u, (F∗Q+N)Ψx〉2,
where 〈·, ·〉 denotes the scalar product in X (or subsequently U or Y) and 〈·, ·〉2 denotes
the scalar product in L2(0,∞;U) (or L2(0,∞;Y)).

J−(x, v) = 〈Ψ∗
−QΨ−x, x〉+ 〈R−v, v〉2(4.15)

+〈(F∗
−Q+N)Ψ−x, v〉2 + 〈v, (F∗

−Q+N)Ψ−x〉2,
where

R− = R− +N−F− + F
∗
−N

∗
− + F

∗
−QF−,(4.16)

R−, N− are defined by (4.13), and we have used

(F∗
− −G0)Q+N− = F

∗
−Q+N.

The Popov function for the reciprocal control problem is given by

Π−(iω) = R− +N−(G−(iω)−G0) + (G−(iω)−G0)
∗N∗

−
+(G−(iω)−G0)

∗Q(G−(iω)−G0)

= R+NG−(iω) +G−(iω)∗N∗ +G−(iω)∗QG−(iω).(4.17)

Thus, using Lemma 3.2, we see that

Π−

(
1

iω

)
= Π(iω) for almost all ω ∈ R.(4.18)
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Next we make use of a useful operator H on H2(U) (or H2(Y))

(Hf)(s) = 1

s
f

(
1

s

)
for f ∈ H2(U).(4.19)

It is readily verified that it is one-to-one, has a bounded inverse, and, in particular,
has the properties

〈Hf, g〉H2
= 〈f,Hg〉H2

, 〈Hf,Hg〉H2
= 〈f, g〉H2

(4.20)

for f, g ∈ H2(U), where 〈·, ·〉H2
is the scalar product in H2(U) (or H2(Y)). We show

that

Ψ̂−x = H(Ψ̂x),(4.21)

where û denotes the Laplace transform of u. Now for x ∈ D(A) we have

right-hand side (RHS) of (4.21) = H(C(sI −A)−1x)

=
1

s
C

(
1

s
I −A

)−1

x

= −CA−1(sI −A−1)−1x

= left-hand side (LHS) of (4.21),

and as in Lemma 2.3 this extends to X . Next we prove

Ψ∗QΨ = Ψ∗
−QΨ−(4.22)

by considering the following expression for x, y ∈ X :

〈Ψ∗QΨx, y〉 = 1

2π
〈QΨ̂x, Ψ̂y〉H2

=
1

2π
〈HQΨ̂x,HΨ̂y〉H2

=
1

2π
〈QΨ̂−x, Ψ̂−y〉H2 by (4.21)

= 〈Ψ−y,QΨ−x〉2.

This holds for all x, y ∈ X , and so (4.22) holds. We now define the input v in (4.15)
via v̂ = Hû. From (4.19) v ∈ L2(0,∞;U) if and only if u ∈ L2(0,∞;U). With this
definition we show that for all u ∈ L2(0,∞;U)

〈NΨx, u〉2 = 〈NΨ−x, v〉2.(4.23)

LHS of (4.23) =
1

2π
〈Ψ̂x,N∗û〉H2

=
1

2π
〈HΨ̂x,N∗Hû〉H2

from (4.20)

=
1

2π
〈Ψ̂−x,N∗v̂〉H2 from (4.21)

= RHS of (4.23).
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Next for all u ∈ L2(0,∞;U), x ∈ X we verify

〈F∗QΨx, u〉2 = 〈F∗
−QΨ−x, v〉2.(4.24)

LHS of (4.24) = 〈Ψx,QFu〉2
=

1

2π
〈Ψ̂x,QF̂u〉H2

=
1

2π
〈H(Ψ̂x), QH(Gû)〉H2

by (4.20)

=
1

2π
〈Ψ̂−x,QG−v̂〉H2 by (4.21) and Lemma 3.2

= 〈Ψ−x,QF−v〉2
= RHS of (4.24).

Next for all u ∈ L2(0,∞;U) we show that

〈Ru, u〉2 = 〈R−v, v〉2.(4.25)

LHS of (4.25) =
1

2π
〈Πû, û〉H2

=
1

2π
〈H(Πû),H(û)〉H2 by (4.20)

=
1

2π
〈Π−v̂, v̂〉H2

from (4.18)

= RHS of (4.25).

Finally, combining (4.22), (4.21), (4.23), and (4.25), we conclude that

J(x, u) = J−(x, v) for all u ∈ L2(0,∞;U), x ∈ X ,

which completes the proof.
Now the reciprocal system certainly satisfies all the assumptions of Theorem 4.3,

and this leads to our main result.
Theorem 4.5. Suppose that Σ is a well-posed linear system satisfying the con-

ditions (a)–(d). If its Popov function Π associated with the optimal control problem
(Σ, J) is coercive, then the reciprocal optimal control problem (Σ−, J−) has the mini-
mum cost

J−(x0, v
opt) = 〈x0, X−x0〉,(4.26)

where X− is given by

X− = Ψ∗
−QΨ− −Ψ∗

−(QF− +N∗
−)R−1

− (F∗
−Q+N−)Ψ−,

where R− is given by (4.16) and R−, N− by (4.13). X− is a solution of the Riccati
equation

A−∗X +XA−1 +A−∗C∗QCA−1(4.27)

= (B∗A−∗X −N−CA−1)∗R−1
− (B∗A−∗X −N−CA−1),(4.28)
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and the optimal control vopt ∈ L2(0,∞;U) is given by vopt(t) = −R−1
− (B∗A−∗X −

N−CA−1)xopt− (t).
The Popov function defined by (4.17) has a spectral factor given by

Ξ−(s) = Dξ
− + Cξ−(sI −A−1)−1A−1B,(4.29)

where Dξ
− is any invertible solution of R− = (Dξ

−)
∗Dξ

− and Cξ− is infinite-time ad-
missible and is defined by

Cξ− = Dξ
−R

−1
− (B∗A−∗X −N−CA−1).(4.30)

The optimal cost for the control problem (Σ, J) equals that of the reciprocal optimal
control problem (Σ−, J−), and their optimal controls are related by ûopt = Hv̂opt.

Moreover, the realization Σξ− = (T−,Φ−,Ψ
ξ
−,F

ξ
−) of Ξ− is the reciprocal system

of Σξ = (T,Φ,Ψξ,Fξ), and the observation operator for Ξ− is given by

− CξA−1 = Cξ− = Dξ
−R

−1
− (B∗A−∗X −N−CA−1).(4.31)

Proof. Note first from Lemma 3.2 that Σ− satisfies conditions (a), (b), (c) if and
only if Σ does. Now (4.18) shows that Π− ≥ εI if and only if Π ≥ εI. So Π− has
a spectral factorization and the spectral factor is necessarily regular by Lemma 2.5
and Theorem 4.2. In fact, it is regular in the uniform topology and the feedthrough
operator Dξ

− is invertible. We apply Theorem 4.3 to (Σ−, J−) to conclude that the
reciprocal control problem has the solution as stated.

From Theorem 4.4 we know that the optimal cost is the same as for the original
control problem (Σ, J) and the optimal control for the original system uopt is defined
in terms of vopt via ûopt = Hv̂opt (see (4.19)). Since the spectral factorizations are
unique up to left multiplication by a unitary U ∈ L(U), using (4.18), we can assume
without loss of generality that

Ξ(s) = Ξ−

(
1

s

)
for all s ∈ C

+
0 .(4.32)

Theorems 4.3 and 4.2 show that Σξ = (T,Φ,Ψξ,Fξ) and Σξ− = (T−,Φ−,Ψ
ξ
−,F

ξ
−). So

to show that Σξ− is the reciprocal system of Σξ, we need only to establish (4.31). It is
clear from the proof of Theorem 4.4, particularly (4.21), that (4.31) holds if and only
if for all x ∈ X

HΨ̂ξx = Ψ̂ξ−x,(4.33)

where H is defined by (4.19). We recall from (4.6) in Theorem 4.2 the formulas for

the extended output maps of the spectral factor systems Σξ and Σξ−, respectively:

Ψξ = (Fξ)−∗(F∗Q+N)Ψ,(4.34)

Ψξ− = (Fξ−)
−∗(F∗

−Q+N)Ψ−.(4.35)

Let u ∈ L2(0,∞;U), and define v ∈ L2(0,∞;U) by v̂ = Hû. Now (4.34) holds if and
only if for all x ∈ X and all u ∈ L2(0,∞;U) there holds

〈Fξu,Ψξx〉2 = 〈Fu,QΨx〉2 + 〈u,NΨx〉2.
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As in the proof of Theorem 4.4, using Laplace transforms and the properties of the
H operator, we obtain equivalent expressions for the left- and right-hand sides of the
above expression:

LHS =
1

2π
〈F̂ξu, Ψ̂ξx〉H2

=
1

2π
〈Ξû, Ψ̂ξx〉H2

=
1

2π
〈H(Ξû),HΨ̂ξx〉H2

by (4.20)

=
1

2π
〈Ξ−v̂,HΨ̂ξx〉H2 by (4.19) and Lemma 3.2

and

RHS = 〈Fu,QΨx〉2 + 〈u,NΨx〉2
=

1

2π
〈F̂u,QΨ̂x〉H2

+
1

2π
〈û, NΨ̂x〉H2

=
1

2π
〈Gû, QΨ̂x〉H2

+
1

2π
〈û, NΨ̂x〉H2

=
1

2π
〈HGû, QHΨ̂x〉H2

+
1

2π
〈Hû, NHΨ̂x〉H2

by (4.20)

=
1

2π
〈G−v̂, QΨ̂−x〉H2

+
1

2π
〈v̂, NΨ̂−x〉H2

by (4.19) and Lemma 3.2

= 〈F−v,QΨ−x〉2 + 〈v,NΨ−x〉2
= 〈v, (F∗

−Q+N)Ψ−x〉2
= 〈Fξ−v,Ψξ−x〉2 by (4.35)

=
1

2π
〈Ξ−v̂, ψ̂

ξ
−x〉H2

.

Equating the last expressions of the left- and right-hand sides, we obtain

〈Ξ−v̂,H(Ψ̂ξx)−̂
Ψξ−x〉H2 = 0.

Since this holds for all v ∈ L2(U) and all x ∈ X and Ξ− is boundedly invertible over
H∞(U), we have established (4.33).

So under minimal conditions we have shown that the X in (4.8) is always a
solution of the reciprocal Riccati equation (4.27) with bounded operators, and we
have the following explicit formula for the spectral factor Ξ in the right half-plane
given by

Ξ(s) = Dξ
− + Cξ−

(
1

s
I −A−1

)−1

A−1B,(4.36)

without making any regularity assumptions. This represents a complete solution to
the problem, but it is interesting to compare our solution with those in the existing
literature. We recall from Theorem 4.2 that under the assumptions that Ξ is regular
and its feedthrough operator is invertible, Cξ satisfies (4.10) and X satisfies (4.12),
whereas we have obtained a different formula (4.31) for Cξ and a different Riccati
equation (4.27) for X.
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Next we give new explicit necessary and sufficient conditions for the spectral
factor Ξ to be (weakly) regular.

Lemma 4.6. Suppose that Σ is a weakly regular linear system satisfying the
conditions (a)–(d) and that its Popov function Π associated with the optimal control
problem (Σ, J) is coercive.

1. The spectral factor Ξ is weakly regular if and only if the following limit exists
in the weak topology for all u ∈ U :

Pu = weak lim
µ→0

B∗A−∗X(µI −A−1)−1A−1Bu(4.37)

= −weak lim
λ→∞

B∗A−∗Xλ(λI −A)−1Bu.(4.38)

In this case, the feedthrough operator of Ξ is given by

Dξ = Dξ
−R

−1
− (R− + P +N−(D −G(0))),(4.39)

X(sI −A)−1B : U → D(B∗
Λw) for s ∈ ρ(A),

P ∗ = −B∗
ΛwXA

−1B,(4.40)

and

X : D(A)→ D(B∗
Λw).(4.41)

2. If Σ is regular, the limit P exists in the strong topology, and Dξ is invertible,
then Σξ has the generating operators

A,B,Dξ((Dξ)∗Dξ)−1(B∗
ΛwX +NC), Dξ.(4.42)

In addition, Σinv− , the inverse system of Σξ−, is the reciprocal system of Σinv,
the inverse system of Σξ; in particular, their semigroup generators are related
by Ainv− = (Ainv)−1, where

Ainv = A−B((Dξ)∗Dξ)−1(B∗
ΛwX +NC),

Ainv− = A−1 −A−1BR−1
− (B∗A−∗X −N−CA−1).

Proof. 1. From (4.36) and (4.30) we have

Ξ(s)(4.43)

= Dξ
−R

−1
−

[
R− + (B∗A−∗X −N−CA−1)

(
1

s
I −A−1

)−1
]
A−1B

= Dξ
−R

−1
−
[
R− − (B∗A−∗X −N−CA−1)s(sI −A)−1

]
B

= Dξ
−R

−1
− [R− −B∗A−∗Xs(sI −A)−1B

+N−(G(s)−G(0))],(4.44)

where we have used (2.13) with β = 0. Since G is weakly regular, Ξ will be weakly
regular if and only if (4.38) holds.

2. (4.39) follows by taking the weak limit in (4.36) as s→∞ and using (4.13).
3. To prove (4.40) consider for u, v ∈ U

−〈v, Pu〉 = lim
λ→∞

〈v,B∗A−∗Xλ(λI −A)−1Bu〉
= lim
λ→∞

〈B∗λ(λI −A∗)−1XA−1Bv, u〉.
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This together with (2.19) shows thatXA−1B : U → D(B∗
Λw

) and P ∗= −B∗
Λw
XA−1B.

The resolvent identity completes the proof of (4.40).
4. To prove (4.41) we use the expression (4.9) for X and show that (Ψξ)∗Ψξ and

Ψ∗QΨ map D(A) into D(B∗
Λw

). Now Σξ is weakly regular, Ξ ∈ H∞(L(U)), and Ψξ is

an extended output map, so Theorem 11.1 in [22] applied to Ψnew = (Fξ)∗Ψξ shows
that (Ψξ)∗Ψξ maps D(A) into D(B∗

Λw
). The proof for Ψ∗QΨ is similar.

5. The statements about regularity follow as in 1. Since Ξ is regular and Dξ is
invertible, Theorem 4.3 now applies to obtain the formulas (4.42). An application of
Theorem 3.3 completes the proof.

We have the following corollary.
Corollary 4.7. Under the assumptions of Theorem 4.5 the operators A,B,

B∗A−∗XA, 0 are the generating operators of a well-posed linear system Σ1. If Σ is
(weakly) regular, then Σ1 is (weakly) regular if and only if Σξ is. In this case, the
transfer function is Ξ1(s) = (B∗A−∗X)Λw(sI−A)−1B. If the degree of unboundedness
of B is < 1

2 , then Σ, Σξ, and Σ1 are uniformly regular.

Proof. Since CA−1 and Cξ− in (4.30) are infinite-time admissible observation
operators for T−(·), so is B∗A−∗X. So from Lemma 3.2 we see that B∗A−∗XA is an
infinite-time admissible observation operator for T (·). From (4.44) and (2.13) with
β = 0 for Σ1 we obtain

Ξ(s) = Dξ
−R

−1
− (R− − (Ξ1(s)−Ξ1(0)) +N−(G(s)−G(0))),

which shows that Σ1 is well-posed, since Σξ and Σ are well-posed. Moreover, if Σ
is (weakly) regular, Σ1 will be (weakly) regular if and only if Σξ is. If the degree of
unboundedness of B is ≤ 1

2 , the statement on uniform regularity follows from Lemma
2.5.

We remark that the existence of the weak limit P is equivalent to the condition
XA−1B : U → D(B∗

Λw
). This was obtained earlier in [14] as well as formulas for

(Dξ)∗Dξ. We derive similar ones in the next lemma.
Lemma 4.8. Suppose that Σ is a weakly regular linear system satisfying the

conditions (a)–(d) and that its Popov function Π associated with the optimal control
problem (Σ, J) is coercive.

1. If the limit P in (4.38) exists, then so does the limit

V = weak lim
λ→∞

B∗
ΛwX(λI −A)−1B(4.45)

and

(Dξ)∗Dξ = R+ V.(4.46)

2. If Σ is regular, the limit P in (4.38) exists in the strong topology, and Dξ is
invertible, then the limit V exists in the strong topology and satisfies

V = (B∗
ΛwX)ΛA

−1B −B∗
ΛwXA

−1B.

Proof. 1. The implication (4.40) =⇒ (4.45) has been shown in Lemma 9.11.5 (e)
of [9]. To prove (4.46) we denote

E(λ, µ) = 〈µ(µI −A)−1Bv,A−∗Xλ(λI −A)−1Bu〉
= 〈µ(µI −A)−1A−1Bv,Xλ(λI −A)−1Bu〉
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and calculate the following expressions:

lim
λ→∞

lim
µ→∞E(λ, µ) = lim

λ→∞
〈A−1Bv,Xλ(λI −A)−1Bu〉

= −〈v, Pu〉;

lim
µ→∞ lim

λ→∞
E(λ, µ)

= lim
µ→∞ lim

λ→∞
〈B∗λ(λI −A∗)−1Xµ(µI −A)−1A−1Bv, u〉

= lim
µ→∞〈B

∗
ΛwXA

−1µ(µI −A)−1Bv, u〉 by (2.19) and (4.41)

= 〈(V − P ∗)v, u〉 by (4.45).

Similarly, if we denote

F (λ, µ) = 〈µ(µI −A)−1Bv,XA−1λ(λI −A)−1Bu〉,
using (4.41) and (4.40), we obtain

lim
λ→∞

lim
µ→∞F (λ, µ) = lim

λ→∞
〈v,B∗

ΛwXA
−1λ(λI −A)−1Bu〉 by (4.41)

= 〈v, (V − P ∗)u〉 by (4.45),

lim
µ→∞ lim

λ→∞
F (λ, µ) = lim

µ→∞〈v,B
∗µ(µI −A∗)−1XA−1Bu〉

= 〈v,B∗
ΛwXA

−1Bu〉 by (2.19) and (4.40)

= −〈Pv, u〉 by (4.40).

Further, denoting

Q(λ, µ) = 〈µ(µI −A)−1Bv,A−∗C∗QCA−1λ(λI −A)−1Bu〉,
using (2.19), G0 = −CΛA

−1B, and the regularity of Σ, we obtain

lim
µ→∞ lim

λ→∞
Q(λ, µ) = lim

λ→∞
lim
µ→∞Q(λ, µ) = 〈G0v,QG0u〉.

Finally, denoting

R(λ, µ) = 〈µ(µI −A)−1Bv, (Cξ−)
∗Cξ−λ(λI −A)−1Bu〉,

using (4.31), (4.38), and the regularity of Σ, we obtain

lim
µ→∞ lim

λ→∞
R(λ, µ) = lim

λ→∞
lim
µ→∞R(λ, µ)

= 〈(P −N−G0)v,R
−1
− (P −N−G0)u〉.

Next we deduce a useful identity from (4.27) by applying the following operation for
arbitrary u, v ∈ U :

〈µ(µI −A)−1Bv, (4.27) λ(λI −A)−1Bu〉,
which yields

E(λ, µ) + F (λ, µ) +Q(λ, µ) = R(λ, µ).(4.47)
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Using our calculations above for the limits as λ and µ → ∞ and denoting M =
P −N−G0, we obtain

− P − P ∗ + V +G∗
0QG0 =M∗R−1

− M.(4.48)

Finally, using (4.39), we calculate

(Dξ)∗Dξ = R− +M∗ +M +M∗R−1
− M

= R− + P ∗ −G∗
0N

∗
− + P −N−G0 − P − P ∗ + V

+G∗
0QG0 from (4.48)

= R− −G∗
0QG0 −G∗

0N
∗ −NG0 + V

= R+ V by (4.13).

2. From part 2 of Lemma 4.6, Σξ is regular with generating operators given by
(4.42). So A,B,B∗

Λw
X, 0 are the generating operators of a regular linear system Σ2

with transfer function G2. From (2.13) we have

G2(λ)−G2(0) = λB∗
ΛwX(λI −A)−1A−1B

= B∗
ΛwXA

−1B +B∗
ΛwX(λI −A)−1B,

where we have used (4.40). Now the claim in (2) follows, since G2 is regular, and
G2(0) = −(B∗

Λw
X)ΛA

−1B.
Note that V = 0 if and only if

lim
λ→∞

lim
µ→∞F (λ, µ) = lim

µ→∞ lim
λ→∞

F (λ, µ)

or a similar statement for E(λ, µ) holds.
Of course it is difficult to check whether the limit P exists and whether Dξ is

invertible. Dξ is always left invertible, and so if U is finite-dimensional, it will be
invertible, and X satisfies the Riccati equation (4.12) (as already remarked in [22]).
However, if the degree of unboundedness of B is < 1

2 , then from Lemma 2.5 we can
conclude that Ξ will be uniformly regular and Dξ will be invertible even for infinite-
dimensional U (see [22, Proposition 12.3]).

Corollary 4.9. Suppose that B and C are infinite-time admissible operators for
T (·) and the degree of unboundedness of B is < 1

2 . Then A,B,C, 0 are the generating
operators of a uniformly regular linear system Σ. Suppose that Σ satisfies the con-
ditions (a)–(c) and its Popov function Π associated with the optimal control problem
(Σ, J) is coercive. Then Ξ is uniformly regular, Dξ is invertible, and X from (4.7)
satisfies the Riccati equation (4.12) with (Dξ)∗Dξ = R.

Acknowledgment. I would like to thank Kalle Mikkola for his useful comments
on comparisons of my approach with the existing literature.
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eds., Birkhäuser Verlag, Basel, 1989, pp. 401–416.

[19] G. Weiss, Regular linear systems with feedback, Math. Control Signals Systems, 7 (1994), pp.
23–57.

[20] G. Weiss, Transfer functions of regular linear systems, part 1: Characterizations of regularity,
Trans. Amer. Math. Soc., 342 (1994), pp. 827–854.

[21] G. Weiss and R. F. Curtain, Exponential stabilization of vibrating systems by collocated
feedback, in Proceedings of the 7th Mediterranean Conference on Control and Automation,
Haifa, Israel, 1999, CD-ROM, IEEE, Piscataway, NJ, 1999.

[22] M. Weiss and G. Weiss, Optimal control of stable weakly regular linear systems, Math. Control
Signals Systems, 10 (1997), pp. 287–330.

[23] G. Weiss and H. J. Zwart, An example in linear quadratic optimal control, Systems Control
Lett., 33 (1998), pp. 339–349.



A SEMIMARTINGALE BACKWARD EQUATION AND THE
VARIANCE-OPTIMAL MARTINGALE MEASURE UNDER

GENERAL INFORMATION FLOW∗

MICHAEL MANIA† AND REVAZ TEVZADZE‡

SIAM J. CONTROL OPTIM. c© 2003 Society for Industrial and Applied Mathematics
Vol. 42, No. 5, pp. 1703–1726

Abstract. We consider a financial market model, where the dynamics of asset prices are given
by an Rd-valued continuous semimartingale and the information flow is right-continuous. Using the
dynamic programming approach we express the variance-optimal martingale measure in terms of the
value process of a suitable optimization problem and show that this value process uniquely solves
the corresponding semimartingale backward equation. We consider two extreme cases when this
equation admits an explicit solution. In particular, we give necessary and sufficient conditions in
order that the variance-optimal martingale measure coincides with the minimal martingale measure
as well as with the martingale measure appearing in the second extreme case.
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1. Introduction. Let X = (Xt, t ∈ [0, T ]) be an Rd-valued semimartingale
defined on a filtered probability space (Ω,F , F = (Ft, t ∈ [0, T ]), P ), and let η be an
FT -measurable random variable. The components of Xt are interpreted as discounted
prices of d risky assets in a financial market and η is a contingent claim. Denote
by Me the set of martingale measures of X, i.e., probability measures Q that are
equivalent to P such that X is a local martingale under Q. Let (Zt(Q), t ∈ [0, T ]) be
the density process of Q with respect to P .

It is well known that the prices of contingent claims can usually be computed as
expectations under a suitable martingale measure. The choice of the pricing (mar-
tingale) measure depends on the context, e.g., on the criterion relative to which the
quality of the hedging strategy is measured. It was shown by Schweizer [23] that if the
quadratic criterion to measure the hedging error is used, then the variance minimizing
hedging price c of the claim η is equal to E∗η, where the expectation is calculated with
respect to the variance-optimal martingale measure. The variance-optimal martingale
measure also plays a crucial role in determining the optimal mean-variance hedging
strategy (see Pham, Rheinländer, and Schweizer [19], Delbaen et al. [7], Gouriéroux,
Laurent, and Pham [11], and Rheinländer [20]).

The variance-optimal martingale measure is defined by the property that its den-
sity with respect to P has minimal L2 norm among all signed martingale measures
(see Schweizer [23] for a precise definition of the last term).

In general, the variance-optimal martingale measure is not a positive measure.
Therefore, in some situations the price of a nonnegative contingent claim E∗η calcu-
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lated by the variance-optimal martingale measure is negative, and a signed measure
Q∗ is not always attractive for the characterization of the price system. However, if

(i) the discounted asset price process X is continuous and

(ii) the setMe
2 = {Q ∈Me : E(ZQT )

2 <∞} is not empty,
then, as was shown by Delbaen and Schachermayer [5], the variance-optimal martin-
gale measure Q∗ is positive and equivalent to P and may be used as a pricing measure.
Therefore, assuming (i) and (ii), we may define the variance-optimal martingale mea-
sure as a solution of the optimization problem

EZ2
T (Q)→ inf

Q∈Me
2

,(1.1)

and we shall focus our attention on the study of the structure of the optimal martingale
measure, using the dynamic programming approach. The dynamic programming
method to determine the variance-optimal martingale measure was used by Laurent
and Pham [14] for a multidimensional diffusion model with Brownian filtration. They
characterize the variance-optimal martingale measure in terms of the value function
associated to the problem (1.1), and they gave explicit expressions for this value
function under special conditions on the model coefficients.

Our aim is to give a construction of the variance-optimal martingale measure
when the dynamics of the discounted asset price process is governed by a continuous
semimartingale and the information flow is right-continuous, rejecting the condition of
continuity of the filtration imposed in our previous paper [17]. We obtain a description
of the variance-optimal martingale measure in terms of a value process corresponding
to the problem (1.1) and show that this value function uniquely solves the corre-
sponding semimartingale Bellman equation. Such a type of backward equations was
introduced by Chitashvili [3] (see also [4], [16]) as a stochastic version of the Bellman
equation for an optimal control problem. We consider two extreme cases, including
two specific cases studied by Pham, Rheinländer, and Schweizer [19], Laurent and
Pham [14], and Biagini, Guasoni, and Pratelli [2], when this equation admits an ex-
plicit solution. In particular, we give necessary and sufficient conditions when the
variance-optimal martingale measure coincides with the minimal martingale measure
as well as with the martingale measure appearing in the second extreme case.

2. Basic assumptions, definitions, and some auxiliary facts. Let (Ω,F , F
= (Ft, t ∈ [0, T ]), P ) be a filtered probability space satisfying the usual conditions of
right-continuity and completeness, where T <∞ is a fixed time horizon and F = FT .

1. The space BMO and exponential martingales. We recall some definitions and
known results on the relation of BMO and exponential martingales used in what
follows.

Definition 1. A uniformly integrable martingale M = (Mt, t ∈ [0, T ]) belongs
to the class BMO2 if there is a constant C > 0 such that

E((MT −Mτ−)2|Fτ ) ≤ C, P-a.s.

for every stopping time τ . The smallest constant with this property (or +∞ if it does
not exist) is called the BMO2 norm of M and is denoted by ||M ||BMO2 .

Remark. If M ∈ M2
loc, then M ∈ BMO2 if and only if M is of bounded jumps

and for a constant C

E(〈M〉T − 〈M〉τ |Fτ ) ≤ C, P -a.s.

for every stopping time τ (see Dellacherie and Meyer [6]).
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Denote by E(X) the Doléans exponential of a semimartingale X, which is the
unique solution of the linear SDE

Zt = 1 +

∫ t

0

Zs−dXs.(2.1)

Moreover, any solution of this equation coincides with E(X) on the set {(ω, t) :
Et(X) �= 0}. Therefore, any strictly positive martingale Z with Z0 = 1 is repre-
sented as a Doléans exponential E(X), with X = 1

Z−
· Z. We use the notation ψ ·X

for the stochastic integral with respect to the semimartingale X.
Proposition 1 (Kazamaki [13]). If M is a right-continuous BMO2-martingale

satisfying

∆M ≥ −1 + h

for some h > 0, then E(M) is a uniformly integrable martingale.
Let Z be a positive process that satisfies condition (J): There exists a constant C

such that

1

C
Z− < Z < CZ−.

Definition 2. A strictly positive adapted process Z satisfies the reverse Hölder
inequality Rp(P ), where 1 < p <∞, if there exists a constant C such that

E

((
ZT
Zτ

)p/
Fτ

)
≤ C, P -a.s.

for every stopping time τ .
The following assertion relates BMO and the reverse Hölder condition.
Proposition 2 (Doléans-Dade and Meyer [8]). Let M be a local martingale and

E(M) its Doléans exponential. The following assertions are equivalent:
(i) M belongs to the class BMO2 and ∆M ≥ −1 + h for some h > 0.
(ii) E(M) is a uniformly integrable martingale satisfying condition (J) and the

reverse Hölder inequality Rp(P ) for some p > 1.
2. Martingale measures. Let the discounted asset price process X admit a decom-

position

Xt = X0 + Λt +Mt, Λ ∈ Aloc,M ∈M2
loc.(2.2)

X satisfies the structure condition if there is a predictable Rd-valued process λ
such that

Xt = X0 +

∫ t

0

d〈M〉sλs +Mt, P -a.s. for all t ∈ [0, T ], and(2.3)

Kt = 〈λ ·M〉t <∞, P -a.s. for all t ∈ [0, T ].
The process K is called the mean-variance tradeoff process of X (see Schweizer [22]).

Denote byMe the set of measures Q equivalent to P on F such that X is a local
martingale under Q. Let ZQt be the density process of Q with respect to the basic

measure P which can be expressed as a Doléans exponential ZQt = Et(MQ) of a local
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martingale MQ. Here and in what follows we identify the measure Q with ZQ or
with MQ.

If the local martingale Ẑt = Et(−λ ·M) is a true martingale, dP̂ /dP = ẐT defines
an equivalent probability measure called the minimal martingale measure for X.

Throughout the paper we assume that the following conditions are satisfied.
(A) The discounted asset price process X is a continuous Rd-valued semimartin-

gale.
(B) The minimal martingale measure exists and EE2

T (−λ ·M) <∞.
We shall often use the following stronger condition.
(B*) The minimal martingale measure exists and satisfies the reverse Hölder con-

dition R2(P ).
Remark 1. (A) and (B) imply that the semimartingale X satisfies the structure

condition; hence X admits the decomposition (2.3), where M is a continuous local
martingale.

Remark 2. Since for any Q ∈ Me
2 the density process ZQ is a strictly positive

square integrable martingale, the process MQ = 1

ZQ−
· ZQ belongs toM2

loc; hence the

square bracket 〈MQ〉 exists for any Q ∈Me
2.

Since X is assumed to be continuous, any element Q ofMe is given by the density
ZQt of the form

Et(−λ ·M +N),(2.4)

where N is a local martingale strongly orthogonal to M .
Denote byMe

2 the subset ofMe with square integrable densities, i.e.,

Me
2 =

{
Q ∼ P :

dQ

dP
∈ L2(P ), X is a Q-local martingale

}
.

Denote by N (X) the class of local martingales N strongly orthogonal to M such
that the process (Et(−λ ·M +N), t ∈ [0, T ]) is a martingale under P .

Let N2(X) be the subclass of N (X) of local martingales N such that the process
(Et(−λ ·M + N), t ∈ [0, T ]) is a strictly positive square integrable martingale under
P . Then

Me
2 =

{
Q ∼ P :

dQ

dP
= ET (−λ ·M +N), N ∈ N2(X)

}
.(2.5)

3. The optimality principle. Consider the value process Vt,

Vt = ess inf
Q∈Me

2

E(E2
tT (M

Q)/Ft) = ess inf
N∈N2(X)

E(E2
tT (−λ ·M +N)/Ft),(2.6)

where

EτT (MQ) =
ET (MQ)

Eτ (MQ)
= ET (MQ −MQ

.∧τ )

for any Q ∈Me and any stopping time τ . We shall use also the notation

〈M〉tT = 〈M〉T − 〈M〉t
for the square bracket of the martingale M .
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The following assertion is proved in a standard manner (see, e.g., [9],[10]).
Proposition 3. (a) There exists a right-continuous with left limits (RCLL)

semimartingale still denoted by Vt such that for each t ∈ [0, T ]

Vt = ess inf
Q∈Me

2

E(E2
tT (M

Q)/Ft).

Vt is the largest RCLL process equal to 1 at time T such that VtE2
t (M

Q) is a sub-
martingale for every Q ∈Me

2.
(b) The following properties are equivalent:
(i) Q∗ is variance-optimal, i.e., V0 = infQ∈Me

2
EE2

T (M
Q) = EE2

T (M
Q∗
).

(ii) Q∗ is variance-optimal for all conditional criteria; i.e., for all t ∈ [0, T ]

Vt = E(E2
tT (M

Q∗
)/Ft) a.s.

(iii) VtE2
t (M

Q∗
) is a P-martingale.

We recall that any local martingale m admits a decomposition (see, e.g., Jacod
[12] or Liptser and Shiryayev [15])

m = mc +md = mc +mdq +mdp,(2.7)

where
• mc is a continuous local martingale,
• mdq is compensated sum of totally inaccessible jumps of m (mdq is quasi-left-
continuous),
• mdp is compensated sum of predictable jumps of m, and
• md = mdq+mdp is orthogonal to any continuous martingale and is called the
purely discontinuous part of m.

Let Y be a special semimartingale with the decomposition

Yt = Y0 +Bt + Lt, B ∈ Aloc ∩ P, L ∈Mloc,(2.8)

and let

Lt =

∫ t

0

ψsdMs + L̄s, 〈L̄,M〉 = 0,(2.9)

be the Galtchouk–Kunita–Watanabe (GKW) decomposition of L with respect to the
martingale M , and P is the class of predictable processes.

Equations (2.7)–(2.9) imply that any special semimartingale Y admits a decom-
position

Yt = Y0 +Bt +

∫ t

0

ψsdMs + L̄ct + L̄dt , 〈L̄c,M〉 = 0.(2.10)

Note that, since M is continuous, we have that

Lct =

∫ t

0

ψsdMs + L̄ct , L̄dt = Ldt , ∆L̄t = ∆Lt.(2.11)

Finally, we recall that the process X is said to belong to the class D if the random
variables XτI(τ≤T ) for all stopping times τ are uniformly integrable.



1708 MICHAEL MANIA AND REVAZ TEVZADZE

3. Backward semimartingale equation for the value process. Let us con-
sider the optimization problem

EE2
T (M

Q)→ inf
Q∈Me

2

.(3.1)

Conditions (A) and (B) imply that the value process of problem (3.1) defined by
(2.6) is a special semimartingale with respect to the measure P , since the process
VtE2

t (−λ ·M) is a P -submartingale and the process E−2
t (λ ·M) is locally bounded.

Let

Vt = mt +At, m ∈Mloc, A ∈ Aloc,(3.2)

be the canonical decomposition of V , and let

mt =

∫ t

0

ϕsdMs + m̄s, 〈m̄,M〉 = 0,(3.3)

be the GKW decomposition of m with respect to M .
We say that the process B strongly dominates the process A and write A ≺ B if

the difference B −A ∈ A+
loc, i.e., is a locally integrable increasing process.

Let (AQ, Q ∈ Q) be a family of processes of finite variations, zero at time zero.
Denote by ess infQ∈Q (AQ) the largest process of finite variation, zero at time zero,

which is strongly dominated by the process (AQt , t ∈ [0, T ]) for every Q ∈ Q; i.e., this
is an “ess inf” of the family (AQ, Q ∈ Q) with respect to the strong order ≺.

Throughout the paper the symbols “ess inf” are used in the sense of the strong
order.

Denote by Ã the compensator (or the dual predictable projection) of A.
Theorem 1. Let conditions (A) and (B) be satisfied. Then, the value process V

is a solution of the semimartingale backward equation

Yt = Y0 − ess inf
Q∈Me

2

[ ∫ t

0

Ysd〈MQ,c〉s + 2〈MQ,c, Lc〉t

+
˜∑

s≤t
(Ys(∆MQ

s )2 + 2∆Ls∆MQ
s )

]
+ Lt(3.4)

with the boundary condition

YT = 1.(3.5)

Proof. Let us first show that the process [V, 2MQ + [MQ]] or, equivalently, the
process

∑
s≤t(2∆Vs∆MQ

s + ∆Vs(∆MQ
s )

2) is P -locally integrable for any Q ∈ Me
2.

By the Itô formula

E2
t (M

Q) = 1 +

∫ t

0

E2
s−(M

Q)d(2MQ
s + [MQ]s),(3.6)

and hence 2MQ
t +[M

Q]t =
∫ t
0
E−2
s− (MQ)dE2

s (M
Q). Therefore, since E−2

t− (MQ) is locally
bounded, it is sufficient to show that the process [V, E2(MQ)]t is locally integrable.
However, this is clearly true since Vt, as mentioned above, is a special semimartingale
and E2

t (M
Q)Vt is a submartingale and thus also a special semimartingale.
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Thus the process

[V, 2MQ + [MQ]]t = 2〈m,MQ,c〉t +
∑
s≤t

(2∆Vs∆MQ
s +∆Vs(∆MQ

s )
2)(3.7)

is locally P -integrable for any Q ∈ Me
2; hence there exists the dual predictable pro-

jection of this process, and since
∑
s≤t∆As∆MQ

s is a local martingale, we have that

˜[V, 2MQ + [MQ]]t = 2〈m,MQ,c〉t + ˜∑
s≤t

(2∆ms∆MQ
s +∆Vs(∆MQ

s )2).(3.8)

Using (2.1), (3.6), the decomposition of V , and the Itô formula for E2
t (M

Q)Vt, we
have

E2
t (M

Q)Vt = V0 +

∫ t

0

E2
s−(M

Q)dVs +

∫ t

0

Vs−E2
s−(M

Q)d(2MQ
s + [MQ]s)

+

∫ t

0

E2
s−(M

Q)d[V, 2MQ + [MQ]]s = V0 +

∫ t

0

E2
s−(M

Q)d(ms + 2(V− ·MQ)s)

+

∫ t

0

E2
s−(M

Q)d
(
As + (V− · [MQ])s + 2[MQ, V ]s] + [V, [MQ]]s

)
.(3.9)

Since the processes

[MQ]t − 〈MQ,c〉t − ˜∑
s≤t

(∆MQ
s )2

and

[V, 2MQ + [MQ]]t − 2〈mc,MQ,c〉t − ˜∑
s≤t

(∆Vs(∆MQ
s )2 + 2∆ms∆MQ

s )

are local martingales and VtE2
t (M

Q) is a submartingale, from (3.9) and from the
uniqueness of the canonical decomposition of submartingales we obtain that∫ t

0

E2
u−(M

Q)d

[
Au + 2〈mc,MQ,c〉u +

∫ t

0

Vs−d〈MQ,c〉s

+
˜∑

s≤t
(Vs(∆MQ

s )2 + 2∆ms∆MQ
s )

]

is an integrable increasing process. Therefore, since Et−(MQ) is strictly positive, we
obtain that

At + 2〈mc,MQ,c〉t +
∫ t

0

Vs−d〈MQ,c〉s(3.10)

+
˜∑

s≤t
(Vs(∆MQ

s )2 + 2∆ms∆MQ
s ) ∈ A+

loc
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for every Q ∈ Me
2. According to Delbaen and Schachermayer [5], there exists an

optimal martingale measure Q∗ which is equivalent to P . Therefore, by the optimality
principle (Proposition 3) VtE2

t (M
Q∗
) is a P -martingale, and using the same arguments

(as above) we have that

At + 2〈mc,MQ∗,c〉t +
∫ t

0

Vs−d〈MQ∗,c〉s(3.11)

+
˜∑

s≤t
(Vs(∆MQ∗

s )2 + 2∆ms∆MQ∗
s ) = 0.

Hence relations (3.10) and (3.11) imply that

At = − ess inf
Q∈Me

2

[
2〈mc,MQ,c〉t +

∫ t

0

Vs−d〈MQ,c〉s(3.12)

+
˜∑

s≤t
(Vs(∆MQ

s )2 + 2∆ms∆MQ
s )

]

and V satisfies (3.4).
Corollary 1. Suppose that there exists Q̂ ∈Me

2 with continuous density process

ZQ̂. Then a.s. for all t ∈ [0, T ]

∆Lt ≤ ∆Yt

for any solution Y of (3.4), where L is the martingale part of Y .
Proof. Since Y solves (3.4) we have for any Q ∈Me

2 that

Bt + 2〈Lc,MQ,c〉t +
∫ t

0

Ys−d〈MQ,c〉s(3.13)

+
˜∑

s≤t
(Ys(∆MQ

s )2 + 2∆Ls∆MQ
s ) ∈ A+

loc.

Taking Q = Q̂ (3.13) implies that ∆Bt ≥ 0 a.s. for all t ∈ [0, T ]; hence ∆Yt =
∆Bt +∆Lt ≥ ∆Lt.

Remark. If there exists an equivalent local martingale measure Q̃ which satisfies
the reverse Hölder inequality R2(P ), then the variance-optimal martingale measure
satisfies the reverse Hölder inequality R2(P ) since for any stopping time τ

E(E2
τ,T (M

Q∗
)/Fτ ) = ess inf

Q∈Me
2

E(E2
τ,T (M

Q)/Fτ ) ≤ E(E2
τ,T (M

Q̃)/Fτ ) ≤ C.

Lemma 1. Assume that there is an equivalent local martingale measure Q ∈Me
2

such that the associated local martingale MQ belongs to BMO2; then the martingale
part L of any bounded solution Y of (3.4) belongs to the class BMO2.

Proof. Since |Yt| ≤ C, we have that |∆Yt| ≤ 2C and |∆Lt| ≤ 2C (see, e.g.,
Proposition 2.14 from Jacod [12]). Therefore, [Y ] ∈ A+

loc, L ∈M2
loc, and without loss
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of generality we may assume that [Y ] is integrable and L ∈ M2; otherwise one can
use the localization arguments.

By the Itô formula

Y 2
t = Y 2

0 + 2

∫ t

0

Ys−dYs + [Y ]t,(3.14)

and from the boundary condition YT = 1 we have

[Y ]T − [Y ]τ + 2

∫ T

τ

Ys−d(Bs + Ls) = 1− Y 2
τ ≤ 1(3.15)

for any stopping time τ .
Since Y satisfies (3.4), relation (3.13) implies that

Bt +
˜∫ t

0

Ysd[MQ]s + 2〈MQ, L〉t ∈ A+
loc.(3.16)

On the other hand, C[MQ]t −
∫ t
0
Ysd[M

Q]s ∈ A+
loc by boundedness of Y , and hence

C〈MQ〉t −
˜∫ t

0

Ysd[MQ]s ∈ A+
loc.(3.17)

Therefore,

Bt + C〈MQ〉t + 2〈MQ, L〉t(3.18)

is also a locally integrable increasing process and (3.15) implies that

[Y ]T − [Y ]τ + 2

∫ T

τ

Ys−dLs − 2C

∫ T

τ

Ys−d〈MQ〉s(3.19)

− 4

∫ T

τ

Ys−d〈MQ, L〉s ≤ 1.

Taking conditional expectations in (3.19), having inequality Yt− ≤ C in mind, we
have

E([Y ]T − [Y ]τ |Fτ ) ≤ 1 + 2C2E(〈MQ〉T − 〈MQ〉τ/Fτ )

+ 4CE

(∫ T

τ

|d〈MQ, L〉s|/Fτ
)
.(3.20)

Since E(〈L〉T − 〈L〉τ |Fτ ) ≤ E([Y ]T − [Y ]τ |Fτ ), (3.20) and the Kunita–Watanabe
inequality imply that

E(〈L〉T − 〈L〉τ/Fτ ) ≤ 1 + 2C2E(〈MQ〉T − 〈MQ〉τ/Fτ )

+ 4CE1/2(〈MQ〉T − 〈MQ〉τ/Fτ )E1/2(〈L〉T − 〈L〉τ/Fτ ).
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Since MQ ∈ BMO2, we obtain that

E(〈L〉T − 〈L〉τ/Fτ ) ≤ c1 + c2E
1/2(〈L〉T − 〈L〉τ/Fτ )

for some positive constants c1 and c2 which do not depend on τ . It follows from the
latter inequality that E(〈L〉T −〈L〉τ/Fτ ) is bounded for every stopping time τ by one
and the same constant. This implies L ∈ BMO2, since L is of bounded jumps.

Corollary 2. Suppose that there exists a martingale measure Q, with contin-
uous density process ZQ, which satisfies the reverse Hölder inequality R2(P ). Then
the martingale part m of the value process belongs to the class BMO2.

Proof. The reverse Hölder condition implies that the value process is bounded
(see the remark after Theorem 1) and that MQ ∈ BMO2 (Proposition 2). Thus it
follows from Theorem 1 that the value process is a bounded solution of (3.4); hence
m ∈ BMO2 by Lemma 1.

Let C be the predictable support of the set ]0,∞[∪{∆m �= 0}, and let (τn, n ≥ 1)
be a sequence of predictable stopping times such that C = ∪[τn].

Let us consider the martingale

MQ∗
t = −

∫ t

0

λsdMs +N∗
t ,(3.21)

where

N∗
t = −

∫ t

0

1

Vs−
dm̄cs −

∫ t

0

1

Vs
dm̄dqs(3.22)

+
∑
τn≤t

E(
∆m̄τn
Vτn
|Fτn−)−∆m̄τnE(

1
Vτn
|Fτn−)

VτnE(
1
Vτn
|Fτn−)

.

Since m̄dq is quasi-left-continuous and V ≥ 1 (by Jensen’s inequality), the stochastic
integral 1

V · m̄dq is well defined by the Chou–Lepingle lemma (see, e.g., Jacod [12]) as
a unique purely discontinuous local martingale I such that

∆It =
1

Vt
∆m̄dqt .

Using the equality ∆m̄ = ∆m = ∆V −∆A and that Aτ is Fτ−-measurable, it is
easy to see that the equality

E(
∆m̄τn
Vτn
|Fτn−)−∆m̄τnE(

1
Vτn
|Fτn−)

VτnE(
1
Vτn
|Fτn)

= −1 + 1

VτnE(
1
Vτn
|Fτn−)

(3.23)

holds.
Later we shall show that the measure Q∗ defined by dQ∗ = ET (MQ∗

)dP is
variance-optimal. Let us show that Q∗ is an equivalent martingale measure of X.

Lemma 2. Let conditions (A) and (B*) be satisfied. Then Q∗ defined by (3.21)–
(3.22) is an equivalent martingale measure of X.

Proof. Let us first show that

∆MQ∗
t ≥ −1 + 1

C
.(3.24)
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It is evident that the moments of jumps of martingales MQ∗
and m coincide. If a

moment of jump σ of MQ∗
is totally inaccessible, then from (3.22) we have that

∆MQ∗
σ = − 1

Vσ
∆m̄dqσ = − 1

Vσ
∆mσ ≥ − 1

Vσ
∆Vσ

= −1 + Vσ−
Vσ
≥ −1 + 1

C
.(3.25)

Here we used Corollary 1 of Theorem 1 and the inequality 1 ≤ Vt ≤ C valid for all
t ∈ [0, T ].

If τ is a predictable moment of jump of m, then equalities (3.22), (3.23) and
inequality 1 ≤ Vt ≤ C imply that

∆MQ∗
τ = −1 + 1

VτE(
1
Vτ
/Fτ−)

≥ −1 + 1

C
.(3.26)

Therefore, (3.24) holds.
Let us show now that MQ∗ ∈ BMO2. For this it is sufficient to show that each

martingale entering (3.22) is in BMO2.
λ ·M ∈ BMO2 by Condition (B*) and Proposition 2.
The martingales 1

V · m̄c and 1
V · m̄dq belong to BMO2 since V ≥ 1,

〈m̄c〉T − 〈m̄c〉τ + 〈m̄dq〉T − 〈m̄dq〉τ ≤ 〈m〉T − 〈m〉τ ,

and m ∈ BMO2 by Corollary 2.
It is easy to see that the last term of (3.22) is a martingale from the class BMO2,

since it is of bounded jumps and (denoting this martingale by l)

E(〈l〉τT |Fτ ) = E


 ∑
τ≤τn≤T

E




E(

∆mτn
Vτn
|Fτn−)−∆mτnE(

1
Vτn
|Fτn−)

VτnE(
1
Vτn
|Fτn−)




2

|Fτn−


 |Fτ




≤ 2cE(〈m〉τT |Fτ ).

Thus MQ∗ ∈ BMO2, which together with (3.24) implies that Et(MQ∗
) is a true

martingale (Proposition 1). Besides it follows from (3.24) that ET (MQ∗
) > 0 so that

Q∗ ∈Me.
Lemma 3. Suppose that there exists Q ∈Me satisfying the reverse Hölder condi-

tion R2(P ). Then for any predictable stopping time τ

ess inf
N∈M2:E(∆Nτ |Fτ−)=0

E

[(√
Vτ∆Nτ +

1√
Vτ

∆mτ

)2

|Fτ−
]
=

E2(∆mτ
Vτ
|Fτ−)

E( 1
Vτ
|Fτ−)

,(3.27)

and the infimum is attained for N∗ with

∆N∗
τ =

E(∆mτ
Vτ
|Fτ−)−∆mτE(

1
Vτ
|Fτ−)

VτE(
1
Vτ
|Fτ−)

.(3.28)

Proof. The R2(P ) condition implies that V is bounded above and that m ∈
BMO2. Therefore, conditional expectations in (3.27) and (3.28) exist. Using the
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Cauchy–Schwarz inequality for any N with E(∆Nτ |Fτ−) = 0, we have

E

(
1

Vτ
|Fτ−

)
E

[(√
Vτ∆Nτ +

1√
Vτ

∆mτ

)2

|Fτ−
]

≥ E2

[
1√
Vτ

(√
Vτ∆Nτ +

1√
Vτ

∆mτ

)
|Fτ−

]

= E2

(
∆mτ
Vτ
|Fτ−

)
.

On the other hand, it is easy to verify that

E

[(√
Vτ∆N∗

τ +
1√
Vτ

∆mτ

)2

|Fτ−
]
=

E2(∆mτ
Vτ
|Fτ−)

E( 1
Vτ
|Fτ−)

,

which proves the assertion of the lemma.
Lemma 4. Let conditions (A) and (B∗) be satisfied. Then

ess inf
N∈N2(X)


∫ t

0

Vs−d〈N c〉s + 2〈m̄c, N〉t + ˜∑
s≤t

(Vs(∆Ns)2 + 2∆m̄s∆Ns)




= −
∫ t

0

1

Vs−
d〈m̄c〉s −

˜∑
s≤t

1

Vs
(∆m̄s)2 +

∑
τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

.(3.29)

Proof. Let us write (3.29) in the form

ess inf
N∈N2(X)

At(N) = Āt(3.30)

with evident notation. Let us first show that

At(N)− Āt ∈ A+
loc.(3.31)

We have

At(N)− Āt =

〈∫ √
V sdN

c
s +

∫
1√
V s

dm̄cs

〉
t

+
˜∑

s≤t

(
1√
V s

∆m̄s +
√
V s∆Ns

)2

−
∑
τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

=

〈∫ √
V sdN

c
s +

∫
1√
V s

dm̄cs

〉
t

+
˜∑

σn≤t

(
1√
V σn

∆m̄σn +
√
V σn∆Nσn

)2

+
∑
τn≤t

E


( 1√

Vτn
∆m̄τn +

√
V τn∆Nτn

)2

|Fτn−

−∑

τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

= A1
t +A2

t +A3
t −A4

t .(3.32)
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Here we used Proposition 1.49 of Jacod [12], and we recall that τn, σn are sequences
of predictable and totally inaccessible stopping times, respectively, exhausting the
jumps of m and that ∆m = ∆m̄.

Lemma 3 implies that A3
t −A4

t is an increasing process. It is evident that A1 and
A2 also are increasing processes. Therefore, (3.31) holds. Let us show that

Āt − ess inf
N∈N2(X)

At(N) ∈ A+
loc.(3.33)

Define a sequence of stopping times (sn, n ≥ 1) by

sk = inf{t : Et(N∗) ≥ k},

where N∗ is given by (3.22). Let Nkt = N∗
t∧sk .

Since N∗ is of bounded jumps, it is evident that Et(Nk) = Et∧sk(N∗) ≤ const,
Et(−λ ·M + Nk) is a square integrable martingale with ∆Nk > −1 (by Lemma 2),
and Nk belongs to the class N2(X). Therefore, for every k ≥ 1 we have that

At(N
k)− ess inf

N∈N2(X)
At(N) ∈ A+

loc(3.34)

by definition of ess inf with respect to the strong order ≺.
It is easy to see that

At(N
k) = −

∫ t∧sk

0

1

Vs−
d〈m̄c〉s −

˜∑
s≤t∧sk

1

Vs
(∆m̄s)2 +

∑
τn≤t∧sk

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

and At(N
k)→ Āt a.s. for every t as k →∞. Therefore, (3.33) follows from (3.34). It

is evident that relations (3.31) and (3.33) imply the assertion of this lemma.
Now we shall prove the main statement of the paper. Recall that any special

semimartingale Y can be expressed in the form

Yt = Y0 +Bt +

∫ t

0

ψsdMs + L̄t,

where L̄ is a local martingale orthogonal to M .
Theorem 2. Let conditions (A) and (B*) be satisfied. Then the value process V

is a unique solution of the semimartingale backward equation

Yt = Y0 −
∫ t

0

Ys−d〈λ ·M〉s + 2〈λ ·M,ψ ·M〉t(3.35)

−
∑
τn≤t

E2(
∆L̄τn
Yτn
|Fτn−)

E( 1
Yτn
|Fτn−)

+
˜∫ t

0

1

Ys
d[L̄]s +

∫ t

0

ψsdMs + L̄t, YT = 1

in the class of semimartingales Y satisfying the two-sided inequality

c ≤ Yt ≤ C for all t ∈ [0, T ] a.s.(3.36)

for some constants 0 < c ≤ C.



1716 MICHAEL MANIA AND REVAZ TEVZADZE

Moreover, the martingale measure Q∗ is variance-optimal if and only if it is given
by dQ∗ = ET (MQ∗

)dP , where

MQ∗
t = −

∫ t

0

λsdMs −
∫ t

0

1

Vs
d(m̄cs + m̄dqs ) +

∑
τn≤t

(
−1 + 1

VτnE(
1

∆Vτn
|Fτn−)

)
(3.37)

and (τn, n ≥ 1) is a sequence of stopping times exhausting the predictable moments
of jumps for V .

Proof. It follows from Lemma 4 that

− ess inf
N∈N e

2

[∫ t

0

Vs−d〈MQ,c〉s + 2〈MQ,c,m〉t + ˜∑
s≤t

(Vs(∆MQ
s )2 + 2∆m̄s∆MQ

s )

]

= −
∫ t

0

Vs−d〈λ ·M〉s + 2〈λ ·M,ϕ ·M〉t +
˜∫ t

0

1

Vs
d[m̄s]

−
∑
τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

.(3.38)

Therefore, according to Theorem 1, the value process satisfies (3.35).
Let us show that the optimal martingale measure is of the form (3.37). Let

the martingale measure Q0 be optimal. By the optimality principle VtE2
t (M

Q0

) is
martingale. Since V solves (3.4), this implies that

ess inf
Q∈Me

2


∫ t

0

Vs−d〈MQ,c〉t + 2〈MQ,c, m̄c〉t + ˜∑
s≤t

(Vs(∆MQ
s )2 +∆ms∆MQ

s )




=

∫ t

0

Vs−d〈MQ0,c〉t + 2〈MQ0,c, m̄c〉t

+
˜∑

s≤t
(Vs(∆MQ0

s )2 + 2∆ms∆MQ0

s ).(3.39)

Since MQ0

is represented in the form −λ ·M +N0 for some N0 ∈ N2(X), it follows
from (3.38) and (3.39) that

−
˜∫ t

0

1

Vs
d[m̄]s +

∑
τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

=

∫ t

0

Vs−d〈N0,c〉s + 2〈N0,c, m̄c〉t + ˜∑
s≤t

(Vs(∆N0
s )

2 + 2∆m̄s∆N0
s ),
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and hence

〈√
V ·N0,c +

1√
V
· m̄c

〉
t

+
˜∑

s≤t

(√
Vs∆N0,dq

s +
1√
Vs

∆m̄s

)2

+
˜∑

s≤t

(√
Vs∆N0,dp

s +
1√
Vs

∆m̄s

)2

−
∑
τn≤t

E2(
∆m̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

= 0.

This equality implies that the process N0 may have the jumps at the moments of
jumps of m̄ only. Therefore,

˜∑
s≤t

(√
Vs∆N0,dp

s +
1√
Vs

∆m̄dps

)2

=
∑
τn≤t

E

[(
∆N0

τn +
1

Vτn
∆m̄τn

)2

|Fτn−
]
,

and from Lemma 3 we obtain that

N0,c = − 1

V
· m̄c, N0,dq = − 1

V
· m̄dq,

and

∆N0
τn =

E(
∆m̄τn
Vτn
|Fτn−)−∆m̄τnE(

1
Vτn
|Fτn−)

VτnE(
1
Vτn
|Fτn−)

.

Thus the processes MQ∗
(defined by (3.37)) and MQ0

are indistinguishable. There-
fore, Q∗ ∈ Me

2 and the variance-optimal martingale measure is unique and admits
representation (3.37).

Uniqueness. Let Y be a solution of (3.35) satisfying (3.36). Since Y solves
(3.35) using the Itô formula for E2

t (M
Q)Yt, we obtain that for every Q ∈ Me

2 the
process YtE2

t (M
Q) is a local submartingale under P . Since Y is positive and bounded,

YtE2
t (M

Q) is a submartingale of class D, and it follows from the boundary condition
that for every Q ∈Me

2

YtE2
t (M

Q) ≤ E(YTE2
T (M

Q)|Ft) ≤ E(E2
T (M

Q)|Ft).
Hence Yt ≤ E(E2

tT (M
Q)|Ft) for all Q ∈Me

2 and

Yt ≤ Q ∈Me
2 ess infE(E2

tT (M
Q)|Ft) = Vt.(3.40)

Let us prove the converse inequality.
Similarly to (3.38), one can show that

Bt = −
∫ t

0

Ys−d〈λ ·M〉s + 2〈λ ·M,ψ ·M〉t(3.41)

−
∑
τn≤t

E2(
∆L̄τn
Vτn
|Fτn−)

E( 1
Vτn
|Fτn−)

+
˜∫ t

0

1

Ys
d[L̄]s.
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Consider the martingale

MQ0

t = −
∫ t

0

λsdMs −
∫ t

0

1

Vs
d(L̄cs + L̄dqs ) +

∑
τn≤t

(
−1 + 1

YτnE(
1
Yτn
|Fτn−)

)
,(3.42)

which belongs to BMO2 by Lemmas 1 and 2.
Using again the Itô formula, (3.41), and (3.42), one can show that the process

YtE2
t (M

Q0

) is a local martingale. Since any positive local martingale is a supermar-
tingale, we have that

YtE2
t (M

Q) ≥ E(YTE2
T (M

Q0

)|Ft),

which gives that

EE2
T (M

Q0

) ≤ Y0 <∞.(3.43)

Since ∆MQ0 ≥ −1 + c
C and MQ0 ∈ BMO2, the process (Et(MQ0

), t ∈ [0, T ]) is
a uniformly integrable martingale and (3.43) implies that this martingale is square-

integrable. Thus Q0 ∈Me
2, and YtE2

t (M
Q0

) is a martingale of the class D, since Y is
bounded. Now the martingale property and the boundary condition imply that

Yt = E(E2
tT (−λ ·M +N0)|Ft).

Therefore, (3.40) and the latter equality imply that Yt = Vt for all t ∈ [0, T ]; hence V
is the unique solution of (3.35).

The same arguments show that the measure dQ∗ = ET (MQ∗
)dP , where MQ∗

is
given by (3.37), belongs to the classMe

2 and VtE2
t (M

Q∗
) is a martingale; hence Q∗ is

variance-optimal by the optimality principle.
Remark 1. Since

˜∫ t

0

1

Ys
d[L̄]s =

∑
τn≤t

E

(
(∆L̄τn)

2

Yτn
|Fτn−

)
+

∫ t

0

1

Ys−
d〈L̄dq〉s

+

∫ t

0

1

Ys−
d〈L̄c〉s,

one can write (3.35) in the following equivalent form:

Yt = Y0 −
∫ t

0

Ys−d〈λ ·M〉s + 2〈λ ·M,ψ ·M〉t +
∫ t

0

1

Ys−
d〈L̄c〉s(3.44)

+

∫ t

0

1

Ys−
d〈L̄dq〉s +

∑
τn≤t


E ( (∆L̄τn)

2

Yτn
|Fτn−

)
−

E2(
∆L̄τn
Yτn
|Fτn−)

E( 1
Yτn
|Fτn−)




+

∫ t

0

ψsdMs + L̄t.

Remark 2. Theorem 2 can also be formulated in the following form: The triple
(V, ϕ, m̄) is a unique solution of (3.35) (or (3.44)) in the class of processes (Y, ψ, L̄)
such that 0 < c ≤ Y ≤ C, ψ ·M ∈ BMO2, L̄ ∈ BMO2.
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Corollary 3. The martingale measure Q∗ is variance-optimal if and only if

Z∗
T = c+

∫ T

0

hsdXs(3.45)

for a constant c and an X-integrable process h such that the process
∫ t
0
hsdXs is

a Q-martingale for any Q ∈ Me
2. Moreover, c = V0 and the integrand h can be

expressed as

ht = V0Et−
((ϕ

V
− λ

)
·X
)(ϕt

Vt
− λt

)
,(3.46)

where ϕ is defined by (3.3).
Proof. The first statement is proved in [5]. Let us show the validity of represen-

tation (3.46). Let Q∗ be an optimal martingale measure. By Theorem 2, Q∗ admits
representation (3.37). It follows from the Itô formula for VtEt(MQ∗

), using expressions
(3.38) and (3.37), that

VtEt(MQ∗
) = V0 +

∫ t

0

Vs−Es−(MQ∗
)

(
ϕs
Vs
− λs

)
dXs.(3.47)

Therefore, from (2.1)

VtEt(MQ∗
) = V0Et

((ϕ
V
− λ

)
·X
)

= V0

(
1 +

∫ t

0

Es−
((ϕ

V
− λ

)
·X
)(ϕs

Vs
− λs

)
dXs

)
,(3.48)

and using the boundary condition, we obtain representation (3.45) with h expressed
by (3.46). Besides, it follows from (3.48) and from the optimality principle that

V0 +
∫ t
0
hsdXs is a Q∗-martingale.

It follows from (3.45), (3.48) that∫ t

0

hsdXs ≥ −V0.

The latter inequality implies (see Ansel and Stricker [1]) that the process
∫ t
0
hsdXs is

a Q-local martingale; hence it is also a supermartingale for any Q ∈Me
2.

On the other hand, sinceQ∗ is optimal, by Lemma 1 of Schweizer [23] EQET (MQ∗
) =

const for any Q ∈Me
2 which implies that EQET (MQ∗

) = V0, and from (3.48) we have

EQ
∫ T

0

hsdXs = EQET (MQ∗
)− V0 = 0.

Hence
∫ t
0
hsdXs is a martingale for all Q ∈Me

2.

4. Some particular cases. In this section we consider the martingale ana-
logues of two specific extreme cases, already studied by Pham, Rheinländer, and
Schweizer [19], Laurent and Pham [14], and Biagini, Guasoni, and Pratelli [2], when
the semimartingale backward equation (3.4) admits an explicit solution. Besides, we
give necessary and sufficient conditions in order that the variance-optimal martingale
measure coincides with the minimal martingale measure as well as with the martingale
measure appearing in the second extreme case.

Let Xt(2) = Mt + 2
∫ t
0
d < M >s λs. Condition (B) implies that the process

(Et(−2λ ·M), t ∈ [0, T ]) is a martingale, and one can define a probability measure
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Q(2) by dQ(2) = ET (−2λ ·M)dP . Note that the process X(2) is a local martingale
under Q(2), by Girsanov’s theorem.

Proposition 4. Let conditions (A) and (B*) be satisfied. Then the variance-
optimal martingale measure coincides with the minimal martingale measure if and
only if

e〈λ·M〉T = c+

∫ T

0

hsdXs(2)(4.1)

for a constant c and an X(2)-integrable h such that the process (
∫ t
0
hsdXs(2), t ∈

[0, T ]) is a martingale under Q(2).
Moreover, in this case (3.35) admits an explicit solution

Vt = E(E2
tT (−λ ·M)|Ft) = EQ(2)(e〈λ·M〉tT |Ft)

with the martingale part ∫ t

0

e−〈λ·M〉shsdMs.

Proof. Let (4.1) be satisfied. Consider the process

Yt = E(E2
tT (−λ ·M)|Ft) = E(EtT (−2λ ·M)e〈λ·M〉tT |Ft).

It is evident that 1 ≤ Y ≤ C. Using (4.1), we have that Yt = e−〈λ·M〉tM̄t, where

M̄t = c+
∫ t
0
hsdXs(2). By the Itô formula we obtain that

Yt = Y0 −
∫ t

0

e−〈λ·M〉sM̄sd〈λ ·M〉s +
∫ t

0

e−〈λ·M〉shsdXs(2),

and Y satisfies the equation

Yt = Y0 −
∫ t

0

Ysd〈λ ·M〉s + 2

∫ t

0

e−〈λ·M〉sd〈h ·M,λ ·M〉s +
∫ t

0

e−〈λ·M〉shsdMs.

Thus Y is a bounded solution of (3.35) with ψs = hse
−<λ·M>s , s ∈ [0, T ], and L̄ = 0.

Therefore, Theorem 2 implies that Y = V , which means that the minimal martingale
measure Qmin is variance-optimal.

Assume that Qmin is variance-optimal. Then by Theorem 2 the process N∗

defined by (3.22) is indistinguishable from 0. Since the martingales from (3.22) are
orthogonal to each other, we have that m̄c = 0, m̄dq = 0, and for any predictable
stopping time τ

E(∆m̄τ
Vτ
|Fτ−)−∆m̄τE(

1
Vτ
|Fτ−)

VτE(
1
Vτ
|Fτ−)

= 0.

The latter equality implies that ∆m̄τ is Fτ−-measurable, and hence ∆m̄τ =
E(∆m̄τ |Fτ−) = 0 for any predictable moment τ , and we obtain that m̄ = 0. There-
fore, the value process satisfies

Vt = V0 −
∫ t

0

Vsd〈λ ·M〉s +
∫ t

0

ϕsdXs(2).

Solving this equation with respect to V and using the boundary condition VT = 1,
we have that

e〈λ·M〉T = V0ET
(ϕ
V
·X(2)

)
= V0 + V0

∫ T

0

Es
(ϕ
V
·X(2)

) ϕs
Vs

dXs(2).
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Since λ · M ∈ BMO2 and V ≥ 1, it follows from Lemma 1 and Proposition 7 of
Doléans-Dade and Meyer [8] that ϕ

V · X(2) belongs to the class BMO2(Q(2)) and

hence the process
∫ t
0
Es( ϕV ·X(2))ϕsVs dXs(2) is a Q(2)-martingale.

Proposition 5. Let conditions (A) and (B*) be satisfied. Then the variance-
optimal martingale measure is of the form

ET (MQ∗
) = cET (−λ ·X)(4.2)

if and only if

e−〈λ·M〉T = ĉ+ m̂T(4.3)

for a constant ĉ and a martingale m̂ orthogonal to M .
Under (4.3), (3.35) admits an explicit solution

Vt =
1

E(exp{− < λ ·M >tT }/Ft) .

Proof. Assume that the variance-optimal martingale measure is of the form (4.2).
By Theorem 2 the optimal density is of the form ET (−λ ·M +N∗), where N∗ admits
representation (3.22). Therefore, (4.2) implies that

ET (−λ ·M +N∗) = cET (−λ ·X)

and

ET (N∗) = c
ET (−λ ·X)

ET (−λ ·M)
= ce−〈λ·M〉T .

Thus

e−〈λ·M〉T =
1

c
+

1

c

∫ T

0

Es−(N∗)dN∗
s ,

and, according to Lemma 2, N∗ ∈ BMO2, ∆N∗ ≥ −1 + h, and hence the process
m̂t =

1
c

∫ t
0
Es−(N∗)dN∗

s is a true martingale.
Conversely, let (4.3) be satisfied. By Theorem 2 the optimal density is of the form

ZQ
∗

T = ET (−λ ·M +N∗),(4.4)

where N∗ is defined by (3.37). On the other hand, Corollary 3 implies (see (3.46) and
(3.48)) that the optimal density can be expressed in the alternate form

ZQ
∗

T = cET ((ϕ̄− λ) ·X),(4.5)

where ϕ̄ = ϕ
V and ϕ is defined by (3.3).

Using equality

ET ((ϕ̄− λ) ·X) = ET (−λ ·M)ET (ϕ̄ ·X(2)) exp{−〈λ ·M〉T },

from (4.3) and (4.5) we have

ZQ
∗

T = cET (−λ ·M)ET (ϕ̄ ·X(2))(ĉ+ m̂T ).(4.6)



1722 MICHAEL MANIA AND REVAZ TEVZADZE

Therefore, from (4.4) and (4.6) we obtain the equality

ET (N∗) = cET (ϕ̄ ·X(2))(ĉ+ m̂T ).(4.7)

Lemma 1, inequality (3.24), and the two-sided inequality 1 ≤ V ≤ C imply that
N∗ and ϕ̄ ·M belong to BMO2. Therefore, by Proposition 7 of Doléans-Dade and
Meyer [8], ϕ̄ · X(2) ∈ BMO2(Q(2)), and since N∗ is orthogonal to M , it is also in
BMO2(Q(2)). Hence the corresponding Doléans exponentials are uniformly integrable
martingales by Proposition 1. From condition (4.3) we have that

ĉ+ m̂t = E(exp{− < λ ·M >T }|Ft);
hence m̂ is a bounded Q(2)-martingale, and since it is orthogonal to M the process
(Et(ϕ̄·X(2))(ĉ+m̂t), t ∈ [0, T ]) is a uniformly integrable martingale. Therefore, taking
conditional expectations in (4.7) with respect to the measure Q(2), we obtain that
this equality holds for any t ∈ [0, T ], i.e.,

Et(N∗) = cEt(ϕ̄ ·X(2))(ĉ+ m̂t).(4.8)

Let N0
t =

∫ t
0

1
ĉ+m̂s−

dm̂s. Then 1 + 1
ĉ m̂t = Et(N0), and, using the Yor formula from

(4.8), we obtain that

Et(N∗) = cĉEt(ϕ̄ ·X(2) +N0)(4.9)

for each t ∈ [0, T ]. However, this implies that c = ĉ−1 and

N∗
t =

∫ t

0

ϕ̄sdMs + 2〈ϕ̄ ·M,λ ·M〉t +N0
t ,

and since the martingales N∗ and N0 are orthogonal to M and 〈ϕ̄ ·M,λ ·M〉 is of
bounded variation, we obtain that the stochastic integral ϕ̄ ·X(2) is indistinguishable
from zero. Hence ϕ̄ = 0 a.e. with respect to the Doléans measure of 〈M〉, which
implies that ϕ̄ · X(2) is also the zero process. Therefore, from (4.5) (or (3.46)) we
obtain that the density of the variance-optimal martingale measure admits the form
(4.2).

Finally, the last equality implies that N∗ = N0, and one can write the optimal
density in the following alternate form:

Et(MQ∗
) = Et

(
−λ ·M +

∫ .

0

1

ĉ+ m̂s−
dm̂s

)
= Et(−λ ·M)

(
1 +

m̂t
ĉ

)
.

Therefore, the value process is equal to

Vt =
E(E2

tT (−λ ·M)(c+ m̂T )
2/Ft)

(c+ m̂t)2
.

Using (4.3) and the fact that m̂ is a martingale under Q(2), we obtain that

E(E2
tT (−λ ·M)(c+ m̂T )

2/Ft)

(c+ m̂t)2
=

e−〈λ·M〉tEQ(2)(c+ m̂T /Ft)

(c+ m̂t)2
=

e−〈λ·M〉t

(c+ m̂t)

=
1

E(exp{− < λ ·M >tT }/Ft) ,
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and the last term satisfies equation (3.35), since it coincides with the value pro-
cess.

Similar results were obtained in Mania, Santacroce, and Tevzadze [18] and San-
tacroce [21] for the minimal entropy and p-optimal martingale measures, respectively,
under condition of continuity of the filtration.

Example. Let W be a standard Brownian motion defined on a complete prob-
ability space (Ω, F, F, P ) with filtration. Let π be a standard Poisson process with
intensity α, independent from W , defined on the same space. Assume that F =
(Ft, t ∈ [0, T ]) coincides with the P -augmented filtration generated by W and π.

Assume that there are two assets, a stock and a bond, traded on the market. For
simplicity the bond price is supposed to be 1 at all times and the stock price dynamics
is given by

dXt = Xt(µtdt+ σtdWt), t ∈ [0, T ].(4.10)

The market coefficients, the process µ of stock appreciation rate and the volatility σ,
are progressively measurable with respect to F . We also require that for any t ∈ [0, T ]
the volatility is nonsingular almost surely.

Straightforward calculations yield that in this case λ = µX−1σ−2,

∫ t

0

λsdMs =

∫ t

0

θsdWs, 〈λ ·M〉t =
∫ t

0

θ2
sds

is the mean variance tradeoff, and θ = σ−1µ is the market price of risk.
By the Itô representation theorem, any locally square integrable martingale L

adapted to the filtration F admits an integral representation

Lt =

∫ t

0

ψsdWs +

∫ t

0

ψ̄sd(πs − αs)(4.11)

for some F -predictable processes (ψ, ψ̄) such that
∫ T
0
ψ2
t dt+

∫ T
0
ψ̄2
t dt <∞ a.s.

As before, we denote by Me the set of equivalent martingale measures of X.
From (2.4) and (4.11) the density of any martingale measure is expressed as

Zνt = Et
(
−
∫ .

0

θsdWs +

∫ .

0

νsd(πs − αs)

)
, t ∈ [0, T ],(4.12)

for some F -predictable process ν such that
∫ T
0
ν2
t dt <∞. Let

K2(σ) = {ν : EZνT = 1, E(ZνT )
2 <∞}.

Then the subclassMe
2 of equivalent martingale measures is given by

Me
2 = {P ν : dP ν/dP = ZνT , ν ∈ K2(σ)}(4.13)

and condition (B) is equivalent to ν = 0 ∈ K2(σ).
For simplicity we assume the following.

(C) The mean-variance tradeoff is bounded; i.e.,
∫ T
0
||θs||2ds ≤ C a.s. for some

C > 0.
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Note that condition (C) implies that the minimal martingale measure exists and
satisfies the reverse Hölder R2(P ) inequality, since for any stopping time τ

E(E2
τT (−λ ·M)/Fτ ) = E(EτT (−2λ ·M)e〈λ·M〉τT |Fτ ) ≤ eC .(4.14)

Therefore, conditions (A) and (B*) are satisfied and it follows from Theorem 2
that the martingale measure Q∗ is variance-optimal if and only if it is given by

MQ∗
t = −

∫ t

0

θsdWs −
∫ t

0

1

Vs
ϕ̄sd(πs − αs),(4.15)

where the triple (V, ϕ, ϕ̄) uniquely solves the backward stochastic differential equation
(BSDE)

Vt = V0 −
∫ t

0

(
Vsθ

2
s − 2θsϕs − α

Vs
ϕ̄2
s

)
ds(4.16)

+

∫ t

0

ϕsdWs +

∫ t

0

ϕ̄sd(πs − αs), VT = 1,

in the class of semimartingales satisfying (3.36).
Now we consider the abovementioned extreme cases for this example.
Case 1 (an “almost complete” model). If the market price of risk is adapted to

the filtration FW generated by the Brownian motion W , i.e., θ = θ(t,W ), t ∈ [0, T ]),
then it follows from Example 1 of Pham, Rheinländer, and Schweizer [19] that the
variance-optimal martingale measure coincides with the minimal martingale measure.

Let X(2) be the process satisfying

dXt(2) = Xt(2)(2µtdt+ σtdWt), t ∈ [0, T ],(4.17)

and denote by Q(2) the measure defined by dQ(2) = ET (−2θ ·W )dP . Under Q(2)
the process X(2) satisfies the SDE

dXt(2) = Xt(2)σtdWt(2), t ∈ [0, T ],

where

Wt(2) = 2

∫ t

0

θ(s,W )ds+Wt

is the Brownian motion with respect to the measure Q(2) by Girsanov’s theorem.
If (as in Example 1 of Pham, Rheinländer, and Schweizer [19]) the market price

of risk θ is FW -adapted, then by the representation property of W (and thus of W (2)

due to the Bayes rule) the random variable e
∫
T
0 θ

2
sds admits an integral representation

e
∫
T
0 θ

2
sds = c+

∫ T

0

γsdWs(2)(4.18)

for some FW -predictable γ with
∫ T
0
γ2
t dt < ∞. Note that if (4.18) is satisfied by

some F -predictable γ, then the market price of risk θ need not be FW -adapted,
but condition (4.1) is satisfied (with h = γ/σ) and according to Proposition 4
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the variance-optimal martingale measure coincides with the minimal martingale
measure.

Case 2. Assume that the market price of risk is adapted to the filtration Fπ

generated by the Poisson process π, i.e.,

θ = (θ(t, π), t ∈ [0, T ]).
Since θ is Fπ-adapted, by the integral representation theorem there exists an Fπ-
adapted process g such that

exp

{
−1
2

∫ T

0

θ2
sds

}
= c+

∫ T

0

gsd(πs − αs).

Therefore, condition (4.3) is satisfied, and Proposition 5 implies that the variance-
optimal martingale measure is of the form (4.2). Moreover, condition (4.3) is satisfied
if g is F -predictable, and such a representation is also necessary for the variance-
optimal martingale measure to admit the form (4.2).
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Abstract. This paper provides new conditions under which optimal controls are Lipschitz
continuous for dynamic optimization problems with functional inequality constraints, a control con-
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1. Introduction. Consider the following optimal control problem with func-
tional inequality state constraints, distinguishing features of which are that the con-
trolled differential equation (the dynamic constraint) is linear in the control variable
and that an integral term is included in the cost function:

(P)




Minimize l(x(S), x(T )) +
∫ T
S

L(t, x(t), u(t)) dt
over x ∈W 1,1([S, T ],Rn) and measurable u : [S, T ]→ R

m

satisfying
ẋ(t) = f(t, x(t)) +G(t, x(t))u(t) for a.e. t ∈ [S, T ],
hj(t, x(t)) ≤ 0 for all t ∈ [S, T ], j = 1, . . . , r,
u(t) ∈ U for a.e. t ∈ [S, T ],
(x(S), x(T )) ∈ C,

(1.1)

with data an interval [S, T ], functions L : [S, T ]×R
n×R

m → R, f : [S, T ]×R→ R
n,

G : [S, T ] × R
n → R

n×m, hj : R × R
n → R for j = 1, . . . , r, and closed sets U ⊂ R

m

and C ⊂ R
n × R

n.
(Here,W 1,1([S, T ],Rn), abbreviated asW 1,1, is the space of absolutely continuous

R
n-valued functions on [S, T ].)
A control function is a measurable function u : [S, T ]→ R

m such that u(t) ∈ U for
a.e. t ∈ [S, T ]. A process (x, u) comprises a control function u and a W 1,1 function
x satisfying the constraints of (P). We say the process (x̄, ū) is a minimizer if it
achieves the minimum. In this case, ū and x̄ are referred to as an optimal control and
an optimal state trajectory (corresponding to ū), respectively.

This paper focuses on conditions on the data for the above control problem that
guarantee Lipschitz continuity of the optimal control ū. The issue of minimizer reg-
ularity is important for several reasons. One is its relevance to computations; prior
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knowledge of minimizer regularity influences the choice of discretization procedures
since, typically, higher order schemes can achieve improved rates of convergence only
when minimizers are sufficiently regular [6]. It also affects the selection of sample
period in digital implementation of control strategies. It is further relevant to phys-
ical modeling, where a variational formulation of the underlying dynamics must be
matched to observed phenomena, including regularity [1].

A key advance in the quest for conditions ensuring Lipschitz continuity of optimal
controls in the presence of both state and control functional inequality constraints was
provided in Hager’s 1979 paper [7]. Here, Lipschitz continuity was established under
hypotheses that, in the special case when no control constraints are imposed, include
the following:

(i) The data is of class C2, the cost integrand is jointly convex in both the (x, u)
variables and uniformly coercive in the u variable, and the dynamics are affine
with respect to the (x, u) variables.

(ii) There exists a process (x, u) such that u is continuous and x and u lie in
the interiors of, respectively, the state and control constraint sets for each
time (“interiority”), and C = C0 × R

n for some C0 ⊂ R
n(no right endpoint

constraint).
(iii) There exists γ > 0 such that, for each t ∈ [S, T ],

∣∣∣∣∣∣GT (t, x̄(t))
∑
j

αj∇xhj(t, x̄(t))
∣∣∣∣∣∣ ≥ γ


∑

j

|αj |2



1
2

,

where ∇xhj is interpreted as a column vector and the summations are taken
over values of the index j for which the state constraint is active (“linear
independence of active state constraints”).

Lipschitz continuity of optimal controls under these hypotheses was established in
[7] by consideration of the implications of the maximum principle for optimal control
problems with an affine state equation, a convex cost, and convex functional inequality
constraints.

Malanowski [8] refined Hager’s analysis to establish Lipschitz continuity of optimal
controls under less restrictive conditions that allow dynamics nonlinear with respect
to the state variable and a cost integrand which is possibly nonconvex with respect to
the state variable. Alternative proofs and additional regularity properties of optimal
controls under certain circumstances (“piecewise analyticity”) were later proved by
Dontchev and Hager [3] and Dontchev and Kolmanovsky [4].

This paper establishes Lipschitz continuity of optimal controls under hypotheses
that are less restrictive that those invoked hitherto in a number of respects. The most
significant improvement is that the linear independence hypothesis (iii) of Hager,
present in different forms in [3], [8], is replaced by a less demanding positive linear
independence hypothesis on the state constraints (hypothesis (H4) below). We also
allow a general convex constraint on the control variable (“u(t) ∈ U for some closed
convex set U”) in place of the collection of functional inequality constraints in previous
work, and we relax differentiability hypotheses on the data in a number of respects.

The positive linear independence hypothesis that we employ has previously arisen
in connection with conditions for normality of multiplier sets in nonlinear program-
ming; specifically it provides a dual formulation of the Mangasarian–Fromowitz con-
straint qualification (see [9]). However, consideration of positive linear independence,
in the context of optimal control regularity analysis, appears to be new.
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The conditions for Lipschitz continuity of optimal controls are obtained with the
help of a more detailed analysis of the implications of the maximum principle (now in a
nonsmooth manifestation) than has previously been undertaken. A key step (Lemma
4.6) is to consider the properties of trajectory subarcs with the property that all
state constraints active at some intermediate time are active also at the endtimes;
the significance of such subarcs for regularity investigations was earlier emphasized
by Hager [7, Thm. 2.1]. The analysis greatly simplifies if the control constraints are
absent, the cost is quadratic in the u variable, and there is only one state constraint.
(See [12, Ch. 11].)

We highlight also the role of the Legendre–Fenchel transform in our analysis. This
provides an important explicit representation of the optimal control (see (4.1) below)
in terms of the costate variables and state constraint multipliers.

Research efforts following Hager’s 1979 paper were directed, in part, toward as-
sembling a set of hypotheses ensuring regularity of minimizers, uniqueness of mul-
tipliers, and smooth dependence on parameters and constructing a framework for
numerical solution techniques involving “dual” concepts. The present paper is of nar-
rower focus, concentrating exclusively on conditions for regularity of optimal controls.
If this alone is our goal, then the linear independence hypotheses of the earlier litera-
ture can be relaxed to positive linear independence. Note, however, that, under this
positive linear independence hypothesis, the state constraint multipliers may fail to
be unique.

Finally, we give some notation. | . | denotes the Euclidean norm. The closed unit
ball in Euclidean space is written B. C⊕(S, T ) denotes the space of nonnegative Borel
measures on the Borel subsets of [S, T ]. For a given subset A ⊂ R

k, ΨA denotes the
indicator function

ΨA(y) =

{
0 if y ∈ A,
+∞ otherwise.

We make use of two standard constructs from nonsmooth analysis (see, for ex-
ample, [11] for full details), the normal cone and the subgradient, defined as follows.

Definition 1.1. Take a closed set C ⊂ R
n and a point x̄ ∈ C. We say that

y ∈ R
n is a normal to C at x̄ if there exist yi → y and xi → x̄ (in C) such that for

all i,

〈yi, x− xi〉 ≤ o(|x− xi|)
for all x ∈ C. The normal cone to C at x̄, written NC(x̄), is the set of all normals to
C at x̄. (It is also referred to as the limiting normal cone.)

Given a lower semicontinuous (lsc) function f : Rn → R, we denote by ∂f(x̄) the
subgradient of f at x̄ (also known as the limiting subgradient), defined as

∂f(x̄) := {y : (y,−1) ∈ Nepi f (x̄, f(x̄))},
in which epi f denotes the set {(x, α) ∈ R

n × R : α ≥ f(x)}.
2. The maximum principle and normality. Denote by H : R × R

n × R
n ×

R
m × R→ R the unmaximized Hamiltonian

H(t, x, p, u, λ) = 〈p, f(t, x) +G(t, x)u〉 − λL(t, x, u).(2.1)

Let (x̄, ū) be a minimizing process. Under mild hypotheses and, in particular, under
hypotheses (H1)–(H3) of section 3, necessary conditions of optimality, known as the
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(state constrained) maximum principle [12], provide the following information about
(x̄, ū).

There exist “multipliers” p ∈W 1,1([S, T ];Rn), µj ∈ C⊕(S, T ) for
j = 1, . . . , r, and λ ≥ 0 such that, writing

q(t) = p(t) +

r∑
j=1

∫
[S,t)

∇xhj(s, x̄(s))µj(ds),(2.2)

we have

(p, µ, λ) �= (0, 0, 0),(2.3)

−ṗ(t) ∈ con ∂xH( t, x̄(t), q(t−), ū(t), λ ) a.e. t ∈ [S, T ],(2.4)

H( t, x̄(t), q(t−), ū(t), λ ) = max
u∈U
H( t, x̄(t), q(t−), u, λ )

a.e. t ∈ [S, T ],
(2.5)

supp{µj} ⊂ {t : hj(t, x̄(t)) = 0} for j = 1, . . . , r,(2.6)


p(S),−


p(T ) + r∑

j=1

∫
[S,T ]

∇xhj(t, x̄(t))µj(dt)





∈ λ∂l(x̄(S), x̄(T )) +NC(x̄(S), x̄(T )).

(2.7)

A process for which these conditions are satisfied is said to be an extremal.
The methodology behind the ensuing analysis is to deduce regularity properties of

optimal controls from the conditions of the maximum principle. It is inevitable then
that some kind of hypothesis on the data for problem (P) is imposed, ensuring that
the maximum principle supplies useful information about the minimizer (x̄, ū). This
hypothesis is normality. If it is possible to satisfy the conditions of the maximum
principle with a set of multipliers (p, µ1, . . . , µr, λ) in which λ = 0, the maximum
principle makes no reference to the cost function and degenerates into a relationship
between the constraints. “Normality” means that this kind of degeneracy is excluded.

Definition 2.1. A process (x̄, ū) is said to be a normal extremal if there exist
p ∈ W 1,1([S, T ];Rn) and µj ∈ C⊕(S, T ), j = 1, . . . , r, such that the relationships
(2.2)–(2.7) are satisfied with λ = 1.

We address the question of when minimizers are normal extremals in section 5.

3. Conditions for Lipschitz continuity of normal extremals. We shall
invoke the following hypotheses; reference is made here to the process (x̄, ū) of interest.
In the hypotheses, Ω ⊂ [S, T ]× R

n is some “tube” about x̄. That is,

Ω = {(t, x) ∈ [S, T ]× R
n : |x− x̄(t)| ≤ ε̄}

(for some given ε̄ > 0). We denote by J (t, x̄) the collection of active state constraints
at time t; that is,

J (t, x̄) = {j : hj(t, x̄(t)) = 0} .
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(H1) G, l, and f are locally Lipschitz continuous functions.

(H2) For j = 1, . . . , r, hj is of class C1+ on Ω; i.e., hj is continuously differentiable
with locally Lipschitz continuous gradient.

(H3) U is a closed convex set. For each (t, x) ∈ Ω, L(t, x, .) is finite-valued, convex,
and continuously differentiable. L(t, x, .) is uniformly coercive in the sense
that there exists a monotone function θ : [0,∞) → R, such that θ(s)/s → ∞
as s→∞ and

L(t, x, v) > θ(|v|) for all (t, x) ∈ Ω and v ∈ U.

Both L and ∇uL are locally Lipschitz continuous. L(t, x, .) is strictly convex
in the following uniform sense: for each M > 0 there is a constant kM > 0,
such that, for any (t, x) ∈ Ω and u1, u2 ∈MB, we have

〈y2 − y1, u2 − u1〉 ≥ kM |u2 − u1|2,(3.1)

where y2 = ∇uL(t, x, u2) and y1 = ∇uL(t, x, u1).

(H4) For every t ∈ [S, T ] and every set of nonnegative numbers {αj}j∈J (t,x̄), not
all zero, we have∑

j∈J (t,x̄)

αjG
T (t, x̄(t))∇xhj(t, x̄(t)) /∈ spanNU (ū(t)).

(For a subset D ⊂ R
k, spanD denotes the intersection of all linear subspaces

of R
k that contain D.)

The stage is now set for statement of conditions for Lipschitz continuity of optimal
controls.

Theorem 3.1. Let (x̄, ū) be a normal extremal. Assume (H1)–(H4). Then ū is
Lipschitz continuous.

Comments.
(a) Of course interest focuses primarily on cases when optimal processes are nor-

mal extremals, for then Theorem 3.1 gives conditions for Lipschitz continuity
of optimal controls. We discuss conditions for normality in section 5. Note,
however, that as far as applications to Hamiltonian mechanics are concerned,
normal extremals (and related issues of regularity) are of direct interest, since
the action principle interprets motions as normal extremals, which may fail
to be minimizers of the action functional.

(b) The key difference between the hypotheses of Theorem 3.1 and those formerly
invoked for regularity of optimal controls concerns the “nondegeneracy” of the
state constraints. The linear independence hypothesis of [7] (condition (iii) of
section 1) has been replaced by the positive linear independence hypothesis
(H4). (H4) is a less restrictive hypothesis in which nonzero linear combina-
tions of active state constraint function gradients are required to be nonzero
only for linear combinations with nonnegative weights. A simple case when
(iii) is always violated, but (H4) is possibly satisfied, is when there are two
state constraint functions such that, at some time t′ when they are both ac-
tive, we have ∇xh1(t

′, x̄(t′)) = α∇xh2(t
′, x̄(t′)) for some α > 0. Another

case is when the number of active state constraints exceeds the dimension of
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the state space; here the gradients of the state constraint functions cannot
be linearly independent, but they will be positively linear independent if the
gradients are, in some sense, “unidirectional.”

(c) Suppose that the cost integrand L can be decomposed as

L(t, x, u) = L1(t, x) + L2(t, x, u) .

Then the analysis of this paper, almost without change, allows us to deduce
Lipschitz continuity of optimal controls when L2 satisfies (H3) and L1 satisfies
the following condition: L1(t, x) is locally bounded, measurable in t for each
x, and locally Lipschitz continuous in x uniformly in t. We draw attention
to this refinement, since the optimal control problems with quadratic cost
integrand

L(t, x, u) = xTQ(t)x+ uTR(t)u

are of widespread interest. Our analysis establishes Lipschitz continuity of
optimal controls for such problems when Q(.) is merely measurable and es-
sentially bounded. (R(.) is required to be Lipschitz continuous and such that
R(t) is positive definite for all t.)

4. Proof of Theorem 3.1. Define the extended-real-valued function L0 : [S, T ]×
R
n × R

m → R ∪ {+∞}
L0(t, x, u) = L(t, x, u) + ΨU (u),

in which ΨU is the indicator function of the set U . Note that, since

max
u∈U
H(t, x̄(t), q(t−), 1) = 〈q(t−), f(t, x̄(t))〉+max

u∈Rm
{〈q(t−), G(t, x̄(t))u〉−L0(t, x̄(t), u)} ,

we have from the “maximization of the Hamilitonian” condition (2.5) that

〈GT (t, x̄(t))q(t−), ū(t)〉 − L(t, x̄(t), ū(t))

= max
u∈Rm

{〈GT (t, x̄(t))q(t−), u〉 − L0(t, x̄(t), u)} a.e. t ∈ [S, T ].

By the rules governing subdifferentials of convex functions, this last condition implies
that

ū(t) = ∂yL
∗
0(t, x̄(t), G

T (t, x̄(t))q(t−)) a.e. t ∈ [S, T ].(4.1)

Here, L∗
0(t, x, .) : R

m → R ∪ {+∞} is the Fenchel dual function of L0(t, x, .) for each
(t, x).

The representation (4.1) of the optimal control in terms of the Fenchel dual func-
tion L∗

0 has a crucial role in the following analysis. We pause to investigate some of
its properties.

Lemma 4.1.
(i) For each (t, x, y) ∈ Ω × R

m, ∂yL
∗
0(t, x, y) is single-valued and continuously

differentiable. (Write it henceforth ∇yL∗
0(t, x, y).)

(ii) (t, x, y)→ ∇yL∗
0(t, x, y) is locally Lipschitz continuous.

Proof. Take any (t, x) ∈ Ω and y ∈ R
m. The nonemptiness of ∂yL

∗
0(t, x, y) follows

from the representation of the subdifferential

∂yL
∗
0(t, x, y) =

{
u : u · y − L0(t, x, u) = max

v∈Rm
{v · y − L0(t, x, v)}

}
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and the coercivity of L (see hypothesis (H3)), which ensures existence of a maximizing
v. Take any compact neighborhood N of (t, x) and a number N > 0. Representation
(4.1) and hypothesis (H3) also ensure the existence of M > 0 such that

u′ ∈ ∂yL
∗
0(t

′, x′, y′) and (t′x′) ∈ Ω, y′ ∈ y +NB

imply

|u′| ≤ M .(4.2)

Let k1 be a Lipschitz constant for L on N ×MB. Choose arbitrary (t′, x′) ∈ N and
y′ ∈ y +NB. Choose also

u ∈ ∂yL
∗
0(t, x, y) and u′ ∈ ∂yL

∗
0(t

′, x′, y′) .

By a fundamental property of “convex” subdifferentials,

y ∈ ∂uL0(t, x, u) and y′ ∈ ∂uL0(t, x
′, u′) .

However, since ∇uL(t, x, .) is continuously differentiable,

∂uL0(t, x, u) = ∇uL(t, x, u) +NU (u) .

It follows that

y = ∇uL(t, x, u) + e, y′ = ∇uL(t′, x′, u′) + e′

for some e ∈ NU (u) and e′ ∈ NU (u
′). In consequence of the local Lipschitz continuity

of ∇uL and (4.2), there exists k1 > 0, independent of the choice of t′, x′, y′, u′, such
that

|∇uL(t, x, u′)−∇uL(t′, x′, u′)| ≤ k1|(t′, x′)− (t, x)| .

Let ỹ = ∇uL(t, x, u′) + e′. Then

|y′ − ỹ| ≤ k1|(t′, x′)− (t, x)| .(4.3)

We have

|ỹ − y||u′ − u| ≥ 〈ỹ − y, u′ − u〉 = 〈∇uL(t, x, u′)−∇uL(t, x, u), u′ − u〉
+ 〈e′, u′ − u〉 + 〈e, u− u′〉 .

However, there exists k2 > 0 (independent of our choice of ((t′, x′), y′) in N ×
(y +NB)) such that

〈∇uL(t, x, u′)−∇uL(t, x, u), u′ − u〉 ≥ k2|u′ − u|2 .

Also, by the definition of the “convex” normal cone

〈e′, u′ − u〉 ≥ 0 and 〈e, u− u′〉 ≥ 0 .

It follows that

|u′ − u| ≤ k−1
2 |ỹ − y| .
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By (4.3) and the triangle inequality

|u′ − u| ≤ k−1
2 (|y′ − y|+ |y′ − ỹ|)

≤ k−1
2 (|y′ − y|+ k1|(t′, x′)− (t, x)|)

≤ max{1, k1}k−1
2

√
2|(t′, x′, y′)− (t, x, y)| .

This inequality implies that ∂yL
∗
0(t, x, y) is single-valued. Since a convex function

with a single-valued subdifferential is continuously differentiable, ∂yL
∗
0(t, x, .) is con-

tinuously differentiable. The above inequality also implies that (t, x, y)→ ∂yL
∗
0(t, x, y)

is locally Lipschitz continuous.
Lemma 4.2. There exist k̄ > 0 and ε > 0 such that, for any t ∈ [S, T ], y ∈ R

m,
and {αj}rj=1 such that

αj ≥ 0 for each j and αj = 0 if hj(t
′, x̄(t′) < 0 for all t′ ∈ (t− ε, t+ ε) ∩ [S, T ],

(4.4)

we have

〈v,∇yL∗
0(t, x̄(t), y + v)−∇yL∗

0(t, x̄(t), y)〉 ≥ k̄

∣∣∣∣∣∣
∑
j

αj

∣∣∣∣∣∣
2

,

where

v = GT (t, x̄)
∑
j

αj∇xhj(t, x̄(t)) .

Proof. To simplify notation, we shall write ∇yL∗
0(t, x, y + v) as ∇yL∗

0(y + v) and
suppress the argument (t, x) in expressions involving G(t, x), etc.

Take any {αj} such that αj ≥ 0 for each j. Write

u′ = ∇yL∗
0(y + v) and u = ∇yL∗

0(y),

where v is as in the lemma. Then

y + v ∈ ∂uL0(u
′) and y ∈ ∂uL0(u) .

Since L is continuously differentiable (with respect to the control variable),

y + v = ∇uL(u′) + e′ and y = ∇uL(u) + e(4.5)

for some e′ ∈ NU (u
′) and e ∈ NU (u).

By the strong convexity hypothesis (H3), there exists k1 > 0, independent of our
choice of t, y and {αj}, such that

〈∇uL(u′)−∇uL(u), u′ − u〉 ≥ k1|∇uL(u′)−∇uL(u)|2 .

From (4.5)

〈v, u′ − u〉+ 〈e′, u− u′〉+ 〈e, u′ − v〉 ≥ k1

∣∣∣∣∣∣
∑
j

αjG
T∇xhj − e′ + e

∣∣∣∣∣∣
2

.
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By properties of the (convex) normal cone

〈e′, (u− u′)〉 ≤ 0 and 〈e, (u′ − u)〉 ≤ 0 .

Further, it can be deduced from the constraint qualification (H4) that there exist k2

and ε > 0, independent of our choice of (t, x, y), e′, e and {αj} satisfying (4.4), such
that ∣∣∣∣∣∣

∑
j

αjG
T∇xhj + e′ − e

∣∣∣∣∣∣ ≥ k2

∣∣∣∣∣∣
∑
j

αj

∣∣∣∣∣∣ .
Assembling these inequalities, we conclude that

〈v, u′ − u〉 ≥ k̄

∣∣∣∣∣∣
∑
j

αj

∣∣∣∣∣∣
2

,

where k̄ = k1k
2
2. This is what the lemma asserts.

The following lemma, stated without proof, is a direct consequence of Lemma
4.1, the representation of ū given by (4.1), the fact that q(.) is a function of bounded
variation, and the maximum principle conditions.

Lemma 4.3. We can choose ū (from the equivalence class of a.e. equal functions)
to have left and right limits at all points in (S, T ) and one sided limits at the endpoints.
(This version of) ū is a bounded function. The functions x̄ and p are Lipschitz
continuous.

Next we establish that µ has no atoms at interior points, and we list some related
properties.

Lemma 4.4. µ has no atoms in (S, T ). Consequently, q(.) is continuous on (S, T )
and has one sided limits at its endpoints. ū is continuous on [S, T ] (strictly speaking,
has a continuous version). For each t ∈ (S, T ) and j ∈ J (t, x̄), we have

∇thj(t, x̄(t)) + 〈∇xhj(t, x̄(t)), f(t, x̄(t)) +G(t, x̄(t))ū(t)〉 = 0 .(4.6)

Proof. Take any t ∈ (S, T ). Choose j ∈ {1, 2, . . . , r}. If j /∈ J (t, x̄), then
µj({t}) = 0, by the complementary slackness condition (2.6). If, on the other hand,
j ∈ J (t, x̄(t)), then hj(t, x̄(t)) = 0. It follows that

δ−1(hj(t+ δ, x̄(t+ δ))− hj(t, x̄(t))) ≤ 0

and

δ−1(hj(t, x̄(t))− hj(t− δ, x̄(t− δ))) ≥ 0

for δ sufficiently small. Passing to the limit as δ ↓ 0 and recalling that ū has left and
right limits, we obtain

∇thj + 〈∇xhj , f +Gū(t+)〉 ≤ 0(4.7)

and

∇thj + 〈∇xhj , f +Gū(t−)〉 ≥ 0 .(4.8)
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(Here, hj , f , etc. are evaluated at (t, x̄(t)).)
We deduce from these inequalities that

〈∇xhj , G(ū(t+)− ū(t−))〉 ≤ 0 .

Noting (4.1) and appropriately weighting and summing this inequality over all j’s in
J (t, x̄) give〈 ∑

j∈J (t,x̄)

µj({t})GT∇xhj ,∇yL∗
0(G

T q(t+))−∇yL∗
0(G

T q(t−))

〉
≤ 0 .

By Lemma 4.2, however, there exists k1 > 0 such that

〈 ∑
j∈J (t,x̄)

µj({t})GT∇xhj ,∇yL∗
0(G

T q(t+))−∇yL∗
0(G

T q(t−))

〉
≥ k1

∣∣∣∣∣∣
∑
j

µj({t})
∣∣∣∣∣∣
2

.

It follows that
∑
j µj({t}) = 0. We have shown that µ has no atoms in (S, T ).

We conclude from the definition of q(.) that q(.) is continuous on (S, T ) and has
one sided limits at the endpoints. The same is true then of ū, in view of Lemma 4.1.
By redefining ū to take at its endpoint values one sided limits, we can arrange that ū
is continuous. Finally, we observe that (4.6) follows from (4.7) and (4.8).

In view of the preceding lemma, we can unambiguously write
∫
[s,t]

µj(dσ) as∫ t
s
µj(dσ) for any [s, t] ⊂ [S, T ].
The next objective is to find a constantK such that, for any interval [s, t] ⊂ [S, T ],

we have
∫ t
s
µj(dσ) ≤ K|t− s|.

The following lemma establishes such a bound in the special case when [s, t] has
the following property: all state constraints that are active at some point in the
interior of [s, t] are also active at both endpoints. To investigate this special case, it is
helpful to introduce some additional notation:

A[s,t] := {j ∈ {1, . . . , r} : hj(τ, x̄(τ)) = 0 for some τ ∈ (s, t)} .

(The right side will be recognized as “the set of indices corresponding to state con-
straints that are active at some point in (s, t).”)

Lemma 4.5. There exists K > 0 such that, given any interval [s, t] ⊂ (S, T ) with
the property

hj(s, x̄(s)) = hj(t, x̄(t)) = 0 for all j ∈ A[s,t] ,

we have

∑
j

∫ t

s

µj(dσ) ≤ K|t− s| for all j ∈ A[s,t].

Proof. Suppose the assertions of the lemma are false. Then there exist Ki ↑ ∞
and intervals [si, ti] ⊂ (S, T ), i = 1, 2, . . . , such that

hj(si, x̄(si)) = hj(ti, x̄(ti)) = 0 for all j ∈ A[si,ti](4.9)
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and

∑
j

∫ ti

si

µj(dσ) ≥ Ki|ti − si| for all i .(4.10)

By extracting a subsequence, we can arrange that there is a fixed index set A such
that A = A[si,ti] for all i. Notice that (4.10) implies that |ti − si| → 0 as i → ∞.
Since

∑
j

∫ ti

si

µj(dσ) =
∑
j

∫ si+ti
2

si

µj(dσ) +
∑
j

∫ ti

si+ti
2

µj(dσ) ,

we can arrange, by extraction of a further subsequence, that either of the two cases
(a) or (b) occur:

(a)
∑
j

∫ si+ti
2

si
µj(dσ) ≥ Ki

2 |ti − si| for all i;
(b)

∑
j

∫ ti
si+ti

2

µj(dσ) ≥ Ki
2 |ti − si| for all i.

Let us first assume that (a) is true. For each i define

Pi =

∫ ti

si

∑
j

(hj(ti, x̄(ti))− hj(s, x̄(s)))µj(ds) .

Note, however, that, for each j ∈ A,

supp{µj} ⊂ {s : hj(s, x̄(s)) = 0} and hj(ti, x̄(ti)) = 0 .

It follows that

Pi = 0 .

Writing

hj(ti, x̄(ti))− hj(s, x̄(s)) =

∫ ti

s

(∇thj + 〈∇xhj , (f +G(ū))〉) dt

and carrying out an integration by parts give

Pi =

∫ ti

si

∑
j

∫ t

si

µj(dσ) (∇thj + 〈∇xhj , (f +G(ū(t)))〉) dt .

(Here and below, ∇thj , ∇xhj , f , and G are evaluated at (t, x̄(t)).) However,

Pi = ai + bi,

where

ai =

∫ ti

si

∑
j

∫ t

si

µj(ds) [∇thj + 〈∇xhj , (f +Gui(t))〉] dt ,

bi =

∫ ti

si

∑
j

∫ t

si

µj(ds)〈∇xhj , G(ū(t)− ui(t))〉dt .
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In these formulae,

ui = ∇yL∗
0


t, x̄(t), GT


p(t) + ∫

[S,t]

∑
j

∇xhj(s, x̄(s))µj(ds)

−
∑
j

∇xhj(t, x̄(t))
∫ t

si

µj(ds)




 dt .

Taking note of (4.6) and the local Lipschitz continuity of f , ∇thj , and ∇xhj , we
deduce from Lemmas 4.1 and 4.3 that there exists k1 > 0 (independent of i) such
that, for each j and t ∈ [si, ti],

|∇th+ 〈∇xhj , (f +Gui(t))〉| ≤ k1


1 +∑

j

∫ ti

si

µj(ds)


 (t− si).

We conclude that

ai ≥ −k1

2


∑

j

∫ ti

si

µj(ds)




1 +∑

j

∫ ti

si

µj(ds)


 (ti − si)

2 .

On the other hand, Lemma 4.2 tells us that there exists k2 > 0, independent of i,
such that

bi ≥ k2

∫ ti

si

∣∣∣∣∣∣
∑
j

∫ t

si

µj(ds)

∣∣∣∣∣∣
2

dt

≥ k2

∣∣∣∣∣∣
∑
j

∫ si+ti
2

si

µj(ds)

∣∣∣∣∣∣
2(

ti − si
2

)
.

Bearing in mind that

∑
j

∫ si+ti
2

si

µj(ds) ≥ 1

2

∑
j

∫ ti

si

µj(ds) ≥ 1

2
Ki|ti − si| ,

we deduce that

ai + bi ≥ −k1

2
Ki|ti − si|3(1 +Ki|ti − si|) + k2

8
K2
i (ti − si)

3 .

However, the expression on the right is positive for i sufficiently large. This is not
possible since Pi = ai + bi = 0 for all i. The case (b) is treated in analogous fashion
by considering the equation Qi = 0, where

Qi =
∑
j

∫ ti

si

∑
j

(hj(s, x̄(s))− hj(si, x̄(si)))µj(ds) .

Now define

N[s,t] := cardinality(A[s,t]) .
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For r̄ ∈ {0, . . . , r} denote by (Hr̄) the following condition.
(Hr̄) There exists Kr̄ ≥ 0 with the following property: given any subinterval

[s, t] ⊂ [S, T ] such that N[s,t] ≤ r̄, we have

∑
j

∫
[s,t]

µj(dσ) ≤ Kr̄|t− s|.

Lemma 4.6. Condition (Hr̄) is satisfied for r̄ = r.
Proof. (Hr̄) is satisfied with r̄ = 0 since, in this case, µj = 0 for all j ∈ {1, . . . , r}.

Fix r̄ ∈ {0, . . . , r − 1}, and assume that
(Hr̄) is true.

We shall show that (Hr̄+1) is true. The assertions of the lemma then follow by
induction.

Take any [s, t] ⊂ [S, T ] such that N[s,t] ≤ r̄ + 1.We must find Kr̄+1 (independent
of [s, t]) such that

∑
j

∫
[s,t]

µj(dσ) ≤ Kr̄+1|t− s| .(4.11)

We can assume that N[s,t] = r̄+ 1, for otherwise (4.11) is true with Kr̄+1 = Kr̄. Our
next goal is to find a point s̄ ∈ [s, t] such that

∑
j

∫
[s,s̄]

µj(dσ) ≤ Kr̄|s̄− s|(4.12)

and either of the following two conditions holds:
(a) s̄ = t, or
(b) hj(s̄, x̄(s̄)) = 0 for all j ∈ A[s,t].

If hj(s, x̄(s)) = 0 for all j ∈ A[s,t], we can set s̄ = s, and (4.12) and condition (b) are
satisfied. So we can assume that

hj(s̄, x̄(s̄)) < 0 for some j ∈ A[s,t].(4.13)

We now construct an increasing sequence {si} ⊂ (s, t] that terminates after N steps,
in which case we set s̄ = sN , or which is an infinite sequence, in which case we set
s̄ = limi→∞ si. In either case, s̄ will have the desired properties, as we now confirm.

Define

s1 = sup
σ∈(s,t)

{σ : N[s,σ] ≤ r̄} .

By condition (4.13), s1 > s. We have

∑
j

∫
[s,s1]

µj(dσ) ≤ Kr̄|s1 − s| .

If s1 = t, set s̄ = s1. Then condition (a) is satisfied, and so is (4.12), by the induction
hypothesis. If s1 < t and

hj(s1, x̄(s1)) = 0 for all j ∈ A[s,t],
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also set s̄ = s1. In this case condition (b) and (4.12) are satisfied. Otherwise, s1 < t
and

hj̄(s1, x̄(s1)) < 0 for some j̄ ∈ A[s,t] .

In this case define s2(> s1) to be

s2 = sup
σ∈(s1,t)

{σ : N[s1,σ] ≤ r̄}.(4.14)

By the induction hypothesis
∑
j

∫
[s1,s2]

µj(ds) ≤ Kr̄|s2−s1|, from which we conclude
that ∑

j

∫
[s,s2]

µj(dσ) ≤
∑
j

∫
[s,s1]

µj(dσ) +
∑
j

∫
[s1,s2]

µj(ds) ≤ Kr̄|s2 − s| .

Observe also that, if s2 < t,

max
σ∈[s1,s2]

hj(σ, x̄(σ)) = 0 for all j ∈ A[s,t],

for otherwise s2 cannot provide the supremum in (4.14). If s2 = t, set s̄ = s2. In
this case (4.12) and condition (a) are satisfied. If s2 < t and hj(s2, x̄(s2)) = 0 for all
j ∈ A[s,t], set s̄ = s2; (4.12) and condition (b) are satisfied.

If neither condition (a) nor (b) are satisfied (when s̄ = s2), construct s3 ∈ (s2, t],
and so on.

This procedure either provides an element s̄ ∈ (s, t] satisfying (4.12) and either
condition (a) or (b) in a finite number of steps or generates an infinite increasing
sequence {si} in (s, t]. In the latter case

∑
j

∫
[s,si]

µj(dσ) ≤ Kr̄|si − s| for all i

and

max
si≤σ≤si+1

hj(σ, x̄(σ)) = 0 for all j ∈ A[s,t] .

Let s̄ = limi→∞ si. We have s̄ ∈ (s, t]. Furthermore, the preceding relationships
ensure that ∑

j

∫
[s,s̄]

µj(dσ) ≤ Kr̄|s̄− s|(4.15)

and

hj(s̄, x̄(s̄)) = 0 for all j ∈ A[s,t] .

Similarly, working from the right endpoint of [s, t], we can find t̄ ∈ [s, t] such that
∑
j

∫
[t̄,t]

µj(dσ) ≤ Kr̄|t− t̄|(4.16)

and either
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(a′) t̄ = s or
(b′) hj(t̄, x̄(t̄)) = 0 for all j ∈ A[s,t] .

If either (a) or (a′) are true, then (4.11) is true with Kr̄+1 = Kr̄. If, on the other
hand, s̄ < t and s < t̄, then s̄ ≤ t̄ and

hj(s̄, x̄(s̄)) = hj(t̄, x̄(t̄)) = 0 for all j ∈ A[s,t].

If follows from Lemma 4.5 that, for some K > 0 (that does not depend on [s, t]),

∑
j

∫
[s̄,t̄]

µj(dσ) ≤ K|t̄− s̄| .

However, then, by (4.15) and (4.16),

∑
j

∫
[s,t]

µj(dσ) =
∑
j

∫
[s,s̄]∪[s̄,t̄]∪[s̄,t]

µj(dσ) ≤ K̃|t− s| ,

where K̃ = max{K,Kr}. Since K̃ does not depend on [s, t], the lemma is proved.
Completion of the proof of Theorem 3.1 is now straightforward. Since

cardinality(A[S,T ]) ≤ r,

we deduce from Lemma 4.6 that there exists Kr > 0 such that, for every [s, t] ⊂ [S, T ],
∑
j

∫
[s,t]

µj(dσ) ≤ Kr|t− s| .

Since p(.) is Lipschitz continuous,

q(t)


 := p(t) +

∫
[S,t)

∑
j

∇xhj(s, x̄(s))µj(ds)



is also Lipschitz continuous on (S, T ).
It merely remains to conclude from Lemma 4.1 that the version of ū chosen to

coincide with the function t → ∂yL
∗
0(t, x̄(t), G

T (t, x̄(t))q(t)) on the interior of [S, T ]
and to assume the function’s one sided limits at the endpoints, is Lipschitz continuous.

5. Conditions for normality. Theorem 3.1 provides conditions for Lipschitz
continuity of optimal controls in circumstances when minimizers are normal extremals.
It is of interest then to know when minimizers can be interpreted as normal extremals.

In this section we give two “constraint qualifications” (i.e., conditions on the data
relating to the dynamic, pathwise, and endpoint constraints of problem (P)) that,
when added to (H1)–(H4), ensure normality.

The first involves the (Clarke) generalized Jacobian: take y ∈ R
k and a function

ψ : R
n → R

k which is Lipschitz continuous on a neighborhood of y. The generalized
Jacobian co ∂ψ(y) of ψ at y is defined to be

co ∂ψ(y) := co{ξ ∈ R
k×n : ∃yi → y , ξi → ξ, and ξi = ∇ψ(yi) for all i}

(In this definition, ∇ψ(yi) refers to the Fréchet derivative. There is no ambiguity
of notation, since, in the case k = 1, co ∂ψ(y) coincides with the convex hull of the
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subdifferential ∂ψ(y) defined in section 1 (see [2]).) co ∂xψ(y) denotes the (partial)
generalized Jacobian of a function of several variables including x, with respect to the
x variable alone.

Define

C1 := {x ∈ R
n : (x̄(S), x) ∈ C} .(5.1)

(CQ)1 For every measurable function A(.) : [S, T ]→ R
n×n such that

A(t) ∈ co ∂x(f(t, x) +G(t, x)ū(t))|x=x̄(t) a.e. t ∈ [S, T ] ,
there exists a measurable function u : [S, T ]→ R

m such that

∇thj(t, x̄(t)) + 〈∇xhj(t, x̄(t)), yu(t)〉 < 0 for all j ∈ J (t, x̄) and t ∈ [S, T ]
(5.2)

and

〈v, yu(T )〉 < 0 for all nonzero vectors v ∈ NC1
(x̄(T )) ,

where yu is the solution to

ẏu(t) = A(t)yu(t) +G(t, x̄(t))(u(t)− ū(t)) a.e. t ∈ [S, T ],(5.3)

yu(S) = 0.(5.4)

(CQ)1 can be regarded as a generalization of the Slater-type “interiority” hypothesis
invoked by Hager [7] to allow for nonlinear nonsmooth dynamics.

(CQ)1 falls somewhat short of providing directly verifiable hypotheses for nor-
mality, since it involves assessing controllability properties of a time-varying linear
system, in the presence of pathwise control and state constraints.

The next constraint qualification places merely pointwise restrictions on the data
and is accordingly of a more directly verifiable nature. The application of this alter-
native constraint qualification is restricted, however, to optimal control problems for
which the right endpoint of state trajectories are free. On the other hand, it covers
problems for which C takes the form

C = {x0} × R
n

(“fixed left endpoint and free right endpoint”) and for which

hj(S, x0) = 0

(“fixed initial state located in the state constraint set boundary”). This is a case of
interest in which (CQ)1 is never satisfied. (Equation (5.2) is violated at t = 0.)
(CQ)2 The endpoint constraint set takes the form C = C0 × R

n for some C0 ⊂ R
n.

The functions hk, i = 1, . . . , r are twice continuously differentiable. There
exist constants ε, δ, γ > 0 and a continuous function ν : [S, T ]×R

n → U such
that if (t, ξ) ∈ [S, T ]× R

n is any point satisfying

|ξ − x̄(t)| ≤ ε and hj(t, x̄(t)) ≥ −δ for some j ,

then

∇thj(t, ξ) + 〈∇xhj(t, ξ), f(t, ξ) +G(t, ξ)ν(t, ξ)〉 < −γ.
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The following proposition provides conditions for optimal controls to be Lipschitz
continuous, in which the “(x̄, ū) is a normal extremal” hypothesis of Theorem 3.1 is
replaced by either of the above constraint qualifications.

Proposition 5.1. Let (x̄, ū) be a minimizer for (P). Assume Hypotheses (H1)–
(H4) are satisfied. Assume also that either (CQ)1 or (CQ)2 is satisfied. Then ū is
Lipschitz continuous.

Proof. Take (x̄, ū) to be a minimizer for (P). Then (x̄, ū) is a minimizer also for
the related optimal control problem (we label it (Q)), in which the endpoint constraint
set C is replaced by {x̄(S)} × C1, where C1 was defined by (5.1).

If (CQ)2 is satisfied (together with (H1)–(H4)), then it is known (see [10]) that
the minimizer (x̄, ū) is a normal extremal. The fact that ū is Lipschitz continuous
(after, if required, adjustment on a null-set) now follows from Theorem 3.1, applied
to (x̄, ū), regarded as a minimizer for (Q).

Suppose next that condition (CQ)1 (together with (H1)–(H4)) is satisfied. Then
the conditions are met under which (x̄, ū), regarded as a minimizer for (Q), satisfies
the maximum principle (see, e.g., [12, Chapter 6]). We conclude that there exist
p ∈W 1,1([S, T ];Rn), µj ∈ C⊕(S, T ) for j = 1, . . . , r, and λ ≥ 0 such that, writing

q(t) = p(t) +
r∑
j=1

∫
[S,t)

∇xhj(s, x̄(s))µj(ds),(5.5)

conditions (2.3), (2.5), and (2.6) are satisfied, and also

−ṗ(t) = AT (t)p(t),(5.6)

−
(
p(T ) +

∫
[S,T ]

∇xhj(t, x̄(t))µj(dt)
)
= λη + v(5.7)

for some

η ∈ ∂x1 l(x̄(S), x1)|x1= ¯x(T ) and v ∈ NC1(x̄(T )) .

We now show that these conditions can be satisfied only if λ > 0. Since multipliers
can be scaled by an arbitrary positive constant, this will imply that the maximum
principle (for (x̄, ū), regarded as a solution to (Q)) is satisfied with λ = 1, i.e., (x̄, ū)
is a normal extremal for (Q). The Lipschitz continuity of ū will then follow from
Theorem 3.1.

Suppose, to the contrary, that λ = 0. Then

((µ1, . . . , µr), p) �= ((0, . . . , 0), 0) .

Define

a(u(.)) :=

∫ T

S

〈q(t), G(t, x̄(t))(u(t)− ū(t))〉dt .

Here, u(.) is the function whose existence is hypothesized in (CQ)1. From (2.5) we
deduce that

a(u(.)) ≥ 0 .
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However, an analysis along the lines of that in [5] permits us to deduce from (2.5),
(2.6), and (5.7) that

(0 ≤ ) a(u(.)) =
∫

[S,T ]

r∑
j=1

(∇thj(t, x̄(t)) + 〈∇xhj(t, x̄(t)), yu(t)〉)µj(dt) + 〈v, yu(T )〉 .
(5.8)

We know that, since it is assumed that λ = 0,

((µ1, . . . , µr), p) �= 0 .

However, if µj �= 0 for some j, the right side of (5.8) is strictly negative, which is
a contradiction. So suppose µj = 0 for all j. In this case p �= 0. We must have
v �= 0 (since otherwise by (5.6), p ≡ 0). However, then, once again, we arrive at the
contradiction that the right side of (5.8) is strictly negative.
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Abstract. This paper focuses on the stability analysis of systems having a continuum of equilib-
ria. Two notions that are of particular relevance to such systems are convergence and semistability.
Convergence is the property whereby every solution converges to a limit point that may depend on
the initial condition. Semistability is the additional requirement that all solutions converge to limit
points that are Lyapunov stable. We give new Lyapunov-function-based results for convergence and
semistability of nonlinear systems. These results do not make assumptions of sign definiteness on
the Lyapunov function. Instead, our results use a novel condition based on nontangency between the
vector field and invariant or negatively invariant subsets of the level or sublevel sets of the Lyapunov
function or its derivative and represent extensions of previously known stability results involving
semidefinite Lyapunov functions. To illustrate our results we deduce convergence and semistability
of the kinetics of the Michaelis–Menten chemical reaction and the closed-loop dynamics of a scalar
system under a universal adaptive stabilizing feedback controller.

Key words. nontangency, Lyapunov stability, semistability, convergence, prolongations
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1. Introduction. This paper focuses on the stability analysis of systems that
have a continuum of equilibria. Examples of such systems include mechanical systems
having rigid-body modes and isospectral matrix dynamical systems [15]. Such sys-
tems also arise in chemical kinetics, compartmental modeling, and adaptive control.
Since every neighborhood of a nonisolated equilibrium contains another equilibrium,
a nonisolated equilibrium cannot be asymptotically stable. Thus asymptotic stability
is not the appropriate notion of stability for systems having a continuum of equilibria.
However, given a system that has a continuum of equilibria, it is still natural to ask if
the trajectories converge to limit points and if the limit points are Lyapunov stable.
These questions lead us to consider the properties of convergence and semistability.
For linear systems, semistability was originally defined in [9] and applied to matrix
second-order systems in [3]. In the present paper, we extend the notion of semista-
bility to nonlinear systems. Preliminary versions of some of the results of this paper
appeared in [5, 6].

Convergence is the notion that every trajectory of the system converges to a limit
point. The limit point, which is necessarily an equilibrium, depends in general on the
initial conditions. In a convergent system, the limit points of trajectories may or may
not be Lyapunov stable. Semistability is the additional requirement that trajectories
converge to limit points that are Lyapunov stable. More precisely, an equilibrium is
semistable if it is Lyapunov stable, and every trajectory starting in a neighborhood
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of the equilibrium converges to a (possibly different) Lyapunov stable equilibrium. It
can be seen that, for an equilibrium, asymptotic stability implies semistability, while
semistability implies Lyapunov stability.

The relationship between Lyapunov stability, semistability, and asymptotic sta-
bility can be understood by considering the motion of a particle translating along
a fixed direction. Such a particle, when moving under the action of a linear elastic
spring, possesses a unique equilibrium, which is Lyapunov stable. In the additional
presence of viscous damping, all motions of the particle converge to the unique equi-
librium state, which is thus asymptotically stable. On the other hand, a particle
moving under the action of viscous damping in the absence of a position-dependent
restoring force can remain at rest in any position and thus exhibits a continuum of
equilibria, each of which is Lyapunov stable. All motions of such a particle converge
to rest, and the equilibrium that the particle converges to is determined by the initial
position and velocity of the particle. The motion of the particle is thus convergent,
while every equilibrium of the dynamics is semistable.

Besides the damped motion of a particle, there are several applications which
involve systems having a continuum of equilibria, and in which semistability is the
appropriate notion of stability. For example, we can consider the stability of the
lateral dynamics of an aircraft in level trimmed flight. For disturbances affecting the
angle between the longitudinal axis and the velocity vector, the vertical tail is designed
to influence yaw so as to cause the sideslip angle to converge to zero. However, the
heading angle will not generally converge to its predisturbance value. The offset in
the final heading angle is an indication of the existence of a continuum of semistable
equilibria.

Another application of semistability involves the kinetics of chemical reactions.
While periodic or chaotic behavior can occur in chemical reactions [27], it is of interest
to determine conditions under which the concentrations of the reacting species con-
verge. In this case, the limiting concentrations are not completely determined by the
dynamics but depend upon the initial concentrations as well. The stability of chem-
ical kinetics with respect to a stoichiometric subspace is considered in [11, 12, 28],
while [4] applies Lyapunov theory to study the semistability of mass action chemical
kinetics.

Chemical reactions are a special case of a more general class of systems known
as compartmental systems, which involve mass or energy balance [18]. Compartmen-
tal systems arise in biomedical, environmental, economic, power, and thermodynamic
applications. Since compartmental systems possess a continuum of equilibria, semista-
bility is the appropriate notion of stability.

In control applications, it is often desirable to design the control system so that the
closed-loop system, in the absence of exogenous inputs (commands and disturbances),
has an equilibrium that is asymptotically stable. For such designs, semistability is
not needed. However, adaptive controllers [17, 22, 23, 24] involve feedback gains
that evolve in response to the plant trajectories; that is, the limiting values of the
gains depend on the initial condition of the plant states. An adaptive closed-loop
system is thus not asymptotically stable, yet convergence and Lyapunov stability of
the plant/gain equilibria, that is, semistability, is desirable.

In all of the applications above, it is of interest to determine the convergence and
semistability properties of the system. Accordingly, we wish to obtain Lyapunov tests
for convergence and semistability.

It is obvious that if a system is convergent, then all of its trajectories converge



NONTANGENCY-BASED LYAPUNOV TESTS 1747

to the set of equilibria. However, as the following example shows, the converse is not
true.

Example 1.1. Consider the system ẏ(t) = f(y(t)), where f : R
2 → R

2 is the
continuous vector field given by

f(x) = sign(x2
1 + x2

2 − 1)|x2
1 + x2

2 − 1|αfr(x)
(1)

+ sign(x2
1 + x2

2 − 1)|x2
1 + x2

2 − 1|βfθ(x),

with α, β ≥ 1 and the vector fields fr and fθ given by

fr(x) =

[ −x1

−x2

]
, fθ(x) =

[
x2

−x1

]
.(2)

The vector fields fr and fθ point in the radial and circumferential directions, respec-
tively, and thus the parameters α and β determine the rates at which solutions move
in these directions, respectively. This can be seen more clearly by rewriting (1) in
terms of polar coordinates r =

√
x2

1 + x2
2 and θ = tan−1(x2/x1) as

ṙ = −rsign(r2 − 1)|r2 − 1|α,(3)

θ̇ = −sign(r2 − 1)|r2 − 1|β .(4)

It can be seen from (3) and (4) that the set of equilibria f−1(0) consists of the
origin x = 0 and the unit circle S1 = {x ∈ R

2 : x2
1 + x2

2 = 1}. All solutions of
the system starting from nonzero initial conditions y(0) that are not on the unit
circle approach the unit circle. Solutions starting outside the unit circle spiral in
clockwise toward the unit circle, while solutions starting inside the unit circle spiral
out counterclockwise. Consequently, all solutions are bounded, and, for every choice
of α and β, all solutions converge to the set of equilibria. However, if α ≥ β +1, then
the system is not convergent. This can be seen by using (3) and (4) to obtain

dr

dθ
= r|r2 − 1|α−β .(5)

For initial values r(0) > 1, solutions of (5) converge to the equilibrium value r = 1
for decreasing θ, while, for initial values r(0) < 1, solutions converge to r = 1 for
increasing θ. For α ≥ β + 1, the right-hand side of (5) is locally Lipschitz in r.
Consequently, (5) has a unique maximally defined solution given by r ≡ 1 for the
initial condition r(0) = 1 for increasing as well as decreasing θ. Since convergence
to the equilibrium value r = 1 on a finite θ-interval for increasing (decreasing) θ
implies nonuniqueness of solutions for decreasing (increasing) θ for the initial condition
r(0) = 1, it follows that the solution r(·) of (5) can approach r = 1 only as θ →∞ if
r(0) < 1 and as θ → −∞ if r(0) > 1. This implies that, for α − β ≥ 1, the solutions
of (3)–(4) that converge to the unit circle spiral around an infinite number of times,
thus ruling out convergence. In subsequent sections, we will use the results of this
paper to show convergence and semistability in the case α ≤ β. Figure 1 shows the
phase portrait of the system for α = 2 and β = 1, while Figure 2 shows the phase
portrait of the system for α = β = 1.

In the case of Figure 1, where α = 2 and β = 1, it follows from (5) that dr
dθ → 0

as r → 1 so that all nontrivial trajectories approach the unit circle tangentially. As
shown above, the system depicted in Figure 1 is not convergent, and, moreover, every
equilibrium on the unit circle is unstable. In contrast, all trajectories in Figure 2,
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x1

x2

Fig. 1. Phase portrait of (3)–(4) for α = 2, β = 1.

x1

x2

Fig. 2. Phase portrait of (3)–(4) for α = β = 1.

where α = β = 1, approach the unit circle nontangentially, the system is convergent,
and all equilibria on the unit circle are semistable. Thus, Figures 1 and 2 suggest
that nontangency of trajectories to the set of equilibria is a sufficient condition under
which convergence to the set of equilibria implies convergence and semistability.

Intuitively, a vector field is nontangent to a set at a point if the vector field at
the point is not contained in the tangent space to the set at that point. We shall
apply this intuitive idea to the situation depicted in Figure 2, where the vector field
is the vector field describing the dynamics and the set is the set of equilibria of the
system. However, this intuitive notion presents two chief difficulties when the set
under consideration is the set of singular points of the vector field, that is, the set of
equilibria of the system. First, the vector field at an equilibrium is zero, and hence
it is always contained in the tangent space to the set of equilibria. To capture the
notion of nontangency in such a case, we introduce the direction cone of a vector field
in section 4. The second difficulty is that, unlike as in Figures 1 and 2, the set of
equilibria may not be sufficiently regular to possess a tangent space at the equilibrium
point under consideration and may have corners or self-intersections. For example,
consider a dynamical system that evolves on the nonnegative orthant and has the
boundary of the orthant as its set of equilibria. In this case, the set of equilibria
has a corner at the origin. We overcome this difficulty by considering the tangent



NONTANGENCY-BASED LYAPUNOV TESTS 1749

cone [2, 26], which extends the notion of a tangent space to a nonsmooth setting. In
section 4, we formalize our intuitive notion of nontangency by defining nontangency
of a vector field to a set at a point to be the condition that the tangent cone to the set
at the point and the direction cone of the vector field at that point have no nonzero
vector in common. Section 4 contains examples illustrating direction cones as well as
nontangency. We also present a result that is useful in computing the direction cone
of a vector field in applications.

We apply our notion of nontangency in section 5, where we show that the solution
starting from a point converges if and only if the vector field is nontangent to the
positive limit set of the point at some positive limit point. While this result cannot
be applied directly in practice, we use it along with well-known properties of positive
limit sets to show that, if the vector field is nontangent to the largest invariant subset
of the zero-level set of the derivative of a Lyapunov function that is nonincreasing
along the solutions, then every bounded solution converges to a limit.

Since the application of the convergence results of section 5 depend on verifying
the boundedness of trajectories, we consider the property of boundedness in section 3.
We extend well-known results for boundedness involving proper (that is, radially
unbounded in the case where the state-space is R

n) Lyapunov functions [21, 30] by
introducing the notion of a weakly proper function. A function is weakly proper if the
connected components of its sublevel sets are compact. We show that the existence of
a weakly proper function that is nonincreasing along the trajectories implies that the
trajectories are bounded. The usefulness of this result is illustrated in the examples
given in section 3.

In section 6, we apply nontangency to Lyapunov stability. Here, prolongations
[7, 8] play a role analogous to that played by positive limit sets in section 5. More
specifically, we introduce the restricted prolongation of a point and show that an
equilibrium point is Lyapunov stable if and only if the vector field is nontangent at
the equilibrium to its restricted prolongation. The restricted prolongation of a point is
a subset of its positive prolongation as defined in [7, 8]. While positive prolongations
have been widely used in stability analysis [7], restricted prolongations have invariance
properties that are needed for the results that we present. These properties, which
are established in section 6, represent one of the key contributions of this paper.

In section 7, we use the results of sections 5 and 6 to obtain novel Lyapunov tests
for Lyapunov stability, semistability, and asymptotic stability of nonlinear systems.
These results do not make any assumptions about the sign definiteness of the Lya-
punov function. Instead, they require only that the Lyapunov function derivative be
nonpositive and the equilibrium be a local minimizer of the Lyapunov function on
the set of points at which the Lyapunov function derivative is negative. For Lya-
punov stability, the weaker assumptions on the Lyapunov function are supplemented
by assuming nontangency of the vector field to invariant or negatively invariant sub-
sets of the level set of the Lyapunov function containing the equilibrium and, for
semistability, to invariant or negatively invariant subsets of the zero-level set of the
Lyapunov function derivative. These results either extend or complement known re-
sults for Lyapunov stability and asymptotic stability involving semidefinite Lyapunov
functions and Lyapunov function derivatives as given in [1, 16, 20, 21].

As mentioned above, chemical kinetics comprise one of the application areas for
semistability theory. Since the kinetic equation for a system of chemical reactions
governs concentrations of the reacting species, all solutions of physical interest take
values in the nonnegative orthant. For such systems, which evolve on possibly closed
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positively invariant subsets of R
n, it is natural to consider relative stability, that is,

stability with respect to perturbed initial conditions that belong to the positively
invariant subset. Therefore, with applications to nonnegative dynamics in mind, we
consider relative stability of dynamical systems that evolve on (not necessarily open)
subsets of R

n. Relative stability has been considered previously in [7, 16].

We illustrate the main results by applying them to examples from chemical ki-
netics and adaptive control. More specifically, we use the nontangency-based Lya-
punov results to deduce convergence and semistability of the kinetics of the Michaelis–
Menten chemical reaction [11] and the closed-loop dynamics of a scalar system under
a universal adaptive stabilizing controller given in [17, 22].

2. Preliminaries. Let G ⊆ R
n, and let ‖ · ‖ denote a norm on R

n. A subset U
of G is relatively open in G if U is open in the subspace topology induced on G by the
norm ‖ · ‖. Given K ⊆ G, we let int K and bd K denote the interior and boundary,
respectively, of K in the subspace topology on G. Thus int K is the largest subset
of K that is relatively open in G, while bd K = (K ∩ G)\int K, where K denotes
the closure of K in R

n. A set U ⊆ G is relatively bounded in G if U is compact and
contained in G. A point x ∈ R

n is a subsequential limit of a sequence {xi} in R
n if

there exists a subsequence of {xi} that converges to x in the norm ‖ · ‖. A sequence
{xi} in G is relatively bounded in G if it is relatively bounded when viewed as a set.
Every sequence that is relatively bounded in G has at least one subsequential limit,
and every subsequential limit of the sequence is contained in G. When there is no
possibility of confusion, we will use “relatively open (bounded)” instead of “relatively
open (bounded) in G.” Also, in the case where G = R

n, we will use “open” and
“bounded” instead of “relatively open” and “relatively bounded,” respectively.

We recall that a set K ⊆ G is connected if and only if every pair of relatively open
sets Ui ⊆ G, i = 1, 2, satisfying K ⊆ U1 ∪U2 and Ui ∩K �= ∅, i = 1, 2, has a nonempty
intersection. Also, a connected component of the set K ⊆ G is a connected subset of
K that is not properly contained in any connected subset of K.

Consider the system of differential equations

ẏ(t) = f(y(t)),(6)

where f : D → R
n is continuous on the open set D ⊆ R

n. We assume that, for every
initial condition y(0) ∈ D and every a > 0, the differential equation (6) possesses
a unique C1 solution y : [0, a) → D on the interval [0, a). Letting ψ(·, x) denote
the solution of (6) that exists on [0,∞) and satisfies the initial condition y(0) = x,
the above assumptions imply that the map ψ : [0,∞) × D → D is continuous [14,
Thm. V.2.1], satisfies ψ(0, x) = x, and possesses the semigroup property, that is,
ψ(t, ψ(h, x)) = ψ(t + h, x) for all t, h ≥ 0 and x ∈ D. Given t ≥ 0, it will often be
convenient to denote the map ψ(t, ·) : D → D by ψt. The orbit Ox of a point x ∈ D
is the set {ψ(t, x) : t ≥ 0}.

A set U ⊆ R
n is positively invariant if ψt(U) ⊆ U for all t ≥ 0. The set U is

negatively invariant if, for every z ∈ U and every t ≥ 0, there exists x ∈ U such that
ψ(t, x) = z and ψ(τ, x) ∈ U for all τ ∈ [0, t]. Hence, if U is negatively invariant, then
U ⊆ ψt(U) for all t ≥ 0, although the converse is not generally true. Finally, the set
U is invariant if ψt(U) = U for all t ≥ 0. Note that a set is invariant if and only if it is
positively as well as negatively invariant. Also, it is easy to show that each connected
component of a positively invariant (respectively, negatively invariant, invariant) set
is positively invariant (respectively, negatively invariant, invariant).
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In the rest of the paper, G ⊆ D will denote a positively invariant set so that
Ox ⊆ G for all x ∈ G. Except for local compactness, which is invoked in section 4 and
subsequent sections, we require no additional hypotheses on G.

An equilibrium point of (6) is a point x ∈ D satisfying f(x) = 0 or, equivalently,
ψ(t, x) = x for all t ≥ 0. We let E = f−1(0)∩G, the set of all equilibrium points of (6)
in G. An isolated equilibrium is an isolated point of E . An equilibrium point x ∈ E
is Lyapunov stable relative to G if, for every relatively open neighborhood Uε ⊆ G of
x, there exists a relatively open neighborhood Uδ ⊆ G of x such that ψt(Uδ) ⊆ Uε
for all t ≥ 0. If x ∈ E is Lyapunov stable relative to G, then every relatively open
neighborhood of x contains a positively invariant, relatively open neighborhood of x
[8, section V.1].

The system (6) is convergent relative to G if, for every x ∈ G, limt→∞ ψ(t, x)
exists and is contained in G. It follows from the continuity of ψ and the semigroup
property that, if x ∈ G is such that limt→∞ ψ(t, x) exists and is contained in G, then,
for every h > 0, ψh(limt→∞ ψ(t, x)) = limt→∞ ψ(t + h, x) = limt→∞ ψ(t, x) so that
limt→∞ ψ(t, x) ∈ E .

An equilibrium point x ∈ G is semistable relative to G if there exists a relatively
open neighborhood U ⊆ G of x such that, for every z ∈ U , limt→∞ ψ(t, z) exists, is
contained in G, and is Lyapunov stable relative to G. Note that if the equilibrium
x ∈ G is semistable relative to G, then every equilibrium in some relatively open
neighborhood of x is Lyapunov stable relative to G. In particular, every equilibrium
that is semistable relative to G is also Lyapunov stable relative to G.

An equilibrium point x ∈ G is asymptotically stable relative to G if x is Lyapunov
stable relative to G and there exists a relatively open neighborhood U ⊆ G of x such
that, for every z ∈ U , limt→∞ ψ(t, z) = x. It is easy to see that an equilibrium is
asymptotically stable relative to G if and only if it is an isolated equilibrium and is
semistable relative to G.

Given a function V : G → R, a point x ∈ G is a local minimizer of V relative to
K ⊆ G if there exists a relatively open neighborhood U ⊆ G of x such that V (x) ≤ V (z)
for all z ∈ U ∩ K. The point x ∈ G is a global minimizer of V relative to G if
V (x) ≤ V (z) for all z ∈ G. Local and global maximizers of V are defined similarly.

Given a continuous function V : G → R, we define

V̇ (x) = lim
h→0+

1

h
[V (ψ(h, x))− V (x)](7)

for every x ∈ R
n such that the limit in (7) exists. It is easy to see that if x ∈ E and

V : G → R, then V̇ (x) is defined and equals zero.
Some of the results that we present involve an equilibrium point that is also a

local or global maximizer of V̇ for some function V . Since V̇ is zero at equilibrium
points, an equilibrium x is a local maximizer of V̇ relative to G if and only if V̇
assumes nonpositive values in some relatively open neighborhood of x. Similarly,
an equilibrium x is a global maximizer of V̇ relative to G if and only if V̇ assumes
nonpositive values in G. We will find it convenient to state the familiar requirements
of local and global negative semidefiniteness on V̇ in terms of the equilibrium being
a local or global maximizer, respectively, of V̇ .

3. Boundedness of orbits. A function U : G → R is proper if U−1(I) is a
compact subset of G for all compact subsets I of R, and weakly proper if, for every
c ∈ R, every connected component of the set {x ∈ G : U(x) ≤ c} = U−1((−∞, c]) is
compact. If U is proper and bounded below on G, then U is weakly proper.
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We present a Lyapunov test for boundedness of orbits that will be useful in some
of the examples we present in this paper. The test involves weakly proper functions.

Proposition 3.1. Suppose there exists a weakly proper, continuous function
U : G → R such that U̇ is defined on G and such that U̇(x) ≤ 0 for all x ∈ G. Then,
for every x ∈ G, Ox is relatively bounded in G.

Proof. Consider x ∈ G, and let c = U(x). The assumptions on U̇ imply that
the function t �→ U(ψ(t, x)) is nonincreasing. Hence U(ψ(t, x)) ≤ c for all t ≥ 0 so

that ψ(t, x) ∈ K def
= {z ∈ G : U(z) ≤ c} for all t ≥ 0. Thus Ox ⊆ K. Since Ox is

connected, it follows that Ox is contained in a connected componentM of K. By weak
properness, M is compact, and thus Ox is contained in M. Hence Ox is relatively
bounded in G.

Proposition 3.1 is an extension of the following well-known sufficient condition for
boundedness of orbits. See, for instance, [21, Thm. 4], [30, Thm. 8.7].

Corollary 3.1. Suppose there exists a proper, continuous function U : G → R

such that U̇ is defined on G and such that U(x) ≥ 0 and U̇(x) ≤ 0 for all x ∈ G.
Then, for every x ∈ G, Ox is relatively bounded in G.

Proof. The result follows from Proposition 3.1 by noting that the function U is
weakly proper.

Example 3.1. Consider the uncertain linear system

ẏ(t) = −ay(t) + bu(t),(8)

where a, b ∈ R and b is nonzero but otherwise unknown. A universal adaptive stabi-
lizing controller for the system (8) is given by [17, 22, 24]

u(t) = −k2(t) cos k(t)y(t),(9)

where the adaptive gain parameter k satisfies the update law

k̇(t) = y2(t).(10)

The corresponding closed-loop system on G = R
2 is described by (10) and

ẏ(t) = −[a + bk2(t) cos(k(t))]y(t).(11)

We will use Proposition 3.1 to show that all orbits of the closed-loop system (10)–(11)
are bounded.

Consider the function U : R
2 → R given by U(x) = 1

2y2 + g(k), where x = (y, k)
and g : R → R is given by g(k) = ak + b(k2 − 2) sin k + 2bk cos k. It is easy to verify
that, for the closed-loop system, U̇(x) = 0 for every x ∈ R

2. We claim that the
function U is weakly proper.

Let c ∈ R, let K = {x ∈ R
2 : U(x) ≤ c}, and consider x0 = (y0, k0) ∈ K. Let

M be the connected component of K containing x0. By continuity of U , K is closed.
Since M is a connected component of a closed set, M is closed.

First suppose b > 0, and let p : R → R be given by p(k) = bk2 + ak − 2b. There
exists an integer m > 0 such that, for k1 = −(2m + 3

2 )π and k2 = (2m + 1
2 )π, it

follows that p(ki) > c, i = 1, 2, and k0 ∈ [k1, k2]. A simple computation shows that
p(ki) = g(ki), i = 1, 2, so that, for every y ∈ R, the points xi = (y, ki), i = 1, 2,
satisfy U(xi) = 1

2y2 + p(ki) > c. Letting ρ denote the projection (y, k) �→ k, it
follows that ρ(M) is a connected set that contains k0 ∈ [k1, k2] but does not contain
k1 and k2. Hence it follows that ρ(M) ⊆ [k1, k2]; that is, k ∈ [k1, k2] for every
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x = (y, k) ∈ M. Denote l = mink∈[k1,k2] g(k). Then, for every x = (y, k) ∈ M,
1
2y2 ≤ c − g(k) ≤ c − l. Thus, for every x = (y, k) ∈ M, y ∈ [y1, y2], where

y1 = −√2(c− l) and y2 =
√
2(c− l). Thus the closed set M is contained in the

compact set [y1, y2]× [k1, k2] and hence compact. It follows that U is weakly proper
in the case where b > 0.

Now suppose b < 0, and let p : R → R be given by p(k) = −bk2 + ak + 2b.
There exists an integer m > 0 such that, for k1 = −(2m + 1

2 )π and k2 = (2m + 3
2 )π,

it follows that p(ki) > c, i = 1, 2, and k0 ∈ [k1, k2]. Letting l = mink∈[k1,k2] g(k),

y1 = −√2(c− l), and y2 =
√
2(c− l), it can be shown by repeating the arguments

given above that the closed set M is contained in the compact set [y1, y2] × [k1, k2]
and hence compact. It follows that U is weakly proper in the case where b < 0.

Since the function U is weakly proper and U̇ ≡ 0, it follows from Proposition 3.1
that every orbit of the closed-loop system (10)–(11) is bounded.

4. Direction cones and nontangency. Given a set K ⊆ R
n, we let co K

denote the union of the convex hulls of the connected components of K and let coco K
denote the cone generated by co K. Given K ⊆ R

n and x ∈ R
n, we denote dist(x,K) =

infy∈K ‖x− y‖. Finally, we let Sn−1 = {x ∈ R
n : ‖x‖ = 1} denote the unit sphere in

R
n.

Given x ∈ G, the direction cone Fx of f at x relative to G is the intersection of
all sets of the form coco (f(U)\{0}), where U ⊆ G is a relatively open neighborhood
of x. It is easy to see that if x ∈ G\int E , then Fx is a closed cone containing f(x),
while if x ∈ int E , then Fx = ∅.

Let K ⊆ R
n and x ∈ K. A vector v ∈ R

n is tangent to K at x ∈ K if there exist
a sequence {xi} in K converging to x and a sequence {hi} of positive real numbers
converging to 0 such that limi→∞ 1

hi
(xi − x) = v. The tangent cone to K at x is the

closed cone TxK of all vectors tangent to K at x [2, p. 121], [26, Prop. 6.2]. It is easy
to see that 0 ∈ TxK. Moreover, if x is an isolated point of K, then TxK = {0}. Also,
if K ⊆ M, then, for every x ∈ K, TxK ⊆ TxM. Finally, if x ∈ K and U ⊆ R

n is an
open neighborhood of x such that K ∩ U is a differentiable submanifold of R

n, then
TxK is the usual tangent space to K at x.

Remark 4.1. Tangent cones are called contingent cones in [2]. We have followed
the terminology used in [26].

The vector field f is nontangent to the set K ⊆ G at the point x ∈ K relative to
G if TxK ∩ Fx ⊆ {0}.

Remark 4.2. The notion of nontangency introduced here is different from the
well-known notion of transversality [13]. Transversality between a vector field and
a set is possible only at a point in the set where the vector field is not zero and
the set is locally a differentiable submanifold of codimension one. On the other hand,
nontangency is possible even if the vector field is zero and the set is not a differentiable
submanifold of codimension one.

In the rest of the paper, we assume that G is locally compact, that is, every point
in G is contained in a relatively open and relatively bounded set U ⊆ G. In particular,
if G is either open or closed, then G is locally compact. Local compactness implies
that every relatively open neighborhood of a point x ∈ G contains a relatively open
neighborhood of x that is also relatively bounded in G [10, Thm. XI.6.2].

The following proposition is a key result of this paper. The result shows that if
the vector field f is nontangent to the set B of all subsequential limits of sequences of
points taken from a sequence of segments of orbits of (6), then the set B contains
exactly one point. This result will be applied to positive limit sets in section 5
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and restricted prolongations in section 6 to obtain nontangency-based conditions for
convergence and stability.

Proposition 4.1. Let x ∈ G, and let {xi} be a sequence in G converging to x.
Let Ii ⊆ [0,∞), i = 1, 2, . . . , be intervals containing 0, and let B ⊆ G be the set of all
subsequential limits contained in G of sequences of the form {ψ(τi, xi)}, where τi ∈ Ii
for each i. Then B = {x} if and only if f is nontangent to B at x relative to G.

Proof. First, we note that x ∈ B since x = limi→∞ ψ(0, xi). Necessity now follows
by noting that if B = {x}, then TxB = {0}, and hence TxB ∩ Fx ⊆ {0}.

To prove sufficiency, suppose z0 ∈ B, z0 �= x. If the sequence {f(xi)} is eventually
zero, then every sequence of the form {ψ(τi, xi)} converges to x, and, consequently, B
is a singleton. Hence we may assume without loss of generality that f(xi) �= 0 for every
i. Let {Uk} be a nested sequence of neighborhoods of x that are relatively bounded
and relatively open in G, contained in U , and such that Uk+1 ⊂ Uk and xk ∈ Uk for
every k = 1, 2, . . . , ∩kUk = {x}, and z0 /∈ U1. Since z0 ∈ B, there exists a sequence
{τi} such that τi ∈ Ii for every i, and limi→∞ ψ(τi, xi) = z0 /∈ U1. By continuity of
ψ, for every k, there exists a sequence {hkj }∞j=k in [0,∞) such that, for every j ≥ k,

hkj ∈ Ij , hkj ≤ τj , ψ(τ, xj) ∈ Uk for every τ ∈ [0, hkj ), and ψ(hkj , xj) ∈ bd Uk. For
each k, let zk ∈ bd Uk be a subsequential limit of the relatively bounded sequence
{ψ(hkj , xj)}∞j=k. Then, for every k, it follows that zk ∈ B, zk �= x, and limk→∞ zk = x.

Now consider a subsequential limit v of the bounded sequence {‖zk − x‖−1(zk − x)}.
Clearly, v ∈ TxB. Also, ‖v‖ = 1 so that v �= 0. We claim that v ∈ Fx.

Let V ⊆ G be a relatively open neighborhood of x, and consider ε > 0. By
construction, there exists k such that

∥∥v − ‖zk − x‖−1(zk − x)
∥∥ < ε/3. Moreover,

since ∩iUi = {x}, we can assume that Uk ⊆ V. Since zk belongs to the boundary of a

relatively open neighborhood of x, δ
def
= ‖zk−x‖ > 0. Since zk = limi→∞ ψ(hki , xi) and

x = limi→∞ xi, there exists i such that xi ∈ V, ‖x−xi‖ < εδ/3, and ‖zk−ψ(hki , xi)‖ <
εδ/3. Let A be the connected component of f(V)\{0} containing f(xi) �= 0. Since

f is continuous, it follows that f(ψ(τ, xi)) ∈ A for all τ ∈ [0, hki ]. Therefore, w
def
=

ψ(hki , xi)−xi =
∫ hki
0

f(ψ(τ, xi))dτ is contained in the convex cone generated by A [29,
Thm. I.6.13]. Since A is connected, coco A is simply the convex cone generated by

A. Since A and A generate the same closed convex cone, we have coco A ⊆ coco A =
coco A ⊆ coco (f(V)\{0}). Thus w ∈ coco (f(V)\{0}). Now,∥∥v − δ−1w

∥∥ = ∥∥v − δ−1(zk − x)− δ−1(ψ(hki , xi)− zk)− δ−1(x− xi)
∥∥

≤ ∥∥v − ‖zk − x‖−1(zk − x)
∥∥+ δ−1‖ψ(hki , xi)− zk‖+ δ−1‖x− xi‖

< ε.

We conclude that, for every ε > 0, there exists w ∈ coco (f(V)\{0}) and δ > 0 such
that ‖v − δ−1w‖ < ε. It follows that v ∈ coco (f(V)\{0}). Since the neighborhood
V was arbitrary, it follows that v ∈ Fx. Thus, if B �= {x}, then there exists v ∈ R

n

such that v �= 0 and v ∈ TxB ∩ Fx; that is, f is not nontangent to B at x relative to
G. Sufficiency now follows.

Since any application of Proposition 4.1 will involve finding the direction cone, we
next give a result that provides a convenient means of determining the direction cone
in applications. For this purpose, it will be useful to introduce the limiting direction
set of a vector field at a point.

Let x ∈ G\int E . A vector v ∈ Sn−1 is a limiting direction of f at x rel-
ative to G if there exists a sequence {xi} in G\E such that limi→∞ xi = x and



NONTANGENCY-BASED LYAPUNOV TESTS 1755

limi→∞ 1
‖f(xi)‖f(xi) = v. The limiting direction set Lx of f at x relative to G is

the set of all limiting directions of f at x relative to G. Clearly, Lx is nonempty, com-
pact, and contained in Sn−1. Moreover, for every ε > 0, there exists a relatively open
neighborhood Uε ⊆ G of x such that, for every z ∈ Uε\E , dist( 1

‖f(z)‖f(z),Lx) < ε.

Consider x ∈ G\int E , and let U ⊆ G be a relatively open neighborhood of x. For
every sequence {xi} in G\E converging to x ∈ G, the sequence { 1

‖f(xi)‖f(xi)} is even-
tually in the cone generated by f(U)\{0} and hence in coco (f(U)\{0}) so that every
subsequential limit of the sequence { 1

‖f(xi)‖f(xi)} is contained in coco (f(U)\{0}).
Since U was chosen arbitrarily, it follows that Lx ⊆ Fx. The following result shows
that if no connected component of the limiting direction set contains the origin in its
convex hull, then the direction cone is contained in the union of the convex cones gen-
erated by the connected components of the limiting direction set. This result provides
a convenient means for determining the direction cone in applications.

Proposition 4.2. Let x ∈ G\int E, and suppose 0 /∈ co Lx. Then Fx ⊆coco Lx.
Proof. See the appendix.
Remark 4.3. A special case where Proposition 4.2 applies is the case where

Lx ⊆ Sn−1 is finite. Suppose x ∈ G is such that Lx is finite. Then co Lx = Lx ⊆ Sn−1,
and thus 0 /∈ co Lx. Moreover, coco Lx is the union of rays generated by the points
of Lx. Proposition 4.2 implies that Fx ⊆ coco Lx. However, since Lx ⊂ Fx and
since Fx is a cone, the rays generated by points of Lx are contained in Fx, that is,
coco Lx ⊆ Fx. Thus, in the case where the limiting direction set is finite, the direction
cone is the union of rays generated by points of the limiting direction set.

The following example shows that, in general, Fx �⊆ coco Lx.
Example 4.1. Consider the system (6), where f : R

3 → R
3 is given by

f(x) = −(x2
1 + x2

2)
6


 x1

x2

0


+ (x2

1 + x2
2)


 x2

−x1

0


+ (x2

1 + x2
2)

2


 0

0
1


 .(12)

Letting G = R
3, the set of equilibria is E = {x ∈ G : x1 = x2 = 0}.

Let a ∈ R, and consider x = [0 0 a]T ∈ E . To compute Lx, it will be con-
venient to introduce the function r : G → R given by r(z) =

√
z2
1 + z2

2 and the
function θ : G\E → [0, 2π) such that, for every z ∈ G\E , z1 = r(z) cos(θ(z)) and
z2 = r(z) sin(θ(z)).

For every z ∈ G, ‖f(z)‖ = (r(z))3
√
1 + (r(z))2 + (r(z))20, while, for every z ∈

G\E ,

1

‖f(z)‖f(z) =
1√

1 + (r(z))2 + (r(z))20


 −(r(z))10 cos(θ(z)) + sin(θ(z))
−(r(z))10 sin(θ(z))− cos(θ(z))

r(z)


 ,(13)

where ‖ · ‖ denotes the Euclidean norm on R
3. Consider a sequence {xi} in G\E

converging to x. Since limi→∞ r(xi) = 0, it is easy to see from (13) that every

subsequential limit of the sequence {‖f(xi)‖−1f(xi)} is of the form [sinα − cosα 0]
T
,

where α ∈ R. On the other hand, for every α ∈ R, the sequence {xi} given by xi =[
1
i cosα 1

i sinα a
]T

converges to x while limi→∞ ‖f(xi)‖−1f(xi) = [sinα − cosα 0]
T
.

Hence we conclude that the limiting direction set of f at x is a circle and is given by
Lx = {[sinα − cosα 0]

T
: α ∈ R}. Lx is connected, and hence it easily follows that

co Lx = {w ∈ R
3 : w2

1 + w2
2 ≤ 0, w3 = 0} and coco Lx = {w ∈ R

3 : w3 = 0}. Note
that 0 ∈ co Lx.
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We claim that Fx �⊆ coco Lx. To see this, consider the vector w = [0 0 1]T.
Clearly, w /∈ coco Lx. We claim that w ∈ Fx.

Let U be an open neighborhood of x. Choose ε > 0 such that {z ∈ G : ‖z − x‖ ≤
ε} ⊆ U , and consider z1 = [ε 0 a]T and z2 = [−ε 0 a]T. Then zi ∈ U , i = 1, 2. It is easy
to verify that w = 1

2ε−4[f(z1) + f(z2)]. Since U\E is connected and f is continuous,
f(U)\{0} = f(U\E) is also connected. Therefore, f(zi), i = 1, 2, are contained in the
same connected component of f(U)\{0}. Hence w ∈ coco(f(U)\{0}). Since U was
chosen to be arbitrary, it follows that w ∈ Fx.

The following example illustrates direction cones, nontangency, and the use of
Proposition 4.2.

Example 4.2. Consider the system described in Example 1.1 with G = R
2, and

let x ∈ S1. As discussed in Example 1.1, x is an equilibrium point for the system. It
is easy to show that

Lx = {±fθ(x)}, α > β,

=
{
± 1√

2
(fθ(x) + fr(x))

}
, α = β,

= {±fr(x)}, α < β,

where fr and fθ are given in (2). Thus Lx is finite, and hence, by Remark 4.3,

Fx = {kfθ(x) : k ∈ R}, α > β,
= {k(fθ(x) + fr(x)) : k ∈ R}, α = β,
= {kfr(x) : k ∈ R}, α < β.

(14)

The unit circle S1 is a differentiable submanifold of R
2. Hence, for every x ∈ S1,

TxS
1 is the tangent line to S1 at x. Since the vector field fθ points in the circumfer-

ential direction at every point, it follows that, for every x ∈ S1, TxS
1 = span {fθ(x)}.

It now follows from (14) that

TxS
1 ∩ Fx = TxS

1, α > β,
= {0}, α ≤ β.

(15)

Thus, for every x ∈ S1, f is nontangent to S1 at x relative to G if and only if α ≤ β.
It can be observed that Figures 1 and 2 reflect this fact.

5. Positive limit sets, convergence, and nontangency. In this section, we
present nontangency-based Lyapunov results for convergence. These results use three
key ideas. The first of these, given in Proposition 5.1, is that a solution of (6) converges
to a limit if and only if its positive limit set is a singleton set. The second key idea,
presented as Proposition 5.2, is to use Proposition 4.1 to show that the positive limit
set of a solution of (6) is a singleton set if and only if the vector field f is nontangent
to the positive limit set at some point. Since it is not generally possible to find the
positive limit set of a solution in practice, it is difficult to check nontangency of the
vector field f to the positive limit set in applications. Since nontangency to any
outer estimate of the positive limit set implies nontangency to the positive limit set
itself, the third key idea is to check nontangency of the vector field f to an outer
estimate of the positive limit set that is easier to find in practice. Proposition 5.3
gives outer estimates of the positive limit sets in terms of invariant subsets of the
level and sublevel sets of a Lyapunov function and its derivative. Theorem 5.1, the
main result of this section, combines the ideas of Propositions 5.1, 5.2, and 5.3 to give
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a sufficient condition for convergence that involves a nontangency condition between
the vector field f and invariant subsets of the level sets of the derivative of a Lyapunov
function.

Given x ∈ G, the positive limit set of x relative to G is the set O∞
x of points z ∈ G

such that there exists a divergent sequence {ti} in [0,∞) satisfying limi→∞ ψ(ti, x) =
z. The first part of the following result on positive limit sets is well known in the case
G = R

n. See, for instance, [7, Thm. 5.5, 5.9], [8, p. 24], [19, p. 114], and [21]. The
second part depends on the local compactness of G.

Proposition 5.1. Let x ∈ G. If Ox is relatively bounded in G, then O∞
x is

nonempty, compact, invariant, and connected, and, in addition, ψ(t, x) → O∞
x as

t →∞; that is, for every relatively open subset U ⊆ G that contains O∞
x , there exists

T > 0 such that ψ(t, x) ∈ U for all t > T . Moreover, limt→∞ ψ(t, x) exists and is
contained in G if and only if O∞

x contains exactly one point.

Proof. The first part of the result is well known for G = R
n. The proof is

similar in the case where G �= R
n and is left to the reader. In the second part,

the necessity is straightforward. To prove sufficiency, suppose that O∞
x = {z}. Let

Uε ⊆ G be a relatively open neighborhood of z. Since G is locally compact, there exists
a neighborhood U ⊆ Uε of x that is relatively open and relatively bounded in G. Since
z ∈ O∞

x , there exists a divergent sequence {ti} in [0,∞) such that ψ(ti, x) ∈ U for all
i. We claim that there exists T > 0 such that ψ(t, x) ∈ Uε for all t > T . If not, then by
the continuity of ψ, for every i, there exists τi > ti such that ψ(τi, x) ∈ bd U . In this
case, the sequence {ψ(τi, x)} is relatively bounded in G and hence has a subsequential
limit w ∈ G. By construction, w ∈ bd U and hence w �= z. However, by definition,
w ∈ O∞

x = {z}, which is a contradiction. Hence we conclude that there exists T > 0
such that ψ(t, x) ∈ Uε for all t > T . Since Uε was chosen arbitrarily, it follows that
limt→∞ ψ(t, x) = z ∈ G.

The following application of Proposition 4.1 gives a nontangency-based necessary
and sufficient condition for a solution of (6) to converge to a limit.

Proposition 5.2. Let x∈G, and suppose that O∞
x is nonempty. Then limt→∞ψ(t,

x) exists and is contained in G if and only if there exists z ∈ O∞
x such that f is

nontangent to O∞
x at z relative to G.

Proof. Consider z ∈ O∞
x . There exists a divergent sequence {ti} in [0,∞) such

that limi→∞ ψ(ti, x) = z. For every i, denote xi = ψ(ti, x) so that limi→∞ xi = z.
O∞
x is the set of subsequential limits of sequences of the form {ψ(hi, xi)}, where

hi ∈ [0,∞) for every i. Letting Ii = [0,∞) for every i and B = O∞
x , it follows from

Proposition 4.1 that O∞
x = {z} if and only if f is nontangent to O∞

x at z. The result
now follows from the second part of Proposition 5.1.

Example 5.1. Consider the system described in Example 1.1, and assume that
α ≥ β + 1. Let G = R

2, and consider x ∈ G\S1. As discussed in Example 1.1,
limt→∞ ψ(t, x) does not exist. Indeed, O∞

x = S1. As discussed in Example 4.2, f is
not nontangent to O∞

x = S1 at x, thus illustrating Proposition 5.2.

It should be noted that in order to apply Proposition 5.2 to a solution of (6),
the positive limit set of the solution needs to be known. Since it is not generally
possible to find the positive limit set of a solution, Proposition 5.2 is not directly
useful in applications. However, Lyapunov functions can sometimes be used to obtain
sets that contain the positive limit set of a solution. The following proposition gives
two such containment results for positive limit sets. The result is a straightforward
extension of [8, Thm. VIII.6.1, c)] and [21, Thm. 1]. Hence the proof is left to the
reader. We note only that the proof uses the invariance properties of positive limit
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sets given in Proposition 5.1.
Proposition 5.3. Suppose V : G → R is a continuous function such that V̇ is

defined on G, and V̇ (x) ≤ 0 for all x ∈ G. Let x ∈ G be such that Ox is relatively
bounded in G. Let P and N denote the largest invariant subsets of the sets {z ∈ G :
V (z) ≤ V (x)} and V̇ −1(0), respectively. Then O∞

x ⊆ P ∩ N . In addition, if V̇ ≡ 0,
then O∞

x is contained in the largest invariant subset of V −1(V (x)).
In the following example, we illustrate Propositions 5.2 and 5.3 by applying them

to the chemical kinetics of the Michaelis–Menten chemical reaction.
Example 5.2. In the Michaelis–Menten chemical reaction, a substrate S is con-

verted into a product P through an intermediate complex C in the presence of an
enzyme E. The reaction is depicted as

S + E
k1�
k2

C
k3→ P + E,

where ki > 0, i = 1, 2, 3, are chemical rate constants. In this example, we use
Propositions 5.2 and 5.3 to show that the concentrations of species S, P, C, and E in
this chemical reaction converge to equilibrium values.

Letting y1(t), y2(t), y3(t), and y4(t) denote the instantaneous nonnegative concen-
trations of the species S, C, E, and P, respectively, the law of mass action kinetics
yields [11]

ẏ(t) = y2(t)v1 + y1(t)y3(t)v2,(16)

where v1 =
[

k2 −(k2 + k3) k2 + k3 k3

]T
and v2 =

[ −k1 k1 −k1 0
]T
.

Equation (16) is of the form (6), where f : R
4 → R

4 is given by f(x) = x2v1+x1x3v2.
The nonnegative orthant G = {x ∈ R

4 : xi ≥ 0, i = 1, . . . , 4} is positively invariant
under the dynamics (16) [4, 11]. Since the vectors v1 and v2 are linearly independent,
it is easy to see that the set of equilibrium concentrations in G is E = E1 ∪ E2, where
E1 = {x ∈ G : x1 = 0, x2 = 0, x3 > 0} and E2 = {x ∈ G : x1 ≥ 0, x2 = 0, x3 = 0}.

We claim that f is nontangent to E1 at every point in E1 relative to G. Indeed, the
direction cone Fx of f at every point x ∈ G is contained in the span of v1 and v2, while
every vector that is tangent to E1 at some point x ∈ E1 is contained in the span of the

vectors v3 =
[
0 0 1 0

]T
and v4 =

[
0 0 0 1

]T
. Since {vi : i = 1, 2, 3, 4} is

a set of linearly independent vectors, it follows that span{v1, v2}∩span{v3, v4} = {0}.
Thus TxE1 ∩ Fx ⊆ {0} for every x ∈ E1.

It is easy to verify that the function U : G → R given by U(x) = x1+2x2+x3+x4

is proper and satisfies U̇ ≡ 0. It follows from Corollary 3.1 that every orbit in G is
relatively bounded in G. Hence, by Proposition 5.1, O∞

x is nonempty for every x ∈ G.
Now consider the function V : G → R defined by V (x) = 1

2x2
2+x1(x2+x3)− 1

2x2
3.

Then V̇ (x) = −k3x2(x2 + x3) ≤ 0 for all x ∈ G. Thus V̇ −1(0) = {x ∈ G : x2 = 0}. If
a solution y of the differential equation (16) satisfies y2 ≡ 0, then ẏ2 ≡ 0 and hence
y1y3 ≡ 0. It therefore follows that the largest invariant subset of V̇ −1(0) is the set
E of equilibrium concentrations. Proposition 5.3 now implies that O∞

x ⊆ E for every
x ∈ G.

Next, consider the function W : G → R defined by W (x) = x2 + x3. It is easy to
verify that Ẇ ≡ 0. Hence, by Proposition 5.3, for every x ∈ G, O∞

x is contained in
the level set W−1(W (x)) of W containing x. Thus it follows that, for every x ∈ G,
O∞
x ⊆ W−1(W (x)) ∩ E . Since W−1(0) = E2, it follows that W−1(W (x)) ∩ E ⊆ E1

for every x ∈ G satisfying W (x) > 0. Hence we conclude that, for every x ∈ G\E2,
O∞
x ⊆ E1.
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Now consider x ∈ E2. Then x is an equilibrium, and concentrations starting
from the initial value x clearly converge to the equilibrium value x. Next, consider
x ∈ G\E2. Then O∞

x ⊆ E1 and, for every z ∈ O∞
x , TzO∞

x ∩ Fz ⊆ TzE1 ∩ Fz ⊆ {0}.
Hence Proposition 5.2 implies that concentrations starting from the initial values x
converge to equilibrium values. We conclude that the system described by (16) is
convergent relative to G; that is, the concentrations of all species in the Michaelis–
Menten reaction converge to equilibrium values.

The following result gives a sufficient condition for a trajectory of (6) to converge
to a limit. Unlike Proposition 5.2, the following result is not based on nontangency.

Proposition 5.4. Let x ∈ G. If O∞
x contains an equilibrium z that is Lyapunov

stable relative to G, then z = limt→∞ ψ(t, x); that is, O∞
x = {z}.

Proof. Suppose z ∈ O∞
x is Lyapunov stable relative to G. Let Uε ⊆ G be a

relatively open neighborhood of z. By Lyapunov stability, there exists a relatively
open neighborhood Uδ ⊂ G of z such that ψt(Uδ) ⊆ Uε for every t ≥ 0. Since z ∈ O∞

x ,
there exists h ≥ 0 such that ψ(h, x) ∈ Uδ. Therefore, ψ(t + h, x) = ψt(ψ(h, x)) ∈
ψt(Uδ) ⊆ Uε for every t > 0. Since Uε ⊆ G was chosen arbitrarily, it follows that z =
limt→∞ ψ(t, x). It immediately follows that limi→∞ ψ(ti, x) = z for every divergent
sequence {ti} and thus O∞

x = {z}.
Our next result applies Propositions 5.2, 5.3, and 5.4 to obtain a sufficient con-

dition for convergence. The result uses Proposition 5.3 to obtain a set containing all
positive limit sets and then uses Propositions 5.2 and 5.4 to show convergence.

Theorem 5.1. Suppose Ox is relatively bounded in G for all x ∈ G, and assume
that there exists a continuous function V : G → R such that V̇ is defined on G
and satisfies V̇ (x) ≤ 0 for all x ∈ G. Let S ⊆ E denote the set of equilibria that
are Lyapunov stable relative to G, and let N0 denote the largest invariant subset of
V̇ −1(0). For every k = 0, 1, 2, . . . , letMk ⊆ Nk denote the set of points in Nk where f
is not nontangent to Nk relative to G, and let Nk+1 ⊆Mk denote the largest invariant
subset of Mk. If Mk ⊆ S for some k, then the system (6) is convergent relative to
G.

Proof. Consider x ∈ G. Since Ox is relatively bounded in G, Proposition 5.1
implies that O∞

x is nonempty and invariant. To prove the result, we first show that
if O∞

x contains more than one element, then O∞
x ⊆Mk\S for every k.

Suppose O∞
x contains more than one element. By Proposition 5.3, it follows that

O∞
x ⊆ N0. Now assume that O∞

x ⊆ Nk for some k = 0, 1, . . .. Since O∞
x contains

more than one element, it follows from Proposition 5.2 that, for every z ∈ O∞
x , f is

not nontangent to O∞
x at z relative to G, that is, {0} �⊇ TzO∞

x ∩ Fz ⊆ TzNk ∩ Fz.
Since Mk = {z ∈ Nk : TzNk ∩ Fz �⊆ {0}}, it follows that O∞

x ⊆ Mk. Since O∞
x is

invariant, O∞
x ⊆ Nk+1. It follows by induction that O∞

x ⊆ Nk+1 ⊆ Mk for every k.
Also, it follows from Proposition 5.4 that O∞

x ∩S=∅. Thus O∞
x ⊆Mk\S for every k.

It follows from the above arguments that if Mk\S = ∅ for some k, then O∞
x

contains only one element, and hence, by Proposition 5.1, limt→∞ ψ(t, x) exists and
is contained in G. The result now follows.

Example 5.3. In this example, we use Theorem 5.1 to show that the closed-loop
adaptive system given by (10) and (11) in Example 3.1 is convergent.

It was shown in Example 3.1 that every orbit of the system (10)–(11) is bounded.
Consider the function V : R

2 → R given by V (x) = e−k, x = (y, k) ∈ R
2. For the

closed-loop system (10)–(11), it follows that V̇ (x) = −e−ky2 ≤ 0 for all x = (y, k) ∈
R

2. Thus V̇ −1(0) = {(y, k) ∈ R
2 : y = 0} = E , the set of equilibria, and the largest

invariant subset of V̇ −1(0) is N0 = V̇ −1(0) = E .
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To investigate nontangency, let f : R
2 → R

2 denote the right-hand side of (10)–
(11), and let Z = {(0, k) : a + bk2 cos k = 0}. We note that Z ⊆ E . Since b �= 0, the
set Z is nonempty, and every point of Z is isolated. For every x = (y, k) ∈ N0\Z and
every sequence {xi} = {(yi, ki)} in R

2\E converging to x and satisfying sign(yi) =
sign(yj), i, j = 1, 2, . . . , we have

lim
i→∞

1

‖f(xi)‖f(xi) = lim
i→∞

1√
y2
i + (a + bk2

i cos ki)2

[ −sign(yi)(a + bk2
i cos ki)

|yi|
]

=

[ −sign(y1)sign(a + bk2 cos k)
0

]
∈ {[±1 0]T}.

Thus, for every x ∈ N0\Z, Lx is finite. By Remark 4.3, for every x ∈ N0\Z,
Fx = coco Lx = {(c, 0) : c ∈ R}. On the other hand, for every x ∈ N0, TxN0 =
{(0, c) : c ∈ R}. Hence f is nontangent to N0 at every point x ∈ N0\Z.

In order to apply Theorem 5.1, we note that, in the notation of Theorem 5.1,
N1 ⊆ M0 ⊆ Z. If N1 is empty, then M1 ⊆ N1 is empty. If N1 is nonempty, Z
consists only of isolated points and hence TxN1 = {0} for every x ∈ N1. Consequently,
f is nontangent to N1 at every point in N1 and hence M1 is empty. In either case,
M1 ⊆ S vacuously. It now follows from Theorem 5.1 that the system (10)–(11) is
convergent relative to R

2.
The following two results follow easily from Theorem 5.1.
Corollary 5.1. Suppose Ox is relatively bounded in G for all x ∈ G, and assume

that there exists a continuous function V : G → R such that V̇ is defined on G and
satisfies V̇ (x) ≤ 0 for all x ∈ G. Let N be the largest invariant subset of V̇ −1(0). If
f is nontangent to N at every z ∈ N relative to G, then the system (6) is convergent
relative to G.

Proof. Suppose f is nontangent to N at every z ∈ N relative to G. In the notation
of Theorem 5.1, N0 = N , while M0 = ∅. Thus M0 ⊆ S vacuously, and the result
follows from Theorem 5.1.

Corollary 5.2. Suppose Ox is relatively bounded in G for all x ∈ G, and assume
that there exists a continuous function V : G → R such that V̇ is defined on G and
satisfies V̇ (x) ≤ 0 for all x ∈ G. Let N be the largest invariant subset of V̇ −1(0). If
every point in N is Lyapunov stable relative to G, then the system (6) is convergent
relative to G.

Proof. Suppose every point in N is Lyapunov stable relative to G. Then, in the
notation of Theorem 5.1, M0 ⊆ N0 = N = S. The result now follows from Theorem
5.1.

In the following example, we illustrate Corollary 5.1 by applying it to the system
considered in Example 1.1.

Example 5.4. Consider the system described in Example 1.1. Suppose α ≤ β,
and let G = R

2. Consider the Lyapunov function V : G → R given by V (x) =
1
4 (x

2
1 + x2

2 − 1)2. It is easy to compute V̇ (x) = −(x2
1 + x2

2)|x2
1 + x2

2 − 1|1+α so that

V̇ (x) ≤ 0 for all x ∈ G and V̇ −1(0) = S1 ∪ {0}. Since every point in V̇ −1(0) is an
equilibrium, the largest invariant subset of V̇ −1(0) is N = V̇ −1(0). We know from
Example 4.2 that f is nontangent to N at every point in S1 relative to G. Since {0}
is an isolated point of N , it follows that f is nontangent to N at 0 relative to G.
Thus the hypotheses of Corollary 5.1 are satisfied, and we conclude that the system
considered in Example 1.1 is convergent relative to G = R

2 in the case where α ≤ β.
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6. Restricted prolongations, Lyapunov stability, and nontangency. In
this section, we develop three key ideas that will be needed for the nontangency-
based Lyapunov tests for Lyapunov stability, semistability, and asymptotic stability
that we present in the next section. The first of these ideas, given in Proposition 6.2,
is that an equilibrium is Lyapunov stable if and only if its restricted prolongation, as
defined below, is a singleton set. The second key idea, given in Proposition 6.3, is
to use Proposition 4.1 to show that the restricted prolongation of an equilibrium of
(6) is a singleton set if and only if the vector field f is nontangent to the restricted
prolongation at the equilibrium. Since it is not generally possible to find the restricted
prolongation of an equilibrium in practice, nontangency of the vector field f to the
restricted prolongation is difficult to verify in applications. Since nontangency to any
outer estimate of the restricted prolongation implies nontangency to the restricted
prolongation itself, the third key idea is to determine outer estimates of the restricted
prolongation that are easier to find in practice. Proposition 6.4 gives outer estimates of
restricted prolongations in terms of connected components of invariant and negatively
invariant subsets of level and sublevel sets of a Lyapunov function and its derivative.
This result depends on the invariance properties of restricted prolongations given in
Proposition 6.1.

Given a point x ∈ G and a relatively open and relatively bounded neighborhood
U ⊆ G of x, the restricted prolongation of x with respect to U is the set RU

x ⊆ U of all
subsequential limits of sequences of the form {ψ(ti, xi)}, where {ti} is a sequence in
[0,∞) and {xi} is a sequence in U converging to x such that the set ψ([0, ti]×{xi}) is
contained in U for every i. It is easy to see that, for every x ∈ G and every relatively
bounded and open neighborhood U ⊆ G of x, RU

x contains x and is thus nonempty.
The restricted prolongation of x relative to G is the union Rx of all sets of the form
RU
x where U ⊆ G is a relatively open and relatively bounded neighborhood of x. It

can be shown that Rx is the set of all subsequential limits of sequences of the form
{ψ(ti, xi)}, where {ti} is a sequence in [0,∞) and {xi} is a sequence in G converging
to x such that the set ∪iψ([0, ti] × {xi}) is relatively bounded in G. The restricted
prolongation is a subset of the positive prolongation as defined in [7, 8].

The following result gives invariance properties of restricted prolongations.

Proposition 6.1. Suppose x ∈ G, and let U⊆G be a relatively open and relatively
bounded neighborhood of x. Then RU

x and Rx are connected. Moreover, if x is an
equilibrium, then RU

x is negatively invariant and Rx is invariant.
Proof. To prove the first part of the proposition, suppose RU

x is not connected.
Then there exist open and disjoint subsets V and W of R

n such that RU
x ⊆ V ∪W,

RU
x ∩ V �= ∅, and RU

x ∩ W �= ∅. Since x ∈ RU
x , we may assume without loss of

generality that x ∈ V.
Consider z ∈ RU

x ∩ W. There exist a sequence {xi} in G converging to x and a
sequence {ti} in [0,∞) such that limi→∞ ψ(ti, xi) = z and ψ([0, ti] × {xi}) ⊆ U for
every i. Since limi→∞ ψ(0, xi) = x and limi→∞ ψ(ti, xi) = z, there exists k > 0 such
that, for every i > k, the connected set ψ([0, ti]×{xi}) intersects the disjoint, relatively
open sets V and W. We conclude that, for every i > k, there exists τi ∈ [0, ti] such
that ψ(τi, xi) ∈ (V ∪W)c = Vc ∩Wc, where Ac denotes the complement R

n\A of the
set A ⊆ R

n. The sequence {ψ(τi, xi)} is relatively bounded in G and contained in the
closed set Vc ∩Wc. Therefore, the sequence {ψ(τi, xi)} has a subsequential limit in
Vc∩Wc. However, by definition, every subsequential limit of the sequence {ψ(τi, xi)}
is contained in RU

x ⊂ V ∪W. This contradiction proves that RU
x is connected.
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It now follows that Rx is a union of connected sets of the form RU
x , all of which

contain x, and is thus connected [10, Thm. V.1.5].

To prove the second part of the proposition, suppose x ∈ G is an equilibrium,
and consider z ∈ RU

x . There exist a sequence {ti} in [0,∞) and a sequence {xi} in G
converging to x such that z = limi→∞ ψ(ti, xi) and, for every i, ψ(h, xi) ∈ U for every
h ∈ [0, ti].

Now, let t ≥ 0. If z = x, then ψ(τ, x) = x = z for every τ ∈ [0, t]. Hence suppose
z �= x. If the sequence {ti} has a bounded subsequence, say, {tik}, then we may
assume that limk→∞ tik = T so that z = limk→∞ ψ(tik , xik) = ψ(T, x) = x. However,
this contradicts our assumption that z �= x. Hence we conclude that the sequence
{ti} diverges. Therefore, there exists N > 0 such that ti > t for all i > N . The
sequence {ψ(ti+N − t, xi+N )}∞i=1 is contained in U and hence relatively bounded in G.
Let y ∈ G be a subsequential limit point of this sequence. Clearly, y ∈ RU

x . Also, by
continuity and the semigroup property, ψ(t, y) = z, and, for every τ ∈ [0, t], ψ(τ, y) is
a subsequential limit of the bounded sequence {ψ(ti+N + τ − t, xi+N )}∞i=1 and hence
contained in RU

x . This proves the negative invariance of RU
x .

From the negative invariance of RU
x , it follows that Rx is the union of negatively

invariant sets and hence negatively invariant. To prove positive invariance of Rx, let
τ ≥ 0 and z ∈ Rx. There exist a sequence {ti} in [0,∞) and a sequence {xi} in G
converging to x and a compact set M ⊆ G such that z = limi→∞ ψ(ti, xi) and, for
every i and every h ∈ [0, ti], ψ(h, xi) ∈M. Now, for every i and every h ∈ [0, ti + τ ],
ψ(h, xi) is contained in the compact subset ψ([0, τ ]×M) of G. Hence a subsequence
of the sequence {ψ(ti+ τ, xi)} converges in G. The limit of this subsequence is ψ(τ, z)
by continuity and the semigroup property and is contained in Rx by definition. Thus
ψ(τ, z) ∈ Rx for every z ∈ Rx and τ ≥ 0. This proves the positive invariance and
hence the invariance of Rx.

The utility of prolongations in stability analysis stems from the well-known fact
that an equilibrium point is Lyapunov stable if and only if the positive prolongation
of the equilibrium consists only of the equilibrium point. See, for instance, [7, Prop.
7.3] and [8, Thm. V.1.12]. We prove the same result for restricted prolongations in
Proposition 6.2 below. Since, as mentioned above, the restricted prolongation of a
point is a subset of the positive prolongation of the point, Proposition 6.2 is a sharper
version of the results [7, Prop. 7.3] and [8, Thm. V.1.12]. However, our reason for
considering restricted prolongations instead of positive prolongations in this paper is
that restricted prolongations are invariant and connected as proved in Proposition
6.1 above. Positive prolongations, on the other hand, may neither be connected
nor invariant under our assumptions on the system (6). Since the invariance and
connectedness of restricted prolongations play a crucial role in our main results, we
introduce restricted prolongations instead of using positive prolongations.

Proposition 6.2. Suppose x ∈ G, and let U⊆G be a relatively open and relatively
bounded neighborhood of x. Then the following statements are equivalent.

(i) The point x is a Lyapunov stable equilibrium relative to G.
(ii) RU

x = {x}.
(iii) Rx = {x}.
Proof. If x is a Lyapunov stable equilibrium relative to G, then the positive

prolongation of x, which contains Rx, is {x} [7, Prop. 7.3], [8, Th. V.1.12], and hence
Rx = {x}. Thus (i) implies (iii).

Since x ∈ RU
x and RU

x ⊆ Rx, (iii) implies (ii).

To show that (ii) implies (i), suppose x is not a Lyapunov stable equilibrium
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relative to G. Then there exist a neighborhood V ⊆ U of x that is relatively bounded
and relatively open in G, a sequence {xi} in V converging to x, and a sequence {ti}
in [0,∞) such that ψ(ti, xi) ∈ bd V for every i. Without loss of generality, we may
assume that the sequence {ti} is chosen such that, for every i, ψ(h, xi) ∈ V for all h ∈
[0, ti). Now, every subsequential limit of the relatively bounded sequence {ψ(ti, xi)}
is distinct from x by construction and is contained in RU

x by definition. Thus the
negation of (i) implies the negation of (ii). Hence it follows that (ii) implies (i).

The following result characterizes Lyapunov stable equilibrium points in terms of
nontangency.

Proposition 6.3. Let x ∈ G, and let U ⊆ G be a relatively open and relatively
bounded neighborhood of x. Then the following statements are equivalent.

(i) The point x is a Lyapunov stable equilibrium relative to G.
(ii) The vector field f is nontangent to RU

x at x relative to G.
(iii) The vector field f is nontangent to Rx at x relative to G.
Proof. If x is a Lyapunov stable equilibrium relative to G, then it follows from

Proposition 6.2 that Rx = {x} and hence TxRx = {0}. Thus (i) implies (iii).

Since RU
x ⊆ Rx, it follows that TxRU

x ⊆ TxRx and hence (iii) implies (ii).

Now, suppose (ii) holds so that TxRU
x ∩ Fx ⊆ {0}. Let z ∈ RU

x . There exist a
sequence {xi} converging to x and a sequence {ti} in [0,∞) such that ∪iψ([0, ti] ×
{xi}) ⊂ U and limi→∞ ψ(ti, xi) = z.

First, suppose that the sequence {ti} converges to 0. Then by continuity, z =
limi→∞ ψ(ti, xi) = ψ(0, x) = x. Next, suppose the sequence {ti} does not converge to
0. Then there exists a subsequence {tik} of the sequence {ti} such that infk tik > 0.
Let Ik = [0, tik ] for each k, and let B ⊆ U denote the set of all subsequential limits
of sequences of the form {ψ(τk, xik)}∞k=1, where τk ∈ Ik for every k. By construction,
z ∈ B and B ⊆ RU

x . Therefore, TxB∩Fx ⊆ TxRU
x ∩Fx ⊆ {0}; that is, f is nontangent

to B at x relative to G. It now follows from Proposition 4.1 that B = {x}. Hence
z = x. Since z ∈ RU

x was arbitrary, it follows that RU
x = {x}. Proposition 6.2 now

implies that (i) holds.

Example 6.1. Consider the system described in Example 1.1, and assume that
α ≥ β +1. Let G = R

2. As discussed in Example 1.1, every point in S1 is an unstable
equilibrium. From Figure 1, we observe that, for every z ∈ S1, Rz = S1. Since S1

consists only of equilibrium points, it follows that Rz is invariant for every z ∈ S1.
This illustrates Proposition 6.1. As seen in Example 4.2, the vector field f is not
nontangent to S1 at any z ∈ S1, thus illustrating the equivalence of (i) and (iii) in
Proposition 6.3.

As mentioned earlier, it is not generally possible to find the restricted prolongation
of an equilibrium, and hence Proposition 6.3 cannot be directly used in applications.
However, the following proposition shows that Lyapunov functions can be used to
obtain sets that contain the restricted prolongation of an equilibrium. The proof uses
the properties of invariance and connectedness of restricted prolongations given in
Proposition 6.1.

Proposition 6.4. Suppose V : G → R is a continuous function such that V̇ is
defined on G. Let x ∈ G be an equilibrium, and let W ⊆ G be a relatively open neigh-
borhood of x. LetMx and Nx denote the largest connected subsets of V −1(V (x))∩W
and V̇ −1(0) ∩ W, respectively, that contain x and are negatively invariant. Let Px
denote the largest connected subset of {z ∈ G : V (z) ≤ V (x)} that contains x and is
invariant. Then the following statements hold.

(i) If x is a global maximizer of V̇ relative to G, then Rx ⊆ Px.
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(ii) If x is a local maximizer of V̇ relative to G and a local minimizer of V relative

to the set K def
= G\V̇ −1(0), then there exists a relatively open and relatively

bounded neighborhood V ⊆ W of x such that RV
x ⊆Mx.

(iii) Mx ⊆ Nx.
Proof. (i) Suppose x is a global maximizer of V̇ relative to G so that V̇ (z) ≤

V̇ (x) = 0 for every z ∈ G. Consider z ∈ Rx. Let {xi} be a sequence in G converging to
x and {ti} a sequence in [0,∞) such that limi→∞ ψ(ti, xi) = z. Since V is continuous
and decreasing along the solutions of (6), it follows that V (z) = limi→∞ V (ψ(ti, xi)) ≤
limi→∞ V (xi) = V (x). Thus Rx is contained in the set {z ∈ G : V (z) ≤ V (x)}. By
Proposition 6.1, Rx is invariant and connected. Also, x ∈ Rx. Hence it follows that
Rx ⊆ Px.

(ii) Let x be a local maximizer of V̇ relative to G and a local minimizer of V
relative to the set K. Let U ⊆ W be a relatively open neighborhood of x such that
V̇ (z) ≤ V̇ (x) = 0 for every z ∈ U and V (x) ≤ V (w) for every w ∈ U∩K. Consider w ∈
U∩K. There exists a sequence {wi} in U∩K that converges to w. Then V (wi) ≥ V (x)
for every i. It now follows by continuity of V that V (w) = limi→∞ V (wi) ≥ V (x).
Next let V ⊆ G be a relatively open and relatively bounded neighborhood of x such
that V ⊆ U . Then, for every w ∈ V ∩ K, V (w) ≥ V (x).

Now consider z ∈ RV
x . Let {xi} be a sequence in V converging to x and {ti} a

sequence in [0,∞) such that the sequence {ψ(ti, xi)} converges to z and, for every
i, ψ(τ, xi) ∈ V ⊂ U for every τ ∈ [0, ti]. Then, V (z) = limi→∞ V (ψ(ti, xi)) ≤
limi→∞ V (xi) = V (x). Thus V (z) ≤ V (x). We claim that V (z) = V (x). To see this,
first suppose z ∈ RV

x ∩ K ⊆ V ∩ K. Then, since V (w) ≥ V (x) for every w ∈ V ∩ K, it
follows that V (z) = V (x). Next assume that z ∈ RV

x∩(G\K) = RV
x∩int V̇ −1(0). Since

G\K is relatively open in G and z ∈ G\K, there exists m > 0 such that ψ(ti, xi) ∈ G\K
for every i > m. For each i > m, let τi denote the smallest number in [0, ti] such
that ψ(t, xi) ∈ G\K for all t ∈ (τi, ti]. The sequence {τi}∞i=m either has a positive
subsequence or is eventually zero.

First consider the case where {τi}∞i=m has a positive subsequence, say, {τik}∞k=1.
By the continuity of ψ, it follows that ψ(τik , xik) ∈ K for every k. Since V is non-
increasing along the solutions of (6) in U , V (ψ(τik , xik)) ≤ V (xik) for all k, and
hence limk→∞ V (ψ(τik , xik)) ≤ limk→∞ V (xik) = V (x). On the other hand, x is
a global minimizer of V on the set V ∩ K so that V (ψ(τik , xik)) ≥ V (x) for all k.
Thus limk→∞ V (ψ(τik , xik)) = V (x) for all k. Since ψ(t, xi) ∈ G\K ⊆ V̇ −1(0) for all
t ∈ (τi, ti] and every i, it follows that V (ψ(tik , xik)) = V (ψ(τik , xik)) for all k. Hence
V (z) = limk→∞ V (ψ(tik , xik)) = limk→∞ V (ψ(τik , xik)) = V (x).

Finally, consider the case where the sequence {τi}∞i=m is eventually zero. In this
case, there exists K > 0 such that, for every i > K and every t ∈ [0, ti], it follows that
V (ψ(t, xi)) = V (xi). Hence V (z) = limi→∞ V (ψ(ti, xi)) = limi→∞ V (xi) = V (x).

We have thus shown that if z ∈ RV
x , then V (z) = V (x). Therefore, RV

x ⊆
V −1(V (x)) ∩ V ⊂ V −1(V (x)) ∩ W. By Proposition 6.1, RV

x is negatively invariant
and connected, and x ∈ RV

x . Hence RV
x ⊆Mx.

(iii) Consider z ∈Mx, and let t > 0. By negative invariance, there exists w ∈Mx

such that ψ(t, w) = z and ψ(τ, w) ∈ Mx ⊆ V −1(V (x)) for all τ ∈ [0, t]. Hence
V (ψ(τ, w)) = V (x) for every τ ∈ [0, t], and thus V̇ (ψ(τ, w)) = 0 for every τ ∈ [0, t).
Let {ti} be a sequence in [0, t) converging to t. Then, by the continuity of ψ, {ψ(ti, w)}
is a sequence in V̇ −1(0) that converges to z. It follows that z ∈ V̇ −1(0). Thus

Mx ⊆ V̇ −1(0). Since Mx is negatively invariant, connected, contains x, and is
contained in W, the result follows.
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It is interesting to note the parallels between the ideas used in this section and
those used in the previous section. The propositions given in section 5 allow us to
conclude convergence of a solution of (6) under the assumption of nontangency of the
vector field f to an outer estimate of the positive limit set of that solution. The results
of this section allow us to conclude the Lyapunov stability of an equilibrium of (6)
under the assumption of nontangency of the vector field f to an outer estimate of the
restricted prolongation of the equilibrium. The outer estimates of the positive limit
set in section 5 and the restricted prolongation in this section are in terms of invariant
and negatively invariant subsets of level and sublevel sets of a Lyapunov function and
its derivative. Moreover, the results of sections 5 and 6 depend on the invariance
properties of the positive limit set and the restricted prolongation, respectively.

7. Stability theorems. In this section, we use the results of the previous two
sections to derive Lyapunov results for Lyapunov stability, semistability, and asymp-
totic stability. The main results are Theorems 7.1 and 7.2. These results do not
make any assumptions about the sign definiteness of the Lyapunov function. Instead,
these results require only that the Lyapunov function derivative be nonpositive and
the equilibrium be a local minimizer of the Lyapunov function on the set of points
where the Lyapunov function derivative is negative. The weaker assumptions on the
Lyapunov function are supplemented by assuming nontangency of the vector field
to the level set of the Lyapunov function containing the equilibrium or to the clo-
sure of the zero-level set of the Lyapunov function derivative. In both Theorems 7.1
and 7.2, Propositions 6.4 and 5.3 are used to “trap” the restricted prolongation and
the positive limit set, respectively, in the level sets of the Lyapunov function and its
derivative. Propositions 6.3 and 5.2 are then used to deduce stability and convergence
from nontangency.

Theorem 7.1. Suppose V : G → R is a continuous function such that V̇ is defined
on G. Let x ∈ E be a local maximizer of V̇ relative to G and a local minimizer of V

relative to the set K def
= G\V̇ −1(0). Let W ⊆ G be a relatively open neighborhood of x.

For every z ∈ E∩W, letMz denote the largest connected subset of V −1(V (z))∩W that
is negatively invariant and contains z. Let N denote the largest negatively invariant

subset of V̇ −1(0) ∩W and, for every z ∈ N , let Nz denote the connected component
of N containing z.

Then the following statements hold.
(i) If f is nontangent toMx at x relative to G, then x is Lyapunov stable relative

to G.
(ii) If f is nontangent to Nx at x relative to G, then x is Lyapunov stable relative

to G.
(iii) If there exists a relatively open neighborhood U ⊆ W of x such that every

equilibrium in U is a local minimizer of V relative to K and, for every z ∈
N ∩U , f is nontangent to Nz at z relative to G, then x is semistable relative
to G.

(iv) If x is an isolated equilibrium, and there exists a relatively open neighborhood
U ⊆ W of x such that, for every z ∈ N ∩ U , f is nontangent to Nz at z
relative to G, then x is asymptotically stable relative to G.

Proof. (i) Suppose TxMx ∩ Fx ⊆ {0}. By (ii) of Proposition 6.4, there exists
a relatively open and bounded neighborhood V ⊆ W of x such that RV

x ⊆ Mx.
Therefore, TxRV

x ∩ Fx ⊆ TxMx ∩ Fx ⊆ {0}. Hence, by Proposition 6.3, x is a
Lyapunov stable equilibrium relative to G.

(ii) Note that since x is an equilibrium, x ∈ V̇ −1(0). Suppose TxNx ∩ Fx ⊆ {0}.
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By (iii) of Proposition 6.4, Mx ⊆ Nx. Hence TxMx ∩ Fx ⊆ TxNx ∩ Fx ⊆ {0}.
Therefore, by (i), x is a Lyapunov stable equilibrium relative to G.

(iii) Let U ⊆ W be a relatively open neighborhood of x such that every equilibrium
in U is a local minimizer of V relative to K and TzNz ∩Fz ⊆ {0} for every z ∈ N ∩U .
Since x is a local maximizer of V̇ relative to G, we may assume without loss of
generality that V̇ (z) ≤ V̇ (x) = 0 for every z ∈ U . It follows that every equilibrium in
U is a local maximizer of V̇ relative to G. Since every equilibrium in U is contained
in N , it follows from (ii) that every equilibrium in U is Lyapunov stable relative to
G. In particular, x is Lyapunov stable relative to G. By Lyapunov stability of x and
local compactness of G, there exists a positively invariant neighborhood V ⊂ U of x
that is relatively open and relatively bounded in G, and such that V ⊂ U . For every
z ∈ V, Oz ⊆ V is relatively bounded in G. Therefore, by Propositions 5.1 and 5.3,

O∞
z ⊆ V ⊂ W is nonempty and contained in V̇ −1(0). The invariance of O∞

z implies

that O∞
z is contained in the largest invariant subset of V̇ −1(0) ∩ W. Since every

invariant set is also negatively invariant, it follows that O∞
z ⊆ N for every z ∈ V.

Consider z ∈ V and w ∈ O∞
z . Since O∞

z is connected and contained in N , it follows
that O∞

z ⊆ Nw. Therefore, TwO∞
z ∩ Fw ⊆ TwNw ∩ Fw ⊆ {0}. Now Proposition 5.2

implies that limt→∞ ψ(t, z) exists. Since z ∈ V was chosen arbitrarily, it follows that
every trajectory in V converges to a limit. The positive invariance of V implies that
the limit of every trajectory in V is contained in V. Since every equilibrium in V ⊂ U
is Lyapunov stable relative to G, it follows that x is semistable relative to G.

(iv) Suppose x is an isolated equilibrium, and let U ⊆ W be a relatively open
neighborhood of x such that TzNz ∩ Fz ⊆ {0} for every z ∈ N ∩ U . Without loss of
generality, we may assume that x is the only equilibrium in U . Then, it follows from
(iii) that x is semistable relative to G. Asymptotic stability now follows by noting
that every isolated equilibrium that is semistable relative to G is asymptotically stable
relative to G.

Remark 7.1. Note that Theorem 7.1 does not require V̇ to be continuous. How-

ever, in the case where V̇ is continuous, we have V̇ −1(0) = V̇ −1(0), and the set K
in Theorem 7.1 is the set of points where the Lyapunov derivative is negative. Thus,
in the case where V̇ is continuous, Theorem 7.1 requires the equilibrium to be a lo-
cal minimizer of V only relative to the set of points where the Lyapunov function is
strictly decreasing along the solutions of (6).

Example 7.1. In this example, we apply Theorem 7.1 to the mass action kinetics
(16) of the Michaelis–Menten chemical reaction introduced in Example 5.2.

Recall that the set of equilibrium concentrations of the reaction in the nonnegative
orthant G is E = E1 ∪ E2, where E1 = {x ∈ G : x1 = 0, x2 = 0, x3 > 0} and
E2 = {x ∈ G : x1 ≥ 0, x2 = 0, x3 = 0}. Also recall from Example 5.2 that the right-
hand side f of the differential equation (16) is nontangent to E1 at every point in E1
relative to G.

We claim that every equilibrium in E1 is semistable relative to G. To show this, let
α ∈ (1, 1 + k3/k2), and consider the function V : G → R defined by V (x) = αx1 + x2.
Then, V (x) ≥ 0 for every x ∈ G and V −1(0) = E1. Thus every point in E1 is a local
minimizer of V relative to G. Since V̇ : G → R is given by V̇ (x) = [αk2−(k2+k3)]x2+

k1(1−α)x1x3, it follows that V̇ (x) ≤ 0 for every x ∈ G and V̇ −1(0) = V̇ −1(0) = E so

that the largest negatively invariant subset of V̇ −1(0) is E .
Now consider an equilibrium x ∈ E1. There exists a relatively open neighborhood

U ⊆ G of x such that U ∩E = U ∩E1. It now follows that every equilibrium z ∈ U ∩E
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is a local maximizer of V̇ and a local minimizer of V relative to G and, as shown
in Example 5.2, that f is nontangent to E at every z ∈ U ∩ E relative to G. Hence,
applying (iii) of Theorem 7.1 with W = G, it follows that every equilibrium in E1 is
semistable relative to G.

The following corollary of Theorem 7.1 is an extension of Theorems 1 and 2 from
[16].

Corollary 7.1. Suppose V : G → R is a continuous function such that V̇ is
defined on G. Let x ∈ E be a local maximizer of V̇ relative to G and a local minimizer of
V relative to the set K def

= G\V̇ −1(0). Let W ⊆ G be a relatively open neighborhood of
x. For every z ∈ W, letMz denote the largest connected subset of V −1(V (z))∩W that
is negatively invariant and contains z. Let N denote the largest negatively invariant

subset of V̇ −1(0) ∩W. Then the following statements hold.
(i) IfMx = {x}, then x is Lyapunov stable relative to G.
(ii) If x is an isolated point of N , then x is asymptotically stable relative to G.
Proof. (i) Suppose Mx = {x}. Then Lyapunov stability of x follows from (i) of

Theorem 7.1 by noting that TxMx = {0}.
(ii) Suppose {x} is an isolated point of N . Since every equilibrium in W is

contained in N , it follows that x is an isolated equilibrium. Also, the connected
component Nx of N containing x is {x}, and hence TxNx = {0}. The statement (ii)
now follows by applying Theorem 7.1, (iv).

Remark 7.2. Theorems 1 and 2 of [16] follow from (i) and (ii) of Corollary 7.1,
respectively. However, while Corollary 7.1 requires only that the equilibrium be a
local minimizer of the Lyapunov function relative to the set of points at which the
Lyapunov function is strictly decreasing, the results of [16] require the equilibrium to
be a local minimizer of the Lyapunov function relative to G. Thus Corollary 7.1 is an
extension of the main results of [16]. It is shown in [16] that the main result of [1]
follows from Theorem 1 in [16]. Since Corollary 7.1 is an extension of the main results
of [16], the arguments presented in [16] can be used to show that the main result of
[1] follows from Corollary 7.1.

Remark 7.3. It is interesting to note that neither Corollary 7.1 nor the results
of [16] can be applied in the case of Example 7.1, because the level sets of V and V̇
containing the equilibrium point of interest contain a continuum of equilibria. Con-
sequently, the equilibrium point of interest is not an isolated point of the largest
negatively invariant subset of the level sets of V or V̇ , and the results mentioned
above do not apply.

The following corollary of Theorem 7.1 does not require finding negatively invari-
ant subsets of the level sets of the Lyapunov function and its derivative.

Corollary 7.2. Suppose V : G → R is a continuous function such that V̇ is
defined on G. Let x ∈ V̇ −1(0) be a local maximizer of V̇ relative to G and a local

minimizer of V relative to the set K def
= G\V̇ −1(0). Then the following statements

hold.

(i) If f is nontangent to V −1(V (x)) at x relative to G, then x is a Lyapunov
stable equilibrium relative to G.

(ii) If f is nontangent to V̇ −1(0) at x relative to G, then x is a Lyapunov stable
equilibrium relative to G.

(iii) If there exists a relatively open neighborhood U ⊆ G of x such that every
equilibrium in U is a local minimizer of V relative to K and f is nontangent
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to V̇ −1(0) at every point in U ∩ V̇ −1(0) relative to G, then x is a semistable
equilibrium relative to G.

(iv) If x is an isolated point of the set V̇ −1(0), then x is an asymptotically stable
equilibrium relative to G.

Proof. Let V ⊆ G be a relatively open neighborhood of x such that V̇ (z) ≤ V̇ (x) =
0 for every z ∈ V and V (x) ≤ V (z) for every z ∈ K ∩ V. There exists τ > 0 such
that ψ(t, x) ∈ V for all t ∈ [0, τ). Therefore, V (ψ(t, x)) ≥ V (x) for every t ∈ [0, τ).
However, since V̇ (ψ(t, x)) ≤ 0 for every t ∈ [0, τ), it follows that V (ψ(t, x)) ≤ V (x)
for every t ∈ [0, τ). We conclude that V (ψ(t, x)) = V (x) and V̇ (ψ(t, x)) = 0 for
every t ∈ [0, τ). In other words, ψ(t, x) ∈ V −1(V (x)) ∩ V̇ −1(0) for every t ∈ [0, τ).
In particular, x ∈ V̇ −1(0). Also, if {ti} is a sequence in [0, τ) that converges to
zero, then {ψ(ti, x)} is a sequence in V −1(V (x)) ∩ V̇ −1(0) converging to x such that
limi→∞ 1

ti
[ψ(ti, x)− x] = f(x). Thus f(x) ∈ TxV̇

−1(0) ∩ TxV
−1(V (x)).

(i) Suppose TxV
−1(V (x)) ∩ Fx ⊆ {0}. If Fx = ∅, then x ∈ int E and f(x) = 0.

On the other hand, if Fx �= ∅, then f(x) ∈ TxV
−1(V (x))∩Fx ⊆ {0} so that f(x) = 0.

In either case, it follows that x is an equilibrium. Lyapunov stability of x now follows
from (i) of Theorem 7.1 by noting that if Mx is the largest connected, negatively
invariant subset of V −1(V (x)) containing x, then TxMx∩Fx ⊆ TxV

−1(V (x))∩Fx ⊆
{0}.

(ii) Suppose TxV̇ −1(0)∩Fx ⊆ {0}. Arguing as in the proof of (i), it can be shown
that x is an equilibrium. Lyapunov stability of x now follows from (ii) of Theorem 7.1

by noting that if Nx is the largest connected, negatively invariant subset of V̇ −1(0)

containing x, then TxNx ∩ Fx ⊆ TxV̇ −1(0) ∩ Fx ⊆ {0}.
(iii) Suppose U ⊆ G is a relatively open neighborhood of x such that every equilib-

rium in U is a local minimizer of V relative to the set K and TzV̇ −1(0)∩Fz ⊆ {0} for
every z ∈ U∩ V̇ −1(0). Arguing as in the proof of (i), it can be shown that x is an equi-
librium. The result now follows from (iii) of Theorem 7.1 by noting that, if N is the

largest negatively invariant subset of V̇ −1(0), then, for every z ∈ N ∩U ⊆ V̇ −1(0)∩U ,
it follows that TzN ∩ Fz ⊆ TzV̇ −1(0) ∩ Fz ⊆ {0}.

(iv) Suppose x is an isolated point of V̇ −1(0). Then x is also an isolated point

of V̇ −1(0). Since ψ(t, x) ∈ V̇ −1(0) for all t ∈ [0, τ), it follows from the continuity
of ψ that ψ(t, x) = x for all t ∈ [0, τ). In other words, x is an equilibrium. Since
every equilibrium is contained in V̇ −1(0), it follows that x is an isolated equilibrium.

Since x is an isolated point of V̇ −1(0), it follows that TxV̇ −1(0) = {0}. Hence (iii)
implies that x is semistable relative to G. Since an isolated semistable equilibrium is
asymptotically stable, (iv) follows.

Example 7.2. Consider the system described in Example 1.1. Suppose α ≤ β,
and let G = R

2. Consider the Lyapunov function V : G → R given by V (x) = 1
4 (x

2
1 +

x2
2−1)2 introduced in Example 5.4, and recall that V̇ (x) = −(x2

1+x2
2)|x2

1+x2
2−1|1+α

so that V̇ (x) ≤ 0 for all x ∈ G and V̇ −1(0) = S1 ∪ {0}. The set K = G\V̇ −1(0) in
Corollary 7.2 is given in this case by K = G\(S1 ∪{0}). Hence every point x ∈ S1 is a
local minimizer of V relative to K. We know from Example 4.2 that f is nontangent
to S1 and hence to V̇ −1(0) at every z ∈ S1 relative to G. Hence by (iii) of Corollary
7.2, it follows that every x ∈ S1 is semistable relative to G = R

2.
The following theorem gives stability conditions in terms of invariant sets rather

than negatively invariant sets as in Theorem 7.1. Also, the first part of the theorem
does not require the equilibrium to be a local minimizer of the Lyapunov function.
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Theorem 7.2. Suppose V : G → R is a continuous function such that V̇ is
defined on G. For every z ∈ G, let Pz denote the largest connected subset of {w ∈
G : V (w) ≤ V (z)} that is invariant and contains z. Let x ∈ E be a global maximizer
of V̇ relative to G. Let ε > 0, and let Q be the largest invariant subset of the set
{w ∈ G : V (w) < V (x)+ ε}. For every z ∈ Q, let Qz denote the connected component
of Q containing z. Then the following statements hold.

(i) If f is nontangent to Px at x relative to G, then x is Lyapunov stable relative
to G.

(ii) If there exists a relatively open neighborhood U ⊆ G of x such that, for every
z ∈ U ∩ Q, f is nontangent to Qz at z relative to G, then x is semistable
relative to G.

(iii) If x is an isolated point of Q, then x is asymptotically stable relative to G.
If, in addition, x is a local minimizer of V relative to the set K def

= G\V̇ −1(0), then
the following statements hold.

(iv) If f is nontangent to Px ∩ V −1(V (x)) at x relative to G, then x is Lyapunov
stable relative to G.

(v) If f is nontangent to Px ∩ V̇ −1(0) at x relative to G, then x is Lyapunov
stable relative to G.

(vi) If there exists a relatively open neighborhood U ⊆ G of x such that every
equilibrium in U is a local minimizer of V relative to the set K and, for every

z ∈ U ∩ Q, f is nontangent to Qz ∩ V̇ −1(0) at z relative to G, then x is
semistable relative to G.

Proof. Note that by (i) of Proposition 6.4, Rx ⊆ Px.
(i) Suppose TxPx ∩Fx ⊆ {0}. We have TxRx ∩Fx ⊆ TxPx ∩Fx ⊆ {0}. Hence it

follows from Proposition 6.3 that x is Lyapunov stable relative to G.
(ii) Let U ⊆ G be a relatively open neighborhood of x such that TzQz ∩ Fz ⊆

{0} for every z ∈ U ∩ Q. Since V is continuous, we can assume without loss of
generality that V (z) < V (x) + ε for every z ∈ U . Then, for every z ∈ U , {w ∈
G : V (w) ≤ V (z)} ⊆ {w ∈ G : V (w) < V (x) + ε}. Consequently, Pz ⊆ Qz for
every z ∈ U . In particular, if z ∈ U is an equilibrium, then z ∈ Pz ⊆ Qz so that
TzPz ∩ Fz ⊆ TzQz ∩ Fz ⊆ {0}. It therefore follows from (i) that every equilibrium
in U is Lyapunov stable relative to G. In particular, x is Lyapunov stable relative to
G. By Lyapunov stability of x and local compactness of G, there exists a positively
invariant neighborhood V ⊂ U of x that is relatively open and bounded in G and such
that V ⊂ U . Consider z ∈ V. Then Oz ⊆ V is relatively bounded in G, and hence
by Propositions 5.1 and 5.3, O∞

z ⊆ V ⊂ U is nonempty, connected, and contained
in the largest invariant subset of {w ∈ G : V (w) ≤ V (z)} and hence in Q. Next,
let w ∈ O∞

z . Since O∞
z ⊆ Q is connected, it follows that O∞

z ⊆ Qw. Now, since
w ∈ V ∩ Q ⊆ U ∩ Q, we have TwO∞

z ∩ Fw ⊆ TwQw ∩ Fw ⊆ {0}. Proposition 5.2
now implies that limt→∞ ψ(t, z) exists and is contained in V ⊆ G. Since z ∈ V was
chosen arbitrarily, it follows that every trajectory in V converges to a limit. The
positive invariance of V implies that the limit of every trajectory in V is contained in
V. Since every equilibrium in V ⊂ U is Lyapunov stable relative to G, it follows that
x is semistable relative to G.

(iii) Suppose x is an isolated point of Q, and let U ⊆ G be a relatively open
neighborhood of x such that U ∩ Q = {x}. Then TxQ = {0}, and hence every point
z ∈ U∩Q satisfies TzQ∩Fz ⊆ {0}. By (ii), x is semistable relative to G. Next, consider
the relatively open neighborhood V = {z ∈ G : V (z) < V (x) + ε} of x. Since every
equilibrium in V is contained in Q, we have (U ∩V)∩E = U ∩ (V ∩E) ⊆ U ∩Q = {x}.



1770 SANJAY P. BHAT AND DENNIS S. BERNSTEIN

Since U ∩ V is a relatively open neighborhood of x, it follows that x is an isolated
equilibrium. The result now follows by noting that an isolated equilibrium that is
semistable relative to G is also asymptotically stable relative to G.

Now, suppose x is a local minimizer of V relative to the set K = G\V̇ −1(0). By
(ii) and (iii) of Proposition 6.4, there exists a neighborhood V of x that is open and

bounded relative to G, and such that RV
x ⊆ V −1(V (x)) ∩ V̇ −1(0).

(iv) Suppose Tx(Px ∩ V −1(V (x))) ∩ Fx ⊆ {0}. Then TxRV
x ∩ Fx ⊆ Tx(Rx ∩

V −1(V (x)))∩Fx ⊆ Tx(Px ∩V −1(V (x)))∩Fx ⊆ {0}. It now follows from Proposition
6.3 that x is Lyapunov stable relative to G.

(v) Suppose Tx(Px ∩ V̇ −1(0))∩Fx ⊆ {0}. Then TxRV
x ∩Fx ⊆ Tx(Rx ∩ V̇ −1(0))∩

Fx ⊆ Tx(Px ∩ V̇ −1(0)) ∩ Fx ⊆ {0}. It now follows from Proposition 6.3 that x is
Lyapunov stable relative to G.

(vi) Let U ⊆ G be a relatively open neighborhood of x such that every equilibrium
in U is a local minimizer of V relative to the set K, and every point z in U ∩ Q
satisfies Tz(Qz ∩ V̇ −1(0)) ∩ Fz ⊆ {0}. Without loss of generality, we assume that
V (z) < V (x) + ε for every z ∈ U . Then, for every z ∈ U , Pz ⊆ Qz and hence Tz(Pz ∩
V̇ −1(0))∩Fz ⊆ Tz(Qz ∩ V̇ −1(0))∩Fz ⊆ {0}. It therefore follows from (v) that every
equilibrium in U is Lyapunov stable relative to G. In particular, x is Lyapunov stable
relative to G. By Lyapunov stability of x and local compactness of G, there exists a
positively invariant, relatively open, and relatively bounded neighborhood V ⊂ G of x
such that V ⊂ U . Consider z ∈ V. Then Oz ⊆ V is relatively bounded in G, and hence
by Propositions 5.1 and 5.3, O∞

z ⊆ V is nonempty, connected, and contained in the
largest invariant subset of {w ∈ G : V (w) ≤ V (z)} ⊂ {w ∈ G : V (w) < V (x) + ε} and
hence in Q. Next, let w ∈ O∞

z . Since O∞
z ⊆ Q is connected, it follows that O∞

z ⊆ Qw.
By Proposition 5.3, O∞

z is also contained in V̇ −1(0). Now, since w ∈ V ∩Q ⊆ U ∩Q,
we have TwO∞

z ∩ Fw ⊆ Tw(Qw ∩ V̇ −1(0)) ∩ Fw ⊆ Tw(Qw ∩ V̇ −1(0)) ∩ Fw ⊆ {0}.
Proposition 5.2 now implies that limt→∞ ψ(t, z) exists and is contained in G. Since
z ∈ V was chosen to be arbitrary, it follows that every trajectory in V converges to
an equilibrium in V ⊂ U . Semistability of x relative to G now follows by noting that
every equilibrium in V ⊂ U is Lyapunov stable relative to G.

Example 7.3. In this example, we use Theorem 7.2 to show that every equilibrium
(0, k) of the adaptive closed-loop system (10)–(11) satisfying g′(k) = a+ bk2 cos k > 0
is semistable, where g′ is the derivative of the function g : k �→ ak + b(k2 − 2) sin k +
2bk cos k introduced in Example 3.1.

Suppose k0 ∈ R is such that g′(k0) > 0. Since g′ is continuous, there exist δ > 0
and r > 0 such that g′(k) > r for all k ∈ [k0 − δ, k0 + δ]. In particular, we note that
g is increasing on the interval [k0 − δ, k0 + δ].

We claim that the equilibrium (0, k0) of the system (10)–(11) is semistable. To
show this, consider the Lyapunov function V (y, k) = e−k introduced in Example 5.3,
and let ε = V (0, k0)(e

δ − 1). It is easy to see that the set {(y, k) ∈ R
2 : V (y, k) ≤

V (0, k0) + ε} = {(y, k) ∈ R
2 : k ≥ k0 − δ}. Let Q denote the largest invariant subset

of {(y, k) ∈ R
2 : k ≥ k0 − δ}. Also, recall from Example 5.3 that V̇ (y, k) = −e−ky2

and V̇ −1(0) = {(0, k) : k ∈ R} = E .
Let U : R

2 → R be the function U(y, k) = 1
2y2+g(k), and recall from Example 3.1

that U is weakly proper and U̇ ≡ 0. Choose k1 ∈ (k0, k0 + δ), and let c = U(0, k1) =
g(k1). Note that since g is increasing on [k0, k0 + δ], U(0, k0) = g(k0) < g(k1) = c.
Let U be the connected component of the set {(y, k) ∈ R

2 : U(y, k) < c} containing
(0, k0). The set U is open by continuity and bounded by weak properness of U .
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Moreover, letting ρ denote the projection (y, k) �→ k, the set ρ(U) is a connected
set that contains k0 and does not contain k1 > k0. Hence we conclude that, for
every (y, k) ∈ U , k < k1 < k0 + δ. It follows that every (y, k) ∈ U ∩ Q satisfies
k ∈ [k0 − δ, k0 + δ]. Also, since U is bounded, it follows that there exists Y ≥ 0 such
that every (y, k) ∈ U satisfies |y| ≤ Y .

We claim that U ∩ Q is contained in V̇ −1(0). To see this, consider (y, k) ∈
U ∩ Q, and let τ > 0. By the invariance of Q, there exists (y2, k2) ∈ Q such that
(φ1(τ), φ2(τ)) = (y, k), where φ : R → R

2 denotes the solution of (10)–(11) satisfying
φ(0) = (y2, k2). Since U̇ ≡ 0, U(φ(t)) = U(y, k) < c for every t ∈ [0, τ ]. Since, for
every t ∈ [0, τ ], both (y, k) and φ(t) are contained in the connected subset φ([0, τ ])
of the set {(y, k) : U(y, k) < c}, it follows that φ(t) ∈ U for every t ∈ U . Thus
φ(t) ∈ U ∩ Q for every t ∈ [0, τ ]. Consequently, φ2(t) ∈ [k0 − δ, k0 + δ] for all
t ∈ [0, τ ]. Next we compute d

dt (φ1(t))
2 = −2g′(φ2(t))(φ1(t))

2 so that y2 = (φ2(τ))
2 =

y2
2 exp[−2

∫ τ
0

g′(φ2(t))dt] ≤ Y 2 exp(−2rτ). Since τ > 0 was chosen arbitrarily, it

follows that y = 0. Thus U ∩ Q ⊆ V̇ −1(0).

It was shown in Example 5.3 that, for every (y, k) ∈ V̇ −1(0) such that g′(k) �= 0,
the vector field f defined by the right-hand side of (10)–(11) is nontangent to V̇ −1(0).
Hence, for every point (0, k) ∈ U∩Q, TzQ∩Fz = Tz(U∩Q)∩Fz ⊆ Tz(V̇

−1(0))∩Fz ⊆
{0}. Thus f is nontangent to Q at every point in U ∩ Q. By (ii) of Theorem 7.2, we
conclude that the equilibrium (0, k0) is semistable.

Remark 7.4. It is worthwhile to note that Theorem 7.1 cannot be applied in
Example 7.3 using the Lyapunov function V , because none of the equilibria of the
closed-loop system (10)–(11) are local minimizers of the function V . In fact, the
Lyapunov function V chosen in the example does not have any local minimizers.

Remark 7.5. The convergence of the closed-loop system (10)–(11) is also proved
in [17, p. 46]. However, unlike the proof given in [17], our proof of convergence
given in Example 5.3 is based on Lyapunov analysis. Moreover, in Example 7.3 we
go beyond convergence and identify a class of semistable equilibria for the closed-loop
system.

Remark 7.6. Theorems 7.1 and 7.2 involve hypotheses on the Lyapunov function
and its derivative that are weaker than sign definiteness or sign semidefiniteness. For
instance, in Theorem 7.1 and (iv)–(vi) of Theorem 7.2, the Lyapunov function is
required to have a local nonstrict minimum at the equilibrium point only with respect
to the set of points where the Lyapunov function derivative is negative, while in (i)–(iii)
of Theorem 7.2, the Lyapunov function is not required to have even a local minimum
at the equilibrium point of interest. Consequently, Theorems 7.1 and 7.2 can be used
to deduce stability of all equilibria in a continuum by considering a single Lyapunov
function for all the equilibria. This makes Theorems 7.1 and 7.2 particularly suited
for applications to systems having a continuum of equilibria. Examples 7.1 and 7.3
illustrate these observations.

Our final result is the following corollary of Theorem 7.2.

Corollary 7.3. Suppose V : G → R is a continuous function such that V̇
is defined on G. Let x ∈ E be a global minimizer of V relative to G and a global
maximizer of V̇ relative to G. Let P denote the largest subset of V −1(V (x)) that is
invariant and connected and contains x. Let N denote the largest invariant subset of

V̇ −1(0). Then the following statements hold.

(i) If P = {x}, then x is Lyapunov stable relative to G.
(ii) If x is an isolated point of N , then x is asymptotically stable relative to G.
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Proof. (i) Since x is a global minimizer of V relative to G, it follows that P is
also the largest connected subset of the set {z ∈ G : V (z) ≤ V (x)} that is invariant
and contains x. If P = {x}, then TxP ∩ Fx ⊆ {0}, and hence the result follows from
(i) of Theorem 7.2.

(ii) Since P is an invariant subset of a level set of V , it follows that P ⊆ V̇ −1(0).

Thus P is a connected invariant subset of V̇ −1(0) containing x, and hence P ⊆ N .
Now suppose x is an isolated point of N . Then P = {x}, and hence, by (i), x is
Lyapunov stable relative to G. By Lyapunov stability of x and local compactness of
G, there exists a relatively open, relatively bounded, and positively invariant neigh-
borhood U ⊆ G of x such that U ∩ N = {x}. For every z ∈ U , Oz ⊆ U is relatively
bounded. By Proposition 5.3, for every z ∈ U , O∞

z ⊆ Oz ⊆ U is contained in N .
Since U ∩ N = {x}, it follows that O∞

z = {x} for every z ∈ U . Asymptotic stability
of x now follows.

Remark 7.7. It is interesting to compare (ii) of Corollary 7.3 with the Krasovskii–
LaSalle theorem for asymptotic stability [20, Thm. 14.1]. In the result from [20],
the Lyapunov function and its derivative are assumed to be locally positive definite
and locally negative semidefinite, respectively, at the equilibrium. In other words,
the equilibrium is assumed to be a strict local minimizer for the Lyapunov function
and a local nonstrict maximizer for the Lyapunov function derivative. On the other
hand, Corollary 7.3 assumes the equilibrium to be a global nonstrict minimizer and a
global nonstrict maximizer for the Lyapunov function and its derivative, respectively.
In other words, Corollary 7.3 assumes the Lyapunov function to be only positive
semidefinite globally instead of positive definite locally at the equilibrium. Thus,
both (ii) of Corollary 7.3 and Theorem 14.1 of [20] assert asymptotic stability of the
equilibrium under two alternative and complementary sets of assumptions.

Remark 7.8. It is also interesting to compare Corollary 7.3 with Corollary 7.1.
While Corollary 7.3 requires the equilibrium to be a global minimizer and a global
maximizer of V and V̇ , respectively, Corollary 7.1 requires only that the equilibrium
be a local minimizer and a local maximizer, respectively, of V and V̇ . Thus the
hypotheses of Corollary 7.1 on the Lyapunov function and its derivative are weaker
than those of Corollary 7.3. However, Corollary 7.1 requires the equilibrium point
to be an isolated point of the largest negatively invariant subsets of level sets of V
and V̇ , while Corollary 7.3 requires only that the equilibrium be an isolated point
of the largest invariant subsets of level sets of V and V̇ . Since invariant sets are
also negatively invariant, it is clear that the hypotheses of Corollary 7.3 relating
to invariant subsets are weaker than the corresponding hypotheses in Corollary 7.1.
Thus both corollaries assert Lyapunov and asymptotic stability under alternative and
complementary sets of conditions.

8. Conclusions. This paper introduces convergence and semistability as two
notions of importance in the study of systems having a continuum of equilibria. The
main contribution of this paper has been the introduction of the notion of nontan-
gency and its application in the Lyapunov analysis of systems having a continuum
of equilibria. Positive limit sets and restricted prolongations play a key role in the
application of nontangency to Lyapunov analysis of convergence and stability, respec-
tively. We introduce restricted prolongations in the paper, establish their invariance
properties, and give inclusion results for restricted prolongations in terms of invariant
and negatively invariant subsets of the level and sublevel sets of a Lyapunov function
and its derivative. Using nontangency, we obtain Lyapunov results for convergence,
Lyapunov stability, semistability, and asymptotic stability. The results on Lyapunov
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stability and asymptotic stability involve hypotheses on the Lyapunov function and its
derivative that are weaker than sign definiteness or semidefiniteness. This makes our
results particularly suited for applications to systems having a continuum of equilibria.
The weaker hypotheses on the Lyapunov function and its derivative are supplemented
by assuming nontangency of the vector field to appropriate subsets of the level and
sublevel sets of the Lyapunov function and its derivative. We illustrate the main
results by applying them to an example from chemical kinetics and an example from
adaptive control.

Appendix. Proof of Proposition 4.2. We present here the proof of Propo-
sition 4.2. First, we recall some definitions related to set convergence [2, 26]. Con-
sider a sequence {Wk} of subsets of R

n. The limit superior of the sequence, de-
noted lim supk→∞Wk, is the set of all subsequential limits of sequences {wk} in
R
n such that wk ∈ Wk for every k. The limit inferior of the sequence, denoted

by lim infk→∞Wk, is the set of limits of convergent sequences {wk} in R
n such

that wk ∈ Wk for every k. The sequence {Wk} converges to the set W ⊆ R
n if

W = lim infk→∞Wk = lim supk→∞Wk.
The proof of Proposition 4.2 requires two basic results on set convergence. The

first result is that if {Wk} is a sequence of subsets of a bounded subset of R
n, then

the sequence {Wk} has a subsequence that converges to a nonempty set. This result
follows from Theorem 1.1.7 of [2] and Theorem 4.18 of [26]. The second result is given
by the following lemma.

Lemma A.1. Suppose {Wk} is a sequence of connected subsets of a bounded set
B ⊂ R

n that converges to a set W ⊆ R
n. Then W is connected.

Proof. Suppose W is not connected. Then there exist two disjoint open sets
U ⊆ R

n and V ⊆ R
n such thatW ⊆ U ∪V andW∩U andW∩V are nonempty. Since

W = lim infk→∞Wk, there exist convergent sequences {uk} and {vk} in R
n such that

limk→∞ uk ∈ W ∩ U , limk→∞ vk ∈ W ∩ V and, for every k, uk, vk ∈ Wk. Therefore,
there exists K > 0 such that, for every k > K, Wk ∩ U and Wk ∩ V are nonempty.
Since each Wk is connected, it follows that, for every k > K, there exists wk ∈ Wk

such that wk /∈ U ∪ V. The sequence {wk}∞k=K is contained in B and hence bounded.
Let w be a subsequential limit of the sequence {wk}∞k=K . Since the sequence {wk}∞k=K
is contained in the closed set R

n\(U ∪ V), it follows that w ∈ R
n\(U ∪ V). On the

other hand, w ∈ lim supk→∞Wk =W ⊆ U ∪V, which leads to a contradiction. Hence
we conclude that W is connected.

Proof of Proposition 4.2. Suppose 0 /∈ co Lx. For each k = 1, 2, . . . , let Uk =
{w ∈ R

n : dist(w,Lx) < 1/k}. For every k, Uk is an open set containing Lx, Uk is
compact, and Uk+1 ⊂ Uk. Moreover, ∩kUk = Lx.

For every k, there exists a relatively open neighborhood Vk ⊆ G of x such that,
for every z ∈ Vk\E , ‖f(z)‖−1f(z) ∈ Uk. It is easy to show that, for every k, every
connected component of f(Vk)\{0} is contained in the cone generated by a connected
component of Uk. Hence it follows that, for every k, coco(f(Vk)\{0}) ⊆ coco Uk.
Consequently, Fx ⊆ ∩∞

k=1coco (f(Vk)\{0}) ⊆ ∩∞
k=1coco Uk.

We claim that ∩∞
k=1coco Uk ⊆ coco Lx. To prove this, choose v ∈ ∩∞

k=1coco Uk.
There exist a sequence {αk} in (0,∞) and a sequence {vk} in R

n such that, for every
k, vk ∈ co Uk and

‖v − αkvk‖ <
1

k
.(17)

For each k, let Wk be a connected component of Uk such that vk is contained in
the convex hull of Wk. Each Wk is a subset of the bounded set U1. Hence there
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exists an increasing sequence {kj}∞j=1 of integers such that the subsequence {Wkj}∞j=1

converges. Let W = limj→∞Wkj . Then, by Lemma A.1, W is connected.
Next, consider w ∈ W. There exists a sequence {wj} such that wj ∈ Wkj ⊆ Ukj

for every j, and limj→∞ wj = w. Since {Uk} is a decreasing sequence of sets, for every
k, the sequence {wj} is eventually contained in Uk. Hence w ∈ Uk for every k; that
is, w ∈ ∩kUk = Lx. Since w ∈ W was arbitrary, it follows that W ⊆ Lx. Hence the
connected set W is contained in a connected component of Lx.

By Caratheodory’s theorem [25, Thm. 17.1], for every j, there exist vectors
wi
j ∈ Wkj , i = 1, . . . , n, and scalars λij ∈ [0, 1], i = 1, . . . , n, such that λ1

j+ · · ·+λnj = 1
and

vkj = λ1
jw

1
j + · · ·+ λnj wn

j .(18)

For each i = 1, . . . , n, let λi ∈ [0, 1] and wi be subsequential limits of the bounded
sequences {λij}∞j=1 and {wi

j}∞j=1, respectively. Then, for every i, wi ∈ W, while

λ1 + · · ·+ λn = 1. Let w = λ1w1 + · · ·+ λnwn. Then w ∈ co Lx, and hence w �= 0.
By (18), there exists an increasing sequence {im}∞m=1 of integers such that, for

every m,

‖vim − w‖ <
1

m
.(19)

For every m, (17) implies that αim‖vim‖ ≤ ‖v‖+ i−1
m , while (19) implies that ‖vim‖ ≥

‖w‖−m−1. It therefore follows that, for every m > ‖w‖−1, αim ≤ (‖v‖+ i−1
m )(‖w‖−

m−1)−1. There exists M > 0 such that, for every m > M , i−1
m < ‖v‖ and m−1 <

‖w‖/2. Then, for every m > M , αim ≤ 4‖v‖/‖w‖. It follows that the subsequence
{αim}∞m=1 is bounded. Hence, by choosing subsequences appropriately, we may as-
sume that there exists α ∈ [0,∞) such that, for every m > M , |αim − α| < m−1.
Then, for every m > M , ‖v−αw‖ ≤ ‖v−αimvim‖+αim‖vim −w‖+ |αim −α|‖w‖ ≤
i−1
m +m−1(αim+‖w‖). Since the subsequence {αim}∞m=1 is bounded and the sequence
{im} is divergent, m can be chosen to make the right-hand side of the previous in-
equality arbitrarily small. It follows that v = αw and thus v ∈ coco Lx. The result
now follows.
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Abstract. We consider linear control systems in a Hilbert space over an unbounded time interval
of the form

y′α(t) = (A− αI)yα(t) +Bu(t), t ∈ (−∞, T ],

with bounded control operator B, under appropriate stability assumptions on the operator A. We
study how the space of states reachable at time T depends on the parameter α ≥ 0. We apply the
results to study the dependence on α of the Cameron–Martin spaces of the invariant measures of the
Ornstein–Uhlenbeck processes Xα defined by the equation driven by the Wiener process W :

dXα(t) = (A− αI)Xα(t) dt+B dW (t), t ≥ 0.
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1. Introduction. The aim of this paper is to study some controllability proper-
ties of a linear control system in a Hilbert space H over an unbounded time interval
and to apply these results to study the behavior of the Cameron–Martin space of the
invariant measure for a class of Ornstein–Uhlenbeck stochastic processes in H under
perturbation.

Let us consider a linear control system in H of the form

y′(t) = Ay(t) +Bu(t), t ∈ (−∞, T ],(1.1)

for t varying in a fixed unbounded time interval (−∞, T ], where A is the infinitesimal
generator of a strongly continuous semigroup of operators, B is a bounded operator
from another Hilbert space U to H, and u is a control, which will always be assumed
to belong to the space L2(−∞, T ;U) of square summable functions from (−∞, T ] to
U . The value of T is irrelevant in most of what follows, and we could even replace
T by zero; nevertheless, we will keep the present, slightly more general notation. For
the moment we assume for simplicity that A is exponentially stable, although this
assumption will be relaxed in the following sections. Then the solution of (1.1) can be
defined in a standard way for every control u. The initial condition at −∞ is assumed
to be zero. One defines in an obvious way the space of states reachable at time T over
the interval (−∞, T ], which is denoted by K∞. By straightforward extensions of the
results on a finite time interval, this space can be characterized as the image of the
square root of the operator Q∞ defined by

Q∞h =

∫ ∞

0

etABB∗etA
∗
h dt, h ∈ H.

Thus K∞ = im Q
1/2
∞ . Clearly, this space does not depend on T .
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One of the main results of this paper is a precise description of the behavior of
the space of reachable states for the class of perturbed control systems

y′α(t) = (A− αI)yα(t) +Bu(t), t ∈ (−∞, T ],(1.2)

when the parameter α ranges over [0,∞).
We note that the system (1.2) can be reduced to system (1.1) by the transforma-

tion y(t) = eαtyα(t). This transformation is sometimes called the “exponential shift.”
For control systems on a finite time interval this argument shows that the space of
reachable states does not depend on α. We note, however, that the exponential shift
maps the control u to the function t �→ eαtu(t), which does not necessarily belong
to the space L2(−∞, T ;U) of square summable controls, due to the fact that the
time interval (−∞, T ] is unbounded. Keeping the space of controls fixed, the problem
arises whether the space of reachable sets may change with α. One can also study a
related problem, namely, whether a state which is reachable on (−∞, T ] can also be
reached over a finite time interval [T − r, T ] for some r > 0.

In Theorem 4.1 we give an answer to both questions. Somewhat imprecisely, the
situation is as follows: denoting by Kα∞ the space of reachable states for the perturbed
systems (1.2), it is clear that

0 ≤ α ≤ β implies Kα∞ ⊃ Kβ∞,

possibly with equality. It can happen that Kα∞ are strictly decreasing for all α ≥ 0.
Or it can happen that Kα∞ are strictly decreasing for α less or equal to some critical
value α0, and then they remain unchanged for α > α0; the case α0 = 0 may occur.
Another case can also happen, namely, that Kα∞ do not depend on α. Finally, the
states in Kα∞ can be reached in a finite time interval precisely when a small change
of α does not change the reachable set. See Theorem 4.1 for precise statements. We
also relate the critical value α0 to the norms of some appropriately defined operators;
see Corollary 4.7.

One may ask whether more general perturbations of the original system (1.1)
could affect the space K∞ of reachable states over (−∞, T ]. The results described
above show the (perhaps surprising) fact that even the spaces Kα∞ are very “sensitive”
to perturbations; an arbitrarily small change in the value of α may suffice to change
the space Kα∞. Therefore, one expects that more general perturbations of the original
system (1.1) will have the same effect, unless very stringent conditions are imposed.
That is why we do not address this problem here but rather postpone it to future
study.

We devote section 5 to giving examples where the various possibilities described
above occur and also to studying some important classes of control systems. For
example, we show that the spaces Kα∞ do not depend on α if the system is finite-
dimensional or exactly null controllable.

In connection with all the properties and problems discussed so far, instead of the
set of reachable states one may consider the set of approximately reachable states. In
strong contrast with the previous results, the space of approximately reachable states
for system (1.2) turns out to be independent of α; see section 4.3.

We believe that the previous results have an intrinsic interest, since they address
basic structural properties of linear control systems, but our interest in this question
arose from some probabilistic motivation, which we now shortly describe.
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Let us consider the following stochastic evolution equation of Itô type:{
dX(t) = AX(t) dt +B dW (t), t ≥ 0,
X(0) = X0,

where W is a (cylindrical) Wiener process in a filtered probability space (Ω,F ,P, (Ft))
and X0 is a gaussian F0-measurable random variable with values in H. Assuming the
finite trace condition

Trace Q∞ <∞,

one can show that the equation uniquely defines a gaussian process X and that the
centered gaussian measure µ with covariance operator Q∞ is invariant for the process
X. For these facts we refer to [8] and to the discussion in section 6. The process
X is called the (nonsymmetric) Ornstein–Uhlenbeck process and has been intensively
studied in recent years; see [3, 4, 5, 6, 13, 14].

Associated to the centered gaussian measure µ is the so-called Cameron–Martin
space; see, e.g., [1]. It is the subspace of H consisting of all vectors h such that the
image measure of µ under the mapping x → x + h, x ∈ H, is absolutely continuous
with respect to µ. The corresponding Radon–Nikodym density is then called the
logarithmic derivative of µ along h. The Cameron–Martin space plays a basic role
in the construction of the Sobolev classes of functions over the measure space (H,µ)
(see [1]), in the definition and properties of the associated Dirichlet forms (see [2],
[17]), and in the subsequent constructions needed for the analysis of the stochastic
process X (see the references on the Ornstein–Uhlenbeck process cited above). It turns

out that the Cameron–Martin space of µ coincides with imQ
1/2
∞ and hence with the

space of reachable states K∞ for the control system (1.1). So our results can be
applied to study how the Cameron–Martin space behaves under perturbation of the
Ornstein–Uhlenbeck process. Thus, for α ≥ 0, we consider the perturbed processes
Xα solution of {

dXα(t) = (A− αI)Xα(t) dt +B dW (t), t ≥ 0,
Xα(0) = X0,

and we consider the corresponding gaussian invariant measures µα. Since the Cameron–
Martin space of µα coincides with Kα∞, our results give information on the dependence
of the Cameron–Martin space of µα on α.

The plan of the paper is as follows: Section 2 is devoted to some preliminary
technical facts. Section 3 contains the standing assumptions and some preliminary
results on control systems on unbounded time intervals. Section 4 contains the main
results, Theorem 4.1 and Corollary 4.7, while section 5 is devoted to examples. Finally,
in section 6 it is shown how to apply results to the Ornstein–Uhlenbeck process.

2. Some notation and technical tools. Let H and U be separable Hilbert
spaces, over the real or complex field, with norm and scalar product denoted by | · |,
〈·〉. We use ‖ · ‖ to denote the operator norm. Later we will consider H as the state
space of a control system and U as the space of control parameters.

We start by recalling a few facts on Hilbert space valued integrals.
Let I be an interval in the real line and f : I → H a Borel measurable function. It

is well known that f is integrable (in the sense of Bochner) if and only if
∫
I
|f(t)| dt <

∞. To allow more generality, in the following we will use the concept of weak integrals,
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and so we are going to recall the definition and some of its elementary properties; for
more on this subject the reader may consult, e.g., [9]. We say that f is weakly
integrable if

∫
I
|〈f(t), h〉| dt < ∞ for every h ∈ H and there exists a (necessarily

unique) element of H, denoted
∫
I
f(t) dt, such that

〈∫
I

f(t) dt, h

〉
=

∫
I

〈f(t), h〉 dt, h ∈ H.

If f is Bochner integrable, then
∫
I
f(t) dt coincides with the Bochner integral. The

definition of weak integrability, as stated above, is slightly redundant, as shown by
the following well-known lemma that will be useful in what follows; see, for example,
[10, 9].

Lemma 2.1. If f : I → H is Borel measurable and
∫
I
|〈f(t), h〉| dt <∞ for every

h ∈ H, then f is weakly integrable.
In the following sections we will systematically use the following lemma, whose

proof can be found in [7] or [21].
Lemma 2.2. Let H, U , Z be Hilbert spaces, and let A : U → H and B : Z → H

be bounded linear operators. Then the inclusion between the images

im A ⊂ im B

holds if and only if there exists c > 0 such that

|A∗h| ≤ c|B∗h|, h ∈ H.

In this case, denoting by B−1 the pseudoinverse of B, we have ‖B−1A‖ ≤ c.
In particular, if we define Q = BB∗, then im B = im Q1/2 and, denoting Q−1/2

the pseudoinverse of Q1/2, we have ‖B−1Q1/2‖ = ‖Q−1/2B‖ = 1.

3. Assumptions and preliminaries. Throughout the paper the following as-
sumptions are assumed to hold.

Hypothesis 3.1.
(i) H and U are separable Hilbert spaces.
(ii) The operator A is the generator of a strongly continuous semigroup {etA, t ≥

0} of bounded linear operators in H. B is a bounded linear operator from U
to H.

(iii) We have ∫ ∞

0

|B∗etA
∗
x|2dt <∞, x ∈ H.(3.1)

We remark that the validity of (3.1) does not imply that the operator A is
exponentially stable. Condition (3.1) has received a fair amount of attention in
some of the recent literature. At least in the case when U = R (and therefore
B∗ maps H to R), in several cases condition (3.1) is equivalent to a bound of the
form |B∗(sI − A∗)−1|H∗ ≤ c/

√
Re s for complex s with Re s > 0; see, for instance,

[15, 20, 16].
Let us consider a control system in H on a finite time interval. We shortly recall

some usual definitions and properties, mainly to fix notation. For further details we
refer the reader to any treatise on infinite-dimensional control theory, for instance, [7]
or [21].
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We will consider a control system on a time interval of length r > 0, with initial
condition h ∈ H, formally:

y′(t) = Ay(t) +Bu(t), t ∈ [T − r, T ], y(T − r) = h.(3.2)

Here T is an arbitrary fixed real number; the choice of the time interval [T − r, T ]
allows us to conform with some notation that will be introduced later, when dealing
with the unbounded time interval (−∞, T ].

When referring to (3.2), we take as the space of controls the space L2(T −r, T ;U)

of all Borel measurable functions u : [T − r, T ] → U satisfying
∫ T
T−r |u(t)|2dt < ∞.

L2(T − r, T ;U) will be endowed with its usual Hilbert norm. The solution y : [T −
r, T ]→ H of (3.2), or the trajectory corresponding to a control u, is defined as

y(t) = e(t−T+r)Ah +

∫ t

T−r
e(t−s)ABu(s) ds, t ∈ [T − r, T ],

and the space Kr of states reachable from zero in time r (in short, the space of
reachable states) is defined as the set of all elements y(T ), as u spans the space of
controls and h = 0. The space Kr therefore coincides with the image of the so-called
controllability operator Lr : L2(T − r, T ;U) → H defined by

Lru =

∫ T

T−r
e(T−s)ABu(s) ds, u ∈ L2(−∞, T ;U).

The gramian operator is defined by

Qrh =

∫ r

0

etABB∗etA
∗
h dt, h ∈ H,

and we have LrL∗
r = Qr and Kr = im Lr = im Q

1/2
r . Clearly, Ks ⊂ Kr for 0 < s < r.

In the case of a finite time interval considered so far, the assumption (3.1) is not
needed, and all the indicated integrals are Bochner integrals.

Now, for fixed T ∈ R, we consider the following control system in H on the
unbounded time interval (−∞, T ]:

y′(t) = Ay(t) +Bu(t), t ∈ (−∞, T ], y(−∞) = 0.(3.3)

This expression is only formal, but now we proceed to giving rigorous definitions.
We define a control as an element of L2(−∞, T ;U), i.e., a Borel measurable function

u : (−∞, T ] → U satisfying
∫ T
−∞ |u(t)|2dt < ∞. L2(−∞, T ;U) will be endowed with

its usual Hilbert norm. A trajectory of the control system (3.3), corresponding to the
control u, is by definition the function

y(t) =

∫ t

−∞
e(t−s)ABu(s) ds, t ∈ (−∞, T ].(3.4)

We note that, for every h ∈ H,∫ t

−∞
|〈e(t−s)ABu(s), h〉| ds ≤

∫ t

−∞
|u(s)| |B∗e(t−s)A∗

h| ds

≤
(∫ t

−∞
|u(s)|2 ds

)1/2(∫ t

−∞
|B∗e(t−s)A∗

h|2 ds

)1/2

=

(∫ t

−∞
|u(s)|2 ds

)1/2(∫ ∞

0

|B∗esA
∗
h|2 ds

)1/2

,
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and the right-hand side is finite by the assumption (3.1). It follows that y(t) is well
defined as a weak integral by Lemma 2.1.

We define the space of reachable states K∞ as the set of all elements y(T ), as u
spans the space of controls. The space K∞ therefore coincides with the image of the
operator L∞ : L2(−∞, T ;U)→ H defined as

L∞u =

∫ T

−∞
e(T−s)ABu(s) ds, u ∈ L2(−∞, T ;U).

We may call L∞ the extended controllability operator. The adjoint operator L∗
∞ :

H → L2(−∞, T ;U) is easily computed: for h ∈ H, L∗
∞h is the function

L∗
∞h(s) = B∗e(T−s)A∗

h, s ∈ (−∞, T ].

In particular, we find

L∞L∗
∞h =

∫ T

−∞
e(T−s)ABB∗e(T−s)A∗

h ds =

∫ ∞

0

etABB∗etA
∗
h ds,

which is a well-defined weak integral. So we can define the extended gramian operator

Q∞h =

∫ ∞

0

etABB∗etA
∗
h dt, h ∈ H,

and conclude that

L∞L∗
∞ = Q∞,

which implies that Q∞ is a bounded nonnegative self-adjoint operator in H and, by

Lemma 2.2, that the space K∞ coincides with the image of Q
1/2
∞ .

The reader may note that these are immediate extensions of the corresponding
notions for systems on a finite time interval.

4. Perturbed systems: Main result. In this section Hypothesis 3.1 is still in
force. Our main concern will be to investigate the behavior of the space of reachable
states when the system (3.3) is perturbed by replacing the operator A with A − αI,
where α ≥ 0. Note that (3.1) holds with A replaced by A− αI since α ≥ 0. We still
keep L2(−∞, T ;U) as the space of controls.

Thus we are considering the family of control systems written formally

y′α(t) = (A− αI)yα(t) +Bu(t), t ∈ (−∞, T ], yα(−∞) = 0.(4.1)

We note that A − αI is the generator of the semigroup {e−αtetA, t ≥ 0}. Ac-
cording to the previous definitions, for the perturbed control system (4.1) the space of

reachable states Kα∞ is defined as the image of the operator L(α)
∞ : L2(−∞, T ;U)→ H

given by

L(α)
∞ u =

∫ T

−∞
e−α(T−s)e(T−s)ABu(s) ds, u ∈ L2(−∞, T ;U).

The extended gramian operator for (4.1) is

Q(α)
∞ h =

∫ ∞

0

e−2αtetABB∗etA
∗
h dt, h ∈ H,(4.2)
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and we have L(α)
∞ (L(α)

∞ )∗ = Q
(α)
∞ and Kα∞ = im L(α)

∞ = im (Q
(α)
∞ )1/2 as before.

Note that K0
∞ = K∞, L(0)

∞ = L∞, Q
(0)
∞ = Q∞. We also note that for 0 ≤ α <

β the inequality Q
(β)
∞ ≤ Q

(α)
∞ is obvious, and by Lemma 2.2 this implies Kβ∞ =

im (Q
(β)
∞ )1/2 ⊂ im (Q

(α)
∞ )1/2 = Kα∞.

We may also consider the perturbed system on a bounded time interval; formally,
for r > 0,

y′α(t) = (A− αI)yα(t) +Bu(t), t ∈ [T − r, T ], yα(T − r) = 0.

However, the space of reachable states for this system clearly does not depend on α
and is equal to the image of the operators Lr introduced above, since the exponential
shift, described in the introduction, leaves the space L2(T − r, T ;U) unchanged.

So far the following inclusions have been (trivially) verified: for 0 ≤ α < β and
0 < s < r we have

Kα∞ ⊃ Kβ∞ ⊃ Kr ⊃ Ks.

Our main result is the following.
Theorem 4.1. Assume Hypothesis 3.1. Then one and only one of the following

situations occurs.
(i) We have

Kα∞ = Kβ∞ whenever 0 ≤ α < β.

Moreover, there exists r > 0 such that Kr = Kα∞ for every α ≥ 0.
(ii) There exists α0 ∈ [0,∞] such that

Kγ1∞ � Kγ2∞ � Kα0∞ � Kβ1∞ = Kβ2∞

whenever 0 ≤ γ1 < γ2 < α0 < β1 < β2.
Moreover, given α ≥ 0, there exists r > 0 such that Kr = Kα∞ if and only if
α0 <∞ and α > α0.

Remark 4.2. In the extreme cases α0 = 0 and α0 = +∞, part (ii) of Theorem
4.1 is understood as follows:

(a) If α0 = 0, then K0
∞ � Kβ1∞ = Kβ2∞ for 0 < β1 < β2 <∞.

(b) If α0 = +∞, then Kγ1∞ � Kγ2∞ for 0 ≤ γ1 < γ2 <∞.
We remark that Kα∞ is not defined for α = +∞.

We may rephrase the statement of the theorem by saying that there are only two
mutually exclusive cases: (1) the reachability spaces Kα∞ are all equal for all values of
the parameter α ≥ 0; (2) the reachability spaces Kα∞ coincide for α larger than some
critical value α0, but Kα∞ are all distinct for α ∈ [0, α0] (and strictly larger than Kα∞,
α > α0). Moreover, in case 1 the states reachable in an unbounded time interval can
also be reached in a finite time interval, independently of the value of α. In case 2
the states in Kα∞ can be reached in a finite time interval if and only if α > α0.

In section 5 we will give examples to show that cases (i) and (ii) of Theorem 4.1
may occur and, in case (ii), each of the possibilities α0 = 0, 0 < α0 < ∞, α0 = ∞
may occur.

In section 4.1 we collect some preliminary results for the proof of Theorem 4.1;
the proof is presented in section 4.2.
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4.1. Some auxiliary operators. The proof of Theorem 4.1 is based on some
properties of the operators

S0(t) = Q−1/2
∞ etAQ1/2

∞ , t ≥ 0,

that we are going to study in this subsection. These operators have been introduced
independently in [11] and [3]. The following result, proved in these papers, shows
in particular that S0(t) are everywhere defined bounded linear operators on H, with
norm less or equal to 1. We report the proof for completeness, with some simplifica-
tions contained in [12].

Proposition 4.3. Assume Hypothesis 3.1. For every t > 0 we have

im (etAQ1/2
∞ ) ⊂ imQ1/2

∞ and ‖Q−1/2
∞ etAQ1/2

∞ ‖ ≤ 1.(4.3)

Moreover, the following conditions are equivalent:
(i) ‖S0(t)‖ < 1;

(ii) im Q
1/2
∞ = im Q

1/2
t .

Proof. By Lemma 2.2, in order to prove (4.3), it suffices to show

|Q1/2
∞ etA

∗
x|2 ≤ |Q1/2

∞ x|2, x ∈ H,

i.e., etAQ∞etA
∗ ≤ Q∞. This follows from the definition of Q∞, since

etAQ∞etA
∗
=

∫ ∞

0

e(t+s)ABB∗e(t+s)A∗
ds =

∫ ∞

t

erABB∗erA
∗
dr = Q∞ −Qt ≤ Q∞.

(4.4)

Equation (4.3) is now proved.

First note that Qt ≤ Q∞, so by Lemma 2.2 the inclusion im Q
1/2
t ⊂ im Q

1/2
∞

always holds. By Lemma 2.2 again, (i) holds if and only if there exists α ∈ (0, 1) such
that

|Q1/2
∞ etA

∗
x|2 ≤ α|Q1/2

∞ x|2, x ∈ H.

Now note that (4.4) implies

|Q1/2
∞ etA

∗
x|2 = 〈(Q∞ −Qt)x, x〉,

so (i) holds if and only if

〈(Q∞ −Qt)x, x〉 ≤ α〈Q∞x, x〉, x ∈ H,

or

〈Q∞x, x〉 ≤ (1− α)−1〈Qtx, x〉, x ∈ H.

By Lemma 2.2 this is equivalent to im Q
1/2
∞ ⊂ im Q

1/2
t .

The following proposition is the main step toward the proof of Theorem 4.1.
Proposition 4.4. Assume Hypothesis 3.1.
(i) If there exists r > 0 such that ‖S0(r)‖ < 1, then for every α > 0 there exists

c > 0 such that cQ∞ ≤ Q
(α)
∞ .

(ii) If there exist c > 0 and α > 0 such that cQ∞ ≤ Q
(α)
∞ , then there exists r > 0

such that ‖S0(r)‖ < 1.
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Proof. We first note the identity, for h ∈ H and r > 0,∫ r

0

|B∗etA
∗
h|2dt = |Q1/2

∞ h|2 − |Q1/2
∞ erA

∗
h|2,(4.5)

which follows from the computation∫ r

0

|B∗etA
∗
h|2dt =

∫ ∞

0

|B∗etA
∗
h|2dt−

∫ ∞

r

|B∗etA
∗
h|2dt

= |Q1/2
∞ h|2 −

∫ ∞

0

|B∗etA
∗
erA

∗
h|2dt

= |Q1/2
∞ h|2 − |Q1/2

∞ erA
∗
h|2.

Let us prove (i). We have

〈Q(α)
∞ h, h〉 =

∫ ∞

0

e−2αt|B∗etA
∗
h|2dt ≥ e−2αr

∫ r

0

|B∗etA
∗
h|2dt,

and using (4.5) we obtain

|(Q(α)
∞ )1/2h|2 ≥ e−2αr(|Q1/2

∞ h|2 − |Q1/2
∞ erA

∗
h|2).

Since Q
1/2
∞ erA

∗
h = S0(r)

∗Q1/2
∞ h, we arrive at

|(Q(α)
∞ )1/2h|2 ≥ e−2αr(1− ‖S0(r)‖2)|Q1/2

∞ h|2,
and the conclusion follows with c = e−2αr(1− ‖S0(r)‖2).

Now we prove (ii). We can assume c < 1. We have

|Q1/2
∞ erA

∗
h|2 =

∫ ∞

0

|B∗etA
∗
erA

∗
h|2dt =

∫ ∞

r

|B∗etA
∗
h|2dt ≥ e2rα

∫ ∞

r

e−2tα|B∗etA
∗
h|2dt

= e2rα

∫ ∞

0

e−2tα|B∗etA
∗
h|2dt− e2rα

∫ r

0

e−2tα|B∗etA
∗
h|2dt

= e2rα|(Q(α)
∞ )1/2h|2 − e2rα

∫ r

0

e−2tα|B∗etA
∗
h|2dt

≥ e2rα|(Q(α)
∞ )1/2h|2 − e2rα

∫ r

0

|B∗etA
∗
h|2dt.

By assumption we have |(Q(α)
∞ )1/2h|2 ≥ c|Q1/2

∞ h|2, and using (4.5) we obtain

|Q1/2
∞ erA

∗
h|2 ≥ c e2rα|Q1/2

∞ h|2 − e2rα(|Q1/2
∞ h|2 − |Q1/2

∞ erA
∗
h|2)

or

|Q1/2
∞ erA

∗
h|2 ≤ (1− c) e2rα(e2rα − 1)−1|Q1/2

∞ h|2.
Choosing r > 0 so large that γ := (1− c) e2rα(e2rα − 1)−1 < 1, and noting again that

Q
1/2
∞ erA

∗
h = S0(r)

∗Q1/2
∞ h, we obtain

|S0(r)
∗Q1/2

∞ h|2 ≤ γ|Q1/2
∞ h|2, h ∈ H.

This proves that |S0(r)
∗k|2 ≤ γ|k|2 for k ∈ imQ

1/2
∞ . Since, however, by its definition,

S0(r)k = 0 for k in the kernel of Q
1/2
∞ , which is the orthogonal subspace to imQ

1/2
∞ ,
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it follows that |S0(r)
∗k|2 ≤ γ|k|2 for every k ∈ H, which proves that ‖S0(r)‖2 ≤

γ < 1.
Replacing A with A − αI in the definition of S0(t), we get a different family of

operators that we will denote S
(α)
0 (t), namely,

S
(α)
0 (t) = e−αt(Q(α)

∞ )−1/2etA(Q(α)
∞ )1/2, t ≥ 0, α ≥ 0.(4.6)

Note that S
(0)
0 (t) = S0(t). As an immediate consequence of the properties enjoyed by

S0(t), we obtain the following result.
Corollary 4.5. Assume Hypothesis 3.1 and let α ≥ 0.

(i) If there exists r > 0 such that ‖S(α)
0 (r)‖ < 1, then for every β > α there exists

c > 0 such that cQ
(α)
∞ ≤ Q

(β)
∞ .

(ii) If there exist c > 0 and β > α such that cQ
(α)
∞ ≤ Q

(β)
∞ , then there exists r > 0

such that ‖S(α)
0 (r)‖ < 1.

(iii) If there exist α ≥ 0 and r > 0 such that ‖S(α)
0 (r)‖ < 1, then for every β > α

there exists s > 0 such that ‖S(β)
0 (s)‖ < 1.

Proof. To prove points (i) and (ii) it suffices to apply Proposition 4.4, replacing
A and α with A− αI and β − α, respectively.

To prove point (iii) take β1 > β. Then by point (i) (with β1 instead of β) there

exists c > 0 such that cQ
(α)
∞ ≤ Q

(β1)∞ . By point (ii) (with β instead of α) there exists

s > 0 such that ‖S(β)
0 (s)‖ < 1.

Lemma 4.6. Assume Hypothesis 3.1 and suppose that ‖S(α)
0 (r)‖ < 1 for some

α > 0 and r > 0. Then for all γ ∈ (0, α) sufficiently close to α we have ‖S(γ)
0 (r)‖ < 1.

Proof. We claim that if γ ∈ (0, α) is sufficiently close to α, then there exists c > 0
such that

Q(γ)
∞ ≤ cQ(α)

∞ .(4.7)

Assume the claim for a moment. Since the opposite inequality Q
(γ)
∞ ≥ Q

(α)
∞ is obvious,

we conclude by Lemma 2.2 that im (Q
(α)
∞ )1/2 = im (Q

(γ)
∞ )1/2. Since we assume

‖S(α)
0 (r)‖ < 1, we can apply Proposition 4.3 (replacing A with A− αI) and conclude

that im (Q
(α)
∞ )1/2 = im (Q

(α)
r )1/2. Since the latter space is clearly identical to

im (Q
(γ)
r )1/2, we also have im (Q

(γ)
r )1/2 = im (Q

(γ)
∞ )1/2, and applying Proposition

4.3 again (replacing A with A− γI) we conclude that ‖S(γ)
0 (r)‖ < 1, and the lemma

is proved.
It remains to prove (4.7). For 0 ≤ γ < α and h ∈ H,

〈etAQ(α)
∞ etA

∗
h, h〉 =

∫ ∞

0

|B∗e(t+s)A∗
h|2e−2αsds = e2αt

∫ ∞

t

|B∗esA
∗
h|2e−2αsds.

Integrating by parts, we have, for T > 0,∫ T

0

e−2γt〈etAQ(α)
∞ etA

∗
h, h〉 dt

=

∫ T

0

e2(α−γ)t
∫ ∞

t

|B∗esA
∗
h|2e−2αs ds dt

=
e2(α−γ)T

2(α− γ)

∫ ∞

T

|B∗esA
∗
h|2e−2αsds− 1

2(α− γ)
〈Q(α)

∞ h, h〉

+
1

2(α− γ)

∫ T

0

e−2γt|B∗etA
∗
h|2dt.
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Since

e2(α−γ)T
∫ ∞

T

|B∗esA
∗
h|2e−2αsds ≤

∫ ∞

T

|B∗esA
∗
h|2e−2γsds→ 0

as T →∞, we arrive at the identity

2(α− γ)

∫ ∞

0

e−2γt〈etAQ(α)
∞ etA

∗
h, h〉 dt = 〈Q(γ)

∞ h, h〉 − 〈Q(α)
∞ h, h〉.

We note that 〈etAQ(α)
∞ etA

∗
h, h〉 = e2αt〈(Q(α)

∞ )1/2S
(α)
0 (t)S

(α)
0 (t)∗(Q(α)

∞ )1/2h, h〉, so if
we define

Rh = 2(α− γ)

∫ ∞

0

e2(α−γ)tS(α)
0 (t)S

(α)
0 (t)∗h dt, h ∈ H,

and we assume for a moment that R is a well-defined bounded linear operator, we
conclude that

〈(Q(α)
∞ )1/2R(Q(α)

∞ )1/2h, h〉 = 〈Q(γ)
∞ h, h〉 − 〈Q(α)

∞ h, h〉,

and consequently Q
(γ)
∞ ≤ (1 + ‖R‖)Q(α)

∞ , which proves (4.7). To show that R is well

defined, we first note that the family {S(α)
0 (t), t ≥ 0} is a contraction semigroup,

and since we assume that ‖S(α)
0 (r)‖ < 1 for some r > 0, it follows easily that there

exist M,ω > 0 such that ‖S(α)
0 (t)‖ ≤ M e−ωt for every t > 0. If α − γ < ω,

then the integral defining R is convergent (as a Bochner integral). This finishes the
proof.

4.2. Proof of Theorem 4.1. During the proof we repeatedly use the following
properties proved above: for 0 ≤ α < β and r > 0

Kα∞ = im (Q(α)
∞ )1/2, Kr = im Q1/2

r , Kα∞ ⊃ Kβ∞ ⊃ Kr.(4.8)

We consider two mutually exclusive cases (i) and (ii).
Case (i). Suppose that we have ‖S0(r)‖ < 1 for some r > 0.

By Proposition 4.4 (i) and Lemma 2.2 we have im Q
1/2
∞ ⊂ im (Q

(α)
∞ )1/2 for all

α ≥ 0 or, equivalently, K∞ ⊂ Kα∞ so that in fact K∞ = Kα∞ for all α ≥ 0. Applying

Proposition 4.3, we also have K∞ = im Q
1/2
∞ = im Q

1/2
r = Kr.

Case (ii). Suppose ‖S0(r)‖ = 1 for every r > 0.
We define

J = {α ≥ 0 : ‖S(α)
0 (r)‖ = 1 for every r > 0}, α0 = supJ.

Note that the set J contains at least α = 0, so α0 is well defined and 0 ≤ α0 ≤ ∞.
By Corollary 4.5 (iii) only the following cases can occur:

(a) α0 = 0, J = {0};
(b) 0 < α0 <∞, J = [0, α0];
(c) α0 =∞, J = [0,∞).

Note that the case 0 < α0 <∞, J = [0, α0) is impossible by Lemma 4.6.
Suppose 0 ≤ γ1 < γ2 < α0 ≤ ∞. Assume by contradiction that Kγ1∞ = Kγ2∞

(respectively, that α0 < ∞ and Kγ2∞ = Kα0∞ ). Then by (4.8) and Lemma 2.2 we have

cQ
(γ1)∞ ≤ Q

(γ2)∞ (respectively, cQ
(γ2)∞ ≤ Q

(α0)∞ ) for some c > 0, and Corollary 4.5 (ii)
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implies that there exists r > 0 such that ‖S(γ1)
0 (r)‖ < 1 (respectively, ‖S(γ2)

0 (r)‖ <
1), which contradicts the definition of α0. Next note that the equality Kγ2∞ = Kr
(respectively, α0 <∞ and Kα0∞ = Kr) cannot hold for any r > 0 since by Proposition
4.3, applied to A− γ2I instead of A (respectively, applied to A−α0I instead of A), it

would imply that ‖S(γ2)
0 (r)‖ < 1 (respectively, ‖S(α0)

0 (r)‖ < 1), which is impossible.
Now suppose that 0 ≤ α0 < β1 < β2 < ∞. Assume by contradiction that

Kα0∞ = Kβ1∞ . Then by (4.8) and Lemma 2.2 we have cQ
(α0)∞ ≤ Q

(β1)∞ , and Corollary

4.5 (ii) implies that there exists r > 0 such that ‖S(α0)
0 (r)‖ < 1, which is impossible.

Next note that by the definition of α0 there exists r > 0 such that ‖S(β1)
0 (r)‖ < 1.

By Corollary 4.5 (i) and Lemma 2.2 we have im (Q
(β1)∞ )1/2 ⊂ im (Q

(β2)∞ )1/2 or,
equivalently, Kβ1∞ ⊂ Kβ2∞ so that in fact Kβ1∞ = Kβ2∞ . Finally, applying Proposition 4.3

(with A− β1I instead of A), we also have Kβ1∞ = im (Q
(β1)∞ )1/2 = im Q

1/2
r = Kr.

Theorem 4.1 is now completely proved.
This proof also describes a criterion to decide which case in Theorem 4.1 occurs,

as well as the value of α0.
Corollary 4.7. Assume Hypothesis 3.1. Let Q

(α)
∞ and S

(α)
0 be defined by (4.2)

and (4.6), respectively. Case (ii) in Theorem 4.1 occurs if and only if the set

J = {α ≥ 0 : ‖S(α)
0 (r)‖ = 1 for every r > 0}

is nonempty, and then α0 = supJ ∈ [0,∞].

4.3. Approximately reachable states. If the concept of reachability used so
far is replaced by approximate reachability, then the behavior of the perturbed system
(4.1) is completely different. This is a well-known fact, but we prefer to report a direct
proof in this short section since it is often used in a rather implicit way and it is not
easy to find a reference (see, however, Chapter 9 of [19]).

First, let us consider the control system (3.2) and define Hr, the space of approx-
imately reachable states from zero in time r, as the set of all elements k ∈ H such
that for all ε > 0 there exists a control u ∈ L2(T − r, T ;U) such that |y(T )− k| < ε,
where y denotes the corresponding trajectory of system (3.2) with h = 0.

In an analogous way we define the space H∞ as the space of approximately reach-
able states over the unbounded time interval (−∞, T ] for system (3.3), corresponding
to controls u ∈ L2(−∞, T ;U).

For the perturbed system

y′α(t) = (A− αI)yα(t) +Bu(t),(4.9)

with α ≥ 0, the spaces of approximately reachable states will be denoted by Hαr and
Hα∞, respectively, for the case of a bounded time interval and an unbounded one.
Clearly, Hαr = Hr.

We claim that Hα∞ = ∪rHr for all α, so, in particular, Hα∞ is independent of α.
To prove the claim, let us take an element k ∈ Hα∞; we want to prove that there

exists a suitable r such that k ∈ Hαr = Hr. In fact, by definition of the trajectory of
a control system (compare with formula (3.4)) and by assumption (3.1), we have that
for all ε > 0 there exists r > 0 so large that |yα(T )− ỹα(T )| < ε, where ỹα denotes the
trajectory of the system (4.9), starting from zero at time T − r, driven by the control
ũ ∈ L2(T − r, T ;U) which coincides with u on [T − r, T ]. By triangular inequality we
conclude that k ∈ Hαr , and the claim is proved.
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5. Examples and remarks. The aim of this section is to show that all the
situations in the statement of Theorem 4.1 may occur, namely, case (i) or case (ii)
with α0 = 0 or 0 < α0 < ∞ or α0 = ∞. The value of α0 is difficult to compute in

general, since it is defined in terms of the semigroup S
(α)
0 (compare with Corollary

4.7) and not in terms of A and B. Nevertheless, in some interesting cases we do
have explicit solutions to the problem. We also discuss the relevance of Theorem 4.1
to special classes of systems—for instance, the finite-dimensional systems or the null
controllable ones.

5.1. Case (i) of Theorem 4.1.

5.1.1. The finite-dimensional case.
Corollary 5.1. Assume that Hypothesis 3.1 holds and that dim H <∞. Then

case (i) of Theorem 4.1 occurs and Kα∞ = Kt for every t > 0 and α ≥ 0.
Thus every state reachable in an unbounded time interval (no matter what the

value of α is) can be reached in an arbitrarily small time t > 0.
Proof. We claim that

im Q1/2
∞ = im Q

1/2
t , t > 0.(5.1)

Since im Q
1/2
∞ = K∞, case (i) of Theorem 4.1 occurs, and the reachability spaces Kα∞

coincide for all α ≥ 0 and in fact they coincide with Kt for every t > 0.
To prove the claim we note that if dim H < ∞, then (5.1) is equivalent to

kerQ
1/2
∞ = kerQ

1/2
t (ker denotes of course the kernel of an operator). Clearly,

kerQ
1/2
∞ ⊂ kerQ

1/2
t . Conversely, if Q

1/2
t h = 0 for some h ∈ H, then Qth = 0

and Q1/2esAh = 0 for every s ∈ [0, t]. By analyticity, Q1/2esAh = 0 for every s ≥ 0.

This implies Q∞h = 0 and consequently Q
1/2
∞ h = 0.

5.1.2. Exactly null controllable systems.
Corollary 5.2. Assume that Hypothesis 3.1 holds and that there exists r > 0

such that

im erA ⊂ im Q1/2
r .(5.2)

Then case (i) of Theorem 4.1 occurs and in fact Kα∞ = Kr for every α ≥ 0.
It is well known that (5.2) is equivalent to the exact null controllability property in

time r, defined as follows: for every h ∈ H there exists a control u ∈ L2([T − r, T ];U)
such that the trajectory of the control system

y′(t) = Ay(t) +Bu(t), t ∈ [T − r, T ], y(T − r) = h,

satisfies y(T ) = 0 (see, e.g., [7], [21]). The pair (A,B) is then called a null controllable
pair (in time r). It is also well known that this property holds if B = I (for every
r > 0).
Proof. We claim that (5.2) implies

im Q1/2
∞ = im Q1/2

r .(5.3)

Then it follows from Proposition 4.3 that ‖S0(r)‖ < 1 and by Corollary 4.7 we con-
clude that case (i) in Theorem 4.1 occurs.

The claim is proved in [8, Theorem 11.13], but we nevertheless include the follow-

ing simpler proof. First note that the inequality Qr ≤ Q∞ implies that im Q
1/2
r ⊂
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im Q
1/2
∞ by Lemma 2.2. Next note that the inclusion (5.2) implies that the opera-

tor Γr := Q
−1/2
r erA is everywhere defined, and since it is closed, it is also bounded,

by the closed graph theorem. From the definition of Q∞ it is easy to obtain the

identity erAQ∞erA
∗
+ Qr = Q∞, and it follows that Q

1/2
r (ΓrQ∞Γ∗

r + I)Q
1/2
r = Q∞,

which implies |Q1/2
∞ x|2 ≤ (1 + ‖ΓrQ∞Γ∗

r‖)|Q1/2
r x|2, x ∈ H, and so, by Lemma 2.2,

im Q
1/2
∞ ⊂ im Q

1/2
r , and (5.3) is proved.

5.1.3. A special case.
Corollary 5.3. Suppose that Hypothesis 3.1 holds and that, setting Q = BB∗,

we have

im etAQ1/2 ⊂ im Q1/2 and ‖Q−1/2etAQ1/2‖ ≤Me−βt, t ≥ 0,(5.4)

for some constants β > 0, M > 0. Then case (i) of Theorem 4.1 occurs and Kα∞ = Kr
for every α ≥ 0 and r > 0.

We remark that im B = im Q1/2 by Lemma 2.2. Moreover, the inclusion in (5.4)
implies that the linear operators Q−1/2etAQ1/2 are everywhere defined and therefore,
being obviously closed, they are also continuous.

We note that all the assumptions of the corollary hold true if B is a bounded
linear operator from U to H and A is the infinitesimal generator of an exponentially
stable, strongly continuous semigroup of operators that commute with Q = BB∗.
Thus there are many control systems satisfying these assumptions.
Proof. We define Ŝ(t) = Q−1/2etAQ1/2 for t > 0, Ŝ(0) = I. Clearly, Ŝ is a

semigroup of bounded linear operators on H, satisfying ‖Ŝ(t)‖ ≤ Me−βt, t ≥ 0. We
note that for x ∈ H, y ∈ im Q1/2,

〈Ŝ(t)x, y〉 = 〈etAQ1/2x,Q−1/2y〉 → 〈x, y〉, as t→ 0.(5.5)

Since Ŝ is bounded in the operator norm, it follows that (5.5) holds for every x ∈ H

and y ∈ im Q1/2 (the closure of im Q1/2 in H). Since Ŝ(t)x = Q−1/2etAQ1/2x

is orthogonal to kerQ1/2 = im Q1/2, (5.5) holds for all x, y ∈ H. Thus, for every

x ∈ H, Ŝ(t)x→ x weakly in H; it is well known that this implies that Ŝ is a strongly
continuous semigroup.

Let Â denote the infinitesimal generator of Ŝ. We consider the pair (Â, I), and
we define the corresponding controllability operators

Q̂∞x =

∫ ∞

0

Ŝ(t)Ŝ(t)∗x dt, Q̂rx =

∫ r

0

Ŝ(t)Ŝ(t)∗x dt, x ∈ H, r > 0.

Since the pair (Â, I) is null controllable in time r for every r > 0, by the results of
the previous paragraph we conclude that there exists a constant Cr > 0 such that

|Q̂1/2
∞ x|2 ≤ Cr|Q̂1/2

r x|2. Since Q1/2Ŝ(t) = etAQ1/2, it follows that

Q1/2Q̂∞Q1/2x =

∫ ∞

0

Q1/2Ŝ(t)Ŝ(t)∗Q1/2x dt =

∫ ∞

0

etAQetA
∗
x dt = Q∞x, x ∈ H,

and, similarly, Q1/2Q̂rQ
1/2 = Qr. Therefore,

|Q1/2
∞ x|2 = |Q̂1/2

∞ Q1/2x|2 ≤ Cr|Q̂1/2
r Q1/2x|2 = Cr|Q1/2

r x|2, x ∈ H,

which implies im Q
1/2
∞ ⊂ im Q

1/2
r . Since the opposite inclusion is obvious, we have

im Q
1/2
∞ = im Q

1/2
r for r > 0 and the result follows.
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5.1.4. Exactly reachable systems.
Corollary 5.4. Suppose that Hypothesis 3.1 holds and that A is exponentially

stable. If K∞ = H, then case (i) of Theorem 4.1 occurs and consequently Kr = H for
r > 0 sufficiently large.

Systems satifying the condition K∞ = H may be called exactly reachable on
(−∞, T ]. Thus, if A is exponentially stable, exact reachability on (−∞, T ] implies
exact reachability on a bounded interval [T − r, T ].
Proof. By a standard duality argument one can check that the equality K∞ = H

is equivalent to the following condition: there exists κ > 0 such that∫ ∞

0

|B∗etA
∗
x|2 dt ≥ κ|x|2, x ∈ H.(5.6)

Condition (5.6) is called exact observability for the pair (A∗, B∗). Since A is expo-
nentially stable, it follows from Proposition 2.8 in [18] that (5.6) holds if and only if
there exist r > 0 and κr > 0 such that∫ r

0

|B∗etA
∗
x|2 dt ≥ κr|x|2, x ∈ H,

and this is equivalent to the equality Kr = H, again by duality.

5.2. Case (ii) of Theorem 4.1 with α0 = 0. The example in this section
was invented by GoOldys for a different purpose [14]. Let H = U be a Hilbert space
and {hk, k ≥ 1} an orthonormal basis of H. Define the operators A and B setting

Ahk = −1

k
hk, Bhk =

1

k3/2
hk.

Note that A and B are commuting bounded self-adjoint operators, and A is nonpos-
itive, but, in contrast to section 5.1.3, A does not have bounded inverse. Hypothesis
3.1 is easy to verify. We have S0(t) = etA and etAhk = e−t/khk, k ≥ 1, so that

‖S0(t)‖ = 1 for every t > 0, whereas ‖S(α)
0 (t)‖ = e−αt‖S0(t)‖ < 1 for every t > 0.

Corollary 4.7 shows that in this example we have α0 = 0.
Remark 5.5. In this example the semigroup (etA) is not exponentially sta-

ble. In Remark 5.6 below we will give another example, where α0 = 0 and (etA) is
exponentially stable.

5.3. Case (ii) of Theorem 4.1 with 0 < α0 < ∞. We take H = U = L2(R).
Let the operators etA be the shift operators

etAf(x) = f(x− t), t ≥ 0, x ∈ R,

and let the operator B be multiplication by the function e−|x|: Bf(x) = e−|x|f(x),
x ∈ R. Then one finds with simple calculations

etA
∗
f(x) = f(x+ t), etABB∗etA

∗
f(x) = e−2|x−t|f(x), t ≥ 0, x ∈ R,

so that Q
(α)
∞ , α ≥ 0, is the multiplication operator by the function gα:

Q(α)
∞ f(x) = gα(x)f(x), gα(x) =

∫ ∞

0

e−2αte−2|x−t| dt, x ∈ R.
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It is immediate to verify (3.1), and so Hypothesis 3.1 holds. Elementary computations
show that for α �= 1

gα(x) =




e−2x

2(α− 1)

(
1− 2

α + 1
e−2(α−1)x

)
for x > 0,

e2x

2(α + 1)
for x ≤ 0,

whereas

g1(x) =




e−2x

(
x+

1

4

)
for x > 0,

e2x

4
for x ≤ 0.

For 0 ≤ α < β, the inclusion Kα∞ = im (Q
(α)
∞ )1/2 ⊃ im (Q

(β)
∞ )1/2 = Kβ∞ always

holds, so we have equality if and only if im (Q
(α)
∞ )1/2 ⊂ im (Q

(β)
∞ )1/2. Since, clearly,

(Q
(α)
∞ )1/2 is the multiplication operator by the function g

1/2
α , equality holds if and

only if supx∈R
gα(x)/gβ(x) < ∞. Taking into account the previous formulae, one

concludes that this holds if and only if 1 < α < β. Therefore, in this example the
spaces Kα∞ are all equal for α > 1, whereas they are all distinct for 0 ≤ α ≤ 1 (and
K1

∞ � Kα∞ if α > 1).
The number α0 in the statement of Theorem 4.1 is equal to 1.
Remark 5.6. Let us change the definition of the operator A by subtracting the

identity operator; namely, we define the semigroup (etA) setting

etAf(x) = e−t f(x− t), t ≥ 0, x ∈ R.

Then (etA) clearly satisfies ‖etA‖ ≤ e−t and so it is exponentially stable. In this case
the value of α0 is changed to α0 = 0.

5.4. Case (ii) of Theorem 4.1 with α0 = ∞. We start with some preliminary
considerations. Inspection of the statement of Theorem 4.1 shows that if case (i)
occurs or if case (ii) occurs with α0 <∞, then there exist α > 0 and r > 0 such that
Kα∞ = Kr. Since, as already noted, Kr ⊂ Ks ⊂ Kα∞ for r < s, it follows that in these
cases the spaces Kt coincide for all values of t large enough. Therefore, in order to
find a situation where α0 = ∞, it suffices to construct an example where Kt are all
distinct for t > 0.

The example that follows was communicated to us by Zabczyk.
We take H = L2([0,∞)) and let the operators etA be the right shift operators

etAf(x) =

{
f(x− t), t ≥ 0, x ≥ t,
0, t > 0, x < t.

Next we denote by b the characteristic function of the interval [0, 1] (note that b ∈ H);
we take U = R and define the operator B as the rank one operator: Bv = bv, v ∈ R.
Since, for every t > 0,

Kt = im Lt =

{∫ t

0

e(t−s)Ab u(s) ds : u ∈ L2([0, t])

}
,

it can be easily verified that the closure of Kt in H, denoted Kt, is the closure of the
linear span of

{erAb : r ∈ [0, t]}.
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It follows that elements of Kt have supports contained in the interval [0, 1 + t] and,
moreover, Kt contains functions which are nonzero in a left neighborhood of t. There-
fore, the spaces Kt are distinct for different values of t, and so the spaces Kt, t > 0,
are also all distinct.

6. Applications to the Ornstein–Uhlenbeck process. As explained in the
introduction, one of the motivations for studying the reachability spaces K∞ intro-
duced above is their probabilistic interpretation. This is the subject of the present
section.

Let us consider the following stochastic equation:{
dX(t) = AX(t) dt +B dW (t), t ≥ 0,
X(0) = X0.

(6.1)

We assume that H and U are real separable Hilbert spaces, A is the generator of a
strongly continuous semigroup {etA, t ≥ 0} of bounded linear operators in H, and
B is a bounded linear operator from U to H. We assume that we are also given a
probability space (Ω,F ,P), endowed with a filtration {Ft, t ≥ 0} satisfying the usual
conditions, and a cylindrical (Ft)-Wiener process {W (t) t ≥ 0} defined on Ω with
values in U ; see, e.g., [8]. X0 is an F0-measurable random variable with values in H.
We also assume that the gramian operators

Qth =

∫ t

0

esABB∗esA
∗
h ds, h ∈ H, t > 0,

introduced above, have finite trace.
Under these assumptions, the solution of (6.1) is defined as the stochastic process

with values in H:

X(t) = etAX0 +

∫ t

0

e(t−s)AB dW (s), t ≥ 0.(6.2)

The integral occurring in (6.2) is the Itô stochastic integral and, for every t, it defines a
random variable with values in H because of the finite trace condition Trace Qt <∞.
Moreover, if X0 is gaussian, then the process X is also gaussian. It is called the
(nonsymmetric) Ornstein–Uhlenbeck process. For a detailed exposition of these facts,
we refer to [8].

A basic problem is to investigate properties of invariant measures for the process
X, i.e., Borel probability measures ν on H such that, if X0 has distribution ν, then
also X(t) has distribution ν for every t. Invariant measures are known to exist if and
only if

sup
t>0

Trace Qt <∞.(6.3)

In this case, one invariant measure is the gaussian measure µ on H having zero mean
and covariance equal to the extended gramian operator Q∞ introduced above:

Q∞h =

∫ ∞

0

esABB∗esA
∗
h ds, h ∈ H.

Under some additional assumptions, for instance if A is exponentially stable, µ is the
unique invariant measure. For the proof of these facts, we still refer the reader to [8].
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Remark 6.1. If (6.3) holds, then it is easy to show that condition (3.1) also holds
(in particular, Hypothesis 3.1 is satisfied) and the operator Q∞ has finite trace.

Associated to the centered gaussian measure µ is the so-called Cameron–Martin

space (see, e.g., [1]), which coincides with the image of Q
1/2
∞ and hence with the space

of reachable states K∞ introduced in the previous sections.
We address the problem to study the behavior of the Cameron–Martin space

under perturbation of the Ornstein–Uhlenbeck process. Thus, for α ≥ 0, we consider
the processes Xα, solution of{

dXα(t) = (A− αI)Xα(t) dt +B dW (t), t ≥ 0,
Xα(0) = X0,

(6.4)

and we consider the centered gaussian measures µα with covariance operator Q
(α)
∞

defined in (4.2). It follows from the previous discussion that µα is an invariant measure
for Xα (and it is unique if A−α is exponentially stable) and that the Cameron–Martin
space of µα coincides with Kα∞.

The following proposition is the main result of this section. It is a direct conse-
quence of Theorem 4.1.

Proposition 6.2. Assume Hypothesis 3.1 and assume (6.3). Let µα, α ≥ 0,
be the centered gaussian invariant measures introduced above, and let Kα∞ be their
Cameron–Martin spaces. Then all the conclusions of Theorem 4.1 hold true.
Remark 6.3. The occurrence of the various possibilities described in Theorem

4.1 depends on the inequality ‖S(α)
0 (t)‖ < 1 for various values of α ≥ 0 and t > 0 or

the equivalent one im (Q
(α)
∞ )1/2 = im Q

1/2
t (compare with Proposition 4.3). These

conditions play an important role in connection with various regularity properties of
the transition semigroup of the Markov process Xα.

For instance, assume that Hypothesis 3.1 and (6.3) are satisfied, take α = 0, and
assume that kerQ∞ = {0}. (This simplifies some of the statements.) The transition
semigroup of the Ornstein–Uhlenbeck process, denoted {Rt, t ≥ 0}, can be considered
as a strongly continuous contraction semigroup on each space Lp(H,µ), p ∈ [1,∞)
(the space of Borel measurable functions φ : H → R such that

∫
H
|φ(x)|pµ(dx) <∞,

endowed with its usual norm). It is proved in [3, Theorem 2] that the stronger property

φ ∈ Lp(H,µ), p ∈ (1,∞) =⇒ Rtφ ∈ Lq(H,µ) and(6.5)

‖Rtφ‖Lq(H,µ) ≤ ‖φ‖Lp(H,µ)

for some q > p holds if and only if im Q
1/2
∞ = im Q

1/2
t . (The value of q depends

on t and p.) Property (6.5) is called hypercontractivity (at time t > 0). Thus, by
Proposition 4.3 and Corollaries 4.5 and 4.7, hypercontractivity holds at some t > 0 if
and only if case (i) of Theorem 4.1 occurs.

Similar considerations relate the inequalities ‖S(α)
0 (t)‖ < 1 (or the equalities

im (Q
(α)
∞ )1/2 = im Q

1/2
t ) to various regularity properties of the transition semigroup

R, such as compactness, differentiability, and smoothing properties in appropriate
function spaces. For further details, we refer the reader to [3, 4, 5, 6, 11, 13, 14].
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Abstract. In this paper, we consider a singularly perturbed control system involving differential
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1. Introduction. In this paper, we consider a control system described by two
differential inclusions—a “slow” one and a “fast” one, the latter indicated by a “small”
parameter ε multiplying the derivative. The problem has the following form:

ẋ(t) ∈ F (x, y, u(t)), x(0) = x0,
εẏ(t) ∈ G(x, y, u(t)), y(0) = y0,

(1)

where F : E1 ×E2 ×U →→ E1 and G : E1 ×E2 ×U →→ E2 are set-valued mappings, E1

and E2 are Banach spaces with uniformly convex duals E∗
1 and E∗

2 , respectively, U is
a compact metric space, and t ∈ I := [0, 1]. Throughout the paper, we assume that
for every (x, y, u) ∈ E1 × E2 × U , the values F (x, y, u) and G(x, y, u) are nonempty,
convex, compact subsets of E1 and E2, respectively, and that F and G are upper
semicontinuous (USC) in E1 ×E2 ×U and lower semicontinuous with respect to u in
U for fixed (x, y) ∈ E := E1 × E2. The parameter ε is a positive scalar which may
become zero, thus changing the system to a differential-algebraic inclusion, a change
justifying the name “singular perturbations.” A control u(·) is defined as a Lebesgue
measurable function with values u(t) ∈ U for almost every (a.e.) t ∈ T . A solution
of (1) is any absolutely continuous (AC) function (x(·), y(·)) for which there exists a
control u(·) such that the relations (1) hold for a.e. t ∈ I. For a fixed ε > 0 we denote
by Z(ε) the set of all solutions to (1). The slow x-part of Z(ε) is denoted by X(ε),
that is, X(ε) = {x | (x, y) ∈ Z(ε)}, and the fast y-part by Y (ε). In this paper, we
study the asymptotic behavior of the family of sets X(ε) as ε→ 0.

If F and G are single-valued and U consists of a single point (there is no control)
and also E1 = R

n, E2 = R
m are real Euclidean spaces, (1) becomes a system of

singularly perturbed differential equations. The grounds for the modern theory of
such equations were already laid in the 1940s, centered around the question of the
dependence of solutions on the parameter ε. The earliest publication on this subject
seems to be due to Levinson [24]; it was apparently a predecessor of the work of
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Tikhonov in [25], [26], [27], which evolved in a basic result, now known as Tikhonov’s
theorem. Assuming that F and G in (1) are continuous functions acting in Euclidean
spaces and there is no control, Tikhonov’s theorem can be roughly stated in the
following way. For a fixed x and ε > 0, let εẏ = G(x, y) have a unique solution
yε(x) which converges as ε→ 0 to the unique solution y(x) of the algebraic equation
0 = G(x, y) obtained for ε = 0, and, moreover, let the solution of the associate
equation ẏ ∈ G(x, y) on [0,∞) be asymptotically stable uniformly in x. Then for any
solution (x0, y0) of the differential-algebraic equation obtained from (1) for ε = 0,
there is a solution (xε, yε) of (1) for ε > 0 which converges to (x0, y0) uniformly in
I for x and on [δ, 1] for y as ε → 0, for any δ satisfying 1 > δ > 0. One should
note that in the original work of Tikhonov, the uniform in x stability of the associate
equation was not assumed; the necessity of such a condition and a complete version
of Tikhonov’s theorem was given by Hoppensteadt [19], [20].

It was first shown in [12] that a formal generalization of Tikhonov’s theorem for
differential inclusions, in particular for control systems, is false in the sense that the set
of values of the solutions at a given “time” t (the reachable set at t) is not convergent,
as ε → 0, to the set of values of the reduced inclusion obtained for ε = 0. This is
mainly caused by the possibility for “rapid” switchings of the control function u(·),
with frequency which is proportional to the reciprocal to the value of the parameter
ε. A variety of effects may occur when set-valued mappings are involved, to which
different “Tikhonov-type” theorems correspond. Since the early 1980s, the literature
on Tikhonov-type theorems for differential inclusions and control systems has grown
rapidly. Major advances has been made by Artstein [1], Gaitsgory [15], [16], Grammel
[17], [18], Donchev and Slavov [9], [10], and Veliov [28], [29]. In particular, Veliov [29]
found a Tikhonov-type theorem for differential inclusions in finite dimensions from
which the classical theorem of Tikhonov follows directly when the inclusion is an
equation.

The present paper is, to the authors’ knowledge, a first attempt to obtain a
Tikhonov-type theorem for control systems described by differential inclusions in
infinite-dimensional spaces. The passage from finite to infinite dimensions requires
overcoming several not only technical difficulties, most of which are related to the
lack of compactness in the state space. Here, we follow the averaging approach to
singular perturbations which in finite dimensions has been developed by Gaitsgory
[15], [16] and Grammel [17], [18]. Specifically, along with the system (1) we consider
the associate system

x = const,
ẏ(τ) ∈ G(x, y(τ), u(τ)) for τ > 0, y(0) = y0,

(2)

and define

V̂ (x, S, y0) = cl
⋃
v(·)

{
1

S

∫ S

0

F (x, y(τ), v(τ)) dτ | y(·) ∈ Ỹ (x, S, y0, v(·))
}
.

Here the union is with respect to all controls v(·) defined on the interval [0, S], that is,
measurable functions on [0, S] with v(τ) ∈ U for a.e. τ ∈ [0, S], and Ỹ (x, S, y0, v(·))
is the set of all solutions y(·) of (2) on [0, S] corresponding to the control v(·) and the
initial condition y0. In our main Theorem 1 stated below, we give conditions under
which for every x ∈ E1 the Hausdorff limit limS→∞ V̂ (x, S, y0) exists and is the same
for every fixed y0 ∈ E2; that is, this limit depends on x only—we denote it by V (x).
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Moreover, the set of slow solutions X(ε) of (1) has a Hausdorff limit for ε→ 0 in the
supremum norm on I, and this limit, denoted X0, coincides with the set of solutions
of the differential inclusion

ẋ(t) ∈ V (x(t)), x(0) = x0.(3)

Throughout the paper, ‖ · ‖ denotes any norm. Let X be a Banach space with
uniformly convex dual X ∗. For x ∈ X , y ∈ X ∗,

〈
y, x
〉
denotes the value of y at x, and

the dual mapping is defined as J(x) := {y ∈ X ∗ | ‖y‖ = ‖x‖ and
〈
y, x
〉
= ‖x‖2}. It is

known that for the space X the dual mapping J is single-valued and uniformly con-
tinuous on bounded sets. The support function is defined as σ(y,A) := supx∈A

〈
x, y
〉
,

and the Hausdorff distance between the sets A,B is denoted by DH(A,B). The
closed hull of a set A is denoted by clA and the convex closed hull by coA. Let Γ
be a set-valued mapping acting between Banach spaces which is nonempty-, convex-,
and compact-valued and continuous and bounded on bounded sets. For positive reals
δ and N we define

ωΓ(δ,N) = sup
{
DH(Γ(z1),Γ(z2)) | ‖z1 − z2‖ ≤ δ, max{‖z1‖, ‖z2‖} ≤ N

}
.

When it is clear from the context what N is, we write simply ωΓ(δ). If Γ is uniformly
continuous on bounded sets, then ωΓ is bounded and ωΓ(δ,N) → 0 as δ → 0. Our
main result follows.

Theorem 1. Assume the following:
(i) There exist positive constants A,B,C, µ such that for all (x1, y1), (x2, y2) ∈

E = E1 × E2, u ∈ U the following inequalities hold:

σ(J(x1−x2), F (x1, y1, u))−σ(J(x1−x2), F (x2, y2, u)) ≤ A‖x1−x2‖2 +B‖y1− y2‖2;

σ(J(y1 − y2), G(x1, y1, u))− σ(J(y1 − y2), G(x2, y2, u)) ≤ C‖x1 − x2‖2 − µ‖y1 − y2‖2.
(ii) For any positive reals m and r,

sup
‖x‖≤r,u∈U

∫ ∞

0

ωF (x,·,u)(m exp (−µτ), r) dτ <∞,

where µ is the constant in the second condition in (i).
Then a mapping V : E1 →→ E1 can be constructed as in (3) such that, if X(ε) ={

x(·) | (x(·), y(·)) is a solution of (1)
}
and X0 is the set of solutions of (3), we have

lim
ε→0

DH(X(ε), X0) = 0,

where the Hausdorff distance is defined with the supremum norm on I.
Remark 1. The conditions in (i) for F and G are specific forms of a general

property called the relaxed one-sided Lipschitz (ROSL) condition. Let X be a Banach
space. A set-valued mapping H from X into bounded subsets of X is said to be
one-sided Lipschitz (OSL) when there exists a constant L such that for every u, v ∈ X〈

J(u− v), hu − hv
〉 ≤ L‖u− v‖2 for every hu ∈ H(u) and every hv ∈ H(v).

The mapping H is said to be ROSL when there exists a constant L such that for every
u, v ∈ X ,

σ(J(u− v), H(u))− σ(J(u− v), H(v)) ≤ L‖u− v‖2.
Note that in the assumption (i) the ROSL condition for G is with a negative constant
with respect to y.
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The OSL condition has been used for quite some time as a dissipative condition;
see [22]. The ROSL condition was introduced by the first author in [4] under a different
name. Examples and applications of this condition can be found in [6], [7], [8], [23].
In particular, the mapping x̃ 
→ co f(x̃, U), where f(x̃, U) =

⋃
u∈U f(x̃, u), is ROSL

with a constant L when f(·, u) is ROSL (e.g., Lipschitz continuous) with a constant
L for every u ∈ U .

Remark 2. The mapping ωΓ is a modulus of continuity of the set-valued mapping
Γ. The condition (ii) holds, for example, when F (x, ·, u) is hölderian; that is, there
exist constants α ∈ (0, 1) and β > 0 such that DH(F (x, y, u), F (x, z, u)) ≤ β(‖y −
z‖α + ‖y − z‖1+α), as pointed out in [10].

When F and G are single-valued and Lipschitz continuous with respect to (x, y),
the Hausdorff continuity of X(·) at ε = 0 was proved in [16] and in [18] under dif-
ferent assumptions. A related result was also proved in [10] for F and G that are
ROSL and continuous. Under weaker assumptions, [13] proved the weaker inclusion
lim supε→0X(ε) ⊂ X(0). We refer also to [14], where upper and lower approximations
of singularly perturbed systems are comprehensively studied and interesting examples
are considered.

All papers cited above deal with finite-dimensional spaces, and important steps
in the proofs in these papers use the compactness of the unit ball. In this paper, we
go around such arguments and manage to tackle the infinite-dimensional singularly
perturbed differential inclusion of the form (1). It may look specific, but actually it
covers a lot of territory. In particular, we cover the case of a control system where the
control acting on both x and y appears explicitly while the (different) controls acting
separately on x and y are inscribed in the set-valued character of the mappings F
and G. The partial differential inclusion described in [21, section I.7] can serve as an
example of application of our results.

We do not know whether it would be possible to obtain a Tikhonov theorem of the
type of Theorem 1 for a general singularly perturbed infinite-dimensional differential
inclusion, such as the inclusion (9) in section 5 of this paper.

Our interests in considering infinite-dimensional systems stems from the natu-
ral question of whether and how the well-developed theory in finite dimensions can
be extended to tackle infinite-dimensional problems. However, our ultimate goal is
broader—not only to generalize but also to understand the meaning of the abstract
results for specific infinite-dimensional models such as systems described by differen-
tial equations with delay or partial differential equations. In this paper, we chose to
present applications of our result to other theoretical works in the area, leaving the
exploration of applications to, e.g., distributed parameter systems for future research.

In the next section, we present preliminary results that set the stage for a proof of
Theorem 1. Section 3 contains this proof. In section 4, we demonstrate an application
of Theorem 1 to establish convergence for the fast subsystem in terms of invariant
measures, in the sense of Artstein [1]. Section 5 contains another application of
Theorem 1 to obtain an infinite-dimensional version of a result of the authors’ with I.
Slavov [11], regarding the convergence of sequences of both x and y trajectories that
are equi-Lipschitz continuous.

2. Preliminaries. A mapping Γ from a topological space X into a topological
space Y is said to be upper-semicontinuous (USC) at a given x ∈ X if for every open
V ⊃ Γ(x) there exists a neighborhood W � x such that V ⊃ Γ(y) for y ∈ W . If Γ(·)
is USC at every point of its domain, we call it USC. When X and Y are metric spaces
and Γ is compact-valued, Γ is USC iff for every δ > 0 there exists λ > 0 such that
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Γ(B(x, δ)) ⊂ B(Γ(x), λ) for any x ∈ X , where B(A, δ) = {x ∈ X | dist(x,A) < δ}. A
mapping Γ : I × X →→ Y is said to be almost USC when for any ε > 0 there exists a
compact set Iε ⊂ I with Lebesgue measure meas(Iε) > 1− ε such that Γ(·, ·) is USC
at every point of Iε × X . We refer to [3] for all the concepts used in the paper but
not explicitly defined. We denote the closed unit balls in E1 and E2 by B1 and B2,
respectively, where E1 and E2 are the spaces where the basic inclusion (1) is defined.

In the first two lemmas of this section, we assume that the condition (i) in The-
orem 1 holds. These lemmas are based on standard arguments; for the first lemma,
see, e.g., the proofs of Lemma 3.1 in [9], while for the second, see [5] or [10].

Lemma 1. There exist constants M and N > 0 such that for every solution
(x̃ε(·), ỹε(·)) of the initial value problem

ẋ(t) ∈ coF (x+ B1, y + B2, U), x(0) = x0,
εẏ(t) ∈ coG(x+ B1, y + B2, U), y(0) = y0,

and for every t ∈ I we have
‖x̃ε(t)‖+ ‖ỹε(t)‖ ≤M

and

‖F (x̃ε(t) + B1, ỹε(t) + B2, U)‖+ ‖G(x̃ε(t) + B1, ỹε(t) + B2, U)‖ ≤ N.

Lemma 2. For every y1, y2 ∈ E2, any x ∈ E1, and any control u(·), if y1(·) is a
solution of the associate system (2) with y(0) = y1, then there exists a solution y2(·)
of (2) with y(0) = y2 such that

‖y1(τ)− y2(τ)‖ ≤ exp (−µτ)‖y1 − y2‖ for all τ > 0,

where µ is the constant in condition (i).
In the remaining part of this section, we assume that both conditions (i) and (ii)

of Theorem 1 hold with m = 2M and r = M , where M is the constant in Lemma 1.
The supremum in (ii) is denoted by L1. The following corollary will be useful later.

Corollary 1. For compact sets P ⊂ E1 and Q ⊂ E2, consider the following
differential inclusion:

ẏ(τ) ∈ coG(P, y(τ), U), y(0) ∈ Q.(4)

There exists a compact set K̂ ⊂ E2 such that y(t) ∈ K̂ for every solution y(·) of (4)
and every t ≥ 0.

Proof. First, observe that the set-valued mapping H(x) := coG(P, x, U) is ROSL
with a constant −µ. Consequently, σ(J(x(t)− 0), H(x(t)))− σ(J(x(t)− 0), H(0)) ≤
−µ|x(t)|2. Therefore, for every solution y(·) of (4) we have〈

J(x(t)), ẋ(t)
〉 ≤ −µ|x(t)|2 + |x(t)||H(0)|.

Using a standard argument, one can show that

d

dt
|x(t)| ≤ −µ|x(t)|+ |H(0)|.

Letm = |H(0)|. Then either |x(t)| ≤ m or d
dt |x(t)| < 0. Hence |x(t)| ≤ max{|Q|,m}=

M̂ . From Theorem 1 in [5] we know that the solution set of (4) is nonempty
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and precompact in C([0, T ], E2) for every T > 0. Let K(t) be the set of values
y(t) at t of all trajectories y(·) of (4) (the reachable set at t). Denote N(s, t) =
max{exp(−sµ), exp(−tµ)}. Then DH(K(t),K(s)) ≤ 2N(s, t)M̂ , thanks to Lemma 2.
Hence the net {K(t)}t≥0 is a Cauchy net. Therefore, there exists a compact set

K = limt→∞K(t). Since the multimap t →→ K(t) is continuous, one has that K̂ =
K
⋃

(
⋃

t≥0K(t)) is compact.

Lemma 3. Let y1, y2 ∈ MB2, where M is the constant in Lemma 1. For every
solution y1(·) of (2) with y1(0) = y1 there exists a solution y2(·) of (2) with y2(0) = y2

such that

1

S

∫ S

0

DH

(
F (x, y1(τ), u(τ)), F (x, y2(τ), u(τ))

)
dτ ≤ L1

S
.

Proof. It is sufficient to observe that∫ S

0

DH

(
F (x, y1(τ), u(τ)), F (x, y2(τ), u(τ))

)
dτ

≤
∫ ∞

0

ωF (x,·,u)(2M exp (−µτ),M) dτ.

Lemma 4. For every S > 0 the map V̂ (·, S) := ∪y∈MB2 V̂ (·, S, y) is ROSL with a
constant independent of S > 0.

Proof. Let x1, x2 be given points in E1. Let y1(·) be a solution of (2) with x
replaced by x1 and corresponding control u(·). Define the mapping

(τ, v) 
→ Γ(τ, v) = {w ∈ G(x2, v, u(τ)) |
〈
J(y1(τ)− v), ẏ1(τ)− w

〉
≤ C‖x1 − x2‖2 − µ‖y1(τ)− v‖},

where C is from condition (i). The mapping Γ(·, ·) is almost USC with nonempty,
convex, and compact values. Therefore, the inclusion ẏ(t) ∈ Γ(t, y), y(0) = y0 admits
a solution; see, e.g., Theorem 1 in [5]. That is, there exists y(·) such that〈

J(y1(t)− y(t)), ẏ1(t)− ẏ(t)
〉 ≤ C‖x1 − x2‖2 − µ‖y1(t)− y(t)‖2.

Hence

‖y1(t)− y(t)‖2 ≤ exp (−2µt)

∫ t

0

exp (2µτ){2C‖x1 − x2‖2} dτ

= exp (−2µt)

(
C

µ
‖x1 − x2‖2

)
[exp (2µt)− 1] <

C

µ
‖x1 − x2‖2.

Therefore,

σ

(
J(x1 − x2),

1

S

∫ S

0

F (x1, y1(τ), u(τ)) dτ

)

−σ
(
J(x1 − x2),

1

S

∫ S

0

F (x2, y2(τ), u(τ)) dτ

)

≤ 1

S

∫ S

0

[
A‖x1 − x2‖2 +B‖x1 − x2‖‖y1 − y2‖

]
dτ≤A‖x1 − x2‖2 +

BC

µ
‖x1 − x2‖2.

Hence V̂ (·, S,MB2) is ROSL with a constant A+BC/µ.
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Proposition 1. There exist a mapping V : E1 →→ E1 and a constant L2 such
that for every x ∈MB1, every y ∈MB2, and every sufficiently large S,

DH(V (x), co V̂ (x, S, y)) ≤ L2

S
.

Furthermore, V (·) is USC and ROSL, and for any x ∈MB1

lim
S→∞

DH(V (x), V̂ (x, S, y)) = 0 uniformly in y ∈MB2.

Proof. The proof is similar to the proof of Proposition 3.2 of Grammel [17] and
will be only sketched. Let x ∈MB1. If for a y′ ∈MB2 the set co V̂ (x, S, y′) converges
in the Hausdorff sense to some V (x), then it also converges for any other y ∈ MB2

to the same V (x). We fix y(0) = y′ ∈ MB2, and, by using the argument in the
proof of Proposition 3.2 of [17] which also works in infinite dimensions, we obtain the
following.

Claim 1. DH(V̂ (x, (k+h)S, y′), V̂ (x, kS, y′)) ≤ 2N/k, where N is as in Lemma 1.
Indeed, for all k, all h ∈ [0, 1), and all S > 0, we have

V̂ (x, (k + h)S, y′)

= cl
⋃
u(·)

⋃
y(·)∈Y (x,S,y′,u(·))

{
1

(k + h)S

(∫ kS

0

+

∫ (k+h)S

kS

)
F (x, y(τ), u(τ)) dτ

}
.

Hence

V̂ (x, (k + h)S, y′) ⊂ k

k + h
V̂ (x, kS, y′) +

h

k + h
NB1 ⊂ V̂ (x, kS, y′) +

2Nh

k + h
B1.

Analogously,

V̂ (x, kS, y′) ⊂ V̂ (x, (k + h)S, y′) +
2Nh

k + h
B1.

Claim 2. For all k = 1, 2, . . . and for all S > 0, we have

DH

(
V̂ (x, kS, y),

1

k

k∑
i=1

V̂ (x, S, y)

)
≤ L1

S
.

The proof of Claim 2 is by induction and closely follows the proof of an analogous
result in Grammel [17]. Since DH(coA, coB) ≤ DH(A,B), applying the triangle
inequality, one obtains

DH

(
co V̂ (x, (k + h)S, y), co V̂ (x, S, y)

) ≤ 2N

k
+
L1

S
(5)

for all k = 1, 2, . . . , S > 0 and h ∈ [0, 1]. Fix ε > 0. Let S1 > 4L1/ε and k > 4N/ε.
Then

DH(co V̂ (x, (k + h)S1, y
′), co V̂ (x, S1, y

′)) ≤ ε

2
.

Consequently, for Ŝ and S̃ > kS1 one has DH(co V̂ (x, Ŝ, y′), co V̂ (x, S̃, y′)) ≤ ε. Thus
{co V̂ (x, S, y′)}S>0 is a Cauchy net, and therefore it has a limit V (x). Due to Lemma 2
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the limit does not depend on y(0) = y′ ∈MB2. Furthermore, V (·) is ROSL thanks to
Lemma 4. The claim that V is USC follows from the USC property of V̂ . By virtue
of (5) we have

DH(V (x), co V̂ (x, S, y′)) ≤ L2

S
.

To complete the proof, we use the following fact: Given a compact set A in an arbitrary
Banach space with unit ball B, for every ε > 0 there exists nε such that

DH

(
coA,

1

k

k∑
i=1

A

)
< ε for k > nε.

Indeed, for ε > 0 there exist a finite number of points ai ∈ coA, i = 1, . . . , nε, such
that if Aε is the set of those points, then DH(coA,Aε) < δ. Further, since coA is the
closure of the set of all finite convex combinations of elements of A, one has that for
every ai ∈ Aε there exists a finite convex combination of points aj ∈ A, j = 1, 2, . . . , ki,
such that ∥∥∥∥∥∥ai −

ki∑
j=1

λja
j

∥∥∥∥∥∥ < ε.
On the other hand, there exists a natural number N such that for every n > N every
such λj can be approximated with accuracy 1/n by a rational number having the

form pj/n, where
∑kj

j=1 pj/n = 1. Hence

∥∥∥∥∥∥ai −
ki∑
j=1

pj
n
aj

∥∥∥∥∥∥ ≤ ε+
ki
n
q,

where q ∈ R+ such that A ⊂ qB. Therefore,

DH

(
coA,

1

n

n∑
i=1

A

)
≤ ε+

k

n
q,

where k = maxi{ki}. From the arguments above it is clear that for a closed set B
with DH(A,B) < ε there exists k(ε) such that DH(Bn, coA) < 2ε for every n > k(ε),
where Bn = 1

n

∑n
i=1B. Thus one obtains that for every S > 0 and every δ > 0 there

exists n such that

DH

(
co V̂ (x, S, y′), V̂ (x, (k + h)S, y′)

)
< δ for k > n.

Consequently, limS→∞DH(V (x), V̂ (x, S, y)) = 0. The proof is complete.
We will also use the following (refined) version of Plis’s lemma (see Lemma 8.3 of

[3] and [28]).
Lemma 5. Given a control u(·) and functions f : I → I and g : I → I, if (x, y)

is AC and such that

ẋ(t) ∈ F (x(t) + f(t)B1, y(t) + g(t)B2, u(t)),

εẏ(t) ∈ G(x(t) + f(t)B1, y(t) + g(t)B2, u(t)),
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then there exist constants Kx and Ky and a solution (w, z) of (1) with

‖x(t)− w(t)‖ ≤
√
r(t), ‖y(t)− z(t)‖ ≤

√
s(t),

where

ṙ(t) = Ar +Bs+Kx(f(t) + g(t) + ωJ(f(t))), r(0) = ‖x0 − w(0)‖2,
εṡ(t) = Cr − µs+Ky(f(t) + g(t) + ωJ(g(t))), s(0) = ‖y0 − z(0)‖2.

Proof. Consider the mappings

(t, w, z, u) 
→ F̃ (t, w, z, u) = cl{α ∈ F (w, z, u) | 〈J(x(t)− w + f(t)), ẋ(t)− α〉
≤ A‖x(t)− w + f(t)‖2 +B‖y(t)− z + g(t)‖2},

(t, w, z, u) 
→ G̃(t, w, z, u) = cl{β ∈ G(w, z, u) | ε〈J(y(t)− z + g(t)), ẏ(t)− β〉
≤ C‖x(t)− w + f(t)‖2 − µ‖y(t)− z + g(t)‖2}.

The so-defined F̃ and G̃ are almost USC with nonempty, convex, compact values.
Furthermore, the system

ẋ(t) ∈ F̃ (t, x, y, u), x(0) = w(0),

εẏ(t) ∈ G̃(t, x, y, u), y(0) = z(0),

has a solution (w(t), z(t)) such that〈
J(x(t)−w(t)+f(t)), ẋ(t)−ẇ(t)

〉 ≤ A‖x(t)−w(t)+f(t)‖2+B‖y(t)−z(t)+g(t)‖2 := P
and

ε
〈
J(y(t)− z(t) + g(t)), ẏ(t)− ż(t)〉 ≤ C‖x(t)−w(t) + f(t)‖2 − µ‖y(t)− z(t) + g(t)‖2.

Consequently,〈
J(x(t)− w(t)), ẋ(t)− ẇ(t)

〉 ≤ P
+‖〈J(x(t)− w(t) + f(t)), ẋ(t)− ẇ(t)

〉− 〈J(x(t)− w(t)), ẋ(t)− ẇ(t)
〉‖

≤ P + ‖ẋ(t)− ẇ(t)‖‖J(x(t)− w(t))− J(x(t)− w(t) + f(t))‖≤P + 2NωJ(f(t)).

On the other hand,∣∣‖x(t)− w(t) + f(t)‖2 − ‖x(t)− w(t)‖2∣∣
=
∣∣‖x(t)− w(t) + f(t)‖ − ‖x(t)− w(t)‖∣∣ · ∣∣‖x(t)− w(t) + f(t)‖+ ‖x(t)− w(t)‖∣∣

≤ f(t)(2‖x(t)‖+ 2‖w(t)‖+ f(t)) ≤ ‖f(t)‖(4M + 1).

Hence〈
J(x−w), ẋ−ẇ〉≤A‖x−w‖2+B‖y−z‖2+2NωJ(f(t))+(4M+1)Af(t)+(4M+1)Bg(t)).

Analogously

ε
〈
J(y − z), ẋ− ẇ〉 ≤ C‖x− w‖2 − µ‖y − z‖2 + 2NεωJ(g(t))

+ (4M + 1)Cf(t) + (4M + 1)‖µ‖g(t)).
Therefore, ‖x(t) − w(t)‖2 ≤ r(t), ‖y(t) − z(t)‖2 ≤ s(t), where r and s are defined in
the statement of the lemma.
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3. Proof of Theorem 1. We divide the interval [0, ε−1] on subintervals [ti, ti+1]
with lengths εSε > 0 such that limε→0 Sε = ∞, limε→0(εSε) = 0. Let tj = jεSε,
τj = jSε for j = 0, 1, . . . , Eε, where Eε is the largest integer less or equal to (εSε)

−1.
We also let tEε+1 = 1.

Step I. Let (xε(·), yε(·)) be a solution of (1) for a control uε(·) and for a sufficiently
small ε. We will show that there exists a solution z(·) of (3) the uniform in I distance
from which to xε(·) can be made arbitrary small.

Denote ∆ = εSε and xj = xε(tj). We will apply Proposition 1 for xε(tj), but
first we have to adjust yε(·). Define on [tj , tj+1] the mapping (t, v, w) 
→ Pε(t, v, w),
where

Pε(t, v, w) = cl
{
g ∈ G(v, w, uε(t)) |

〈
J(yε(t)− w), εẏε(t)− g

〉
≤ C‖xε(t)− v‖2 − µ‖yε(t)− w‖2

}
.

The mapping Pε is almost USC with nonempty, convex, and compact values. Let
yz(·) be a solution of the differential inclusion

εẏ(t) ∈ Pε(t, xj , y(t)), y(tj) = yj := lim
t→tj

y(t), and yz(0) = y0.

Since ȳ(τ) = yz(ε(τ + τj)) is a solution of the associate system (2) with ȳ(0) = yz(τj)
on [0, sε], we have

ε
〈
J(yε(t)− yz(t)), ẏε(t)− ẏz(t)

〉 ≤ C‖xε(t)− xj‖2 − µ‖yε(t)− yz(t)‖2,
that is,

ε
〈
J(yε(t)− yz(t)), ẏε(t)− ẏz(t)

〉 ≤ N2C‖t− tj‖2 − µ‖yε(t)− yz(t)‖2.

Thus

ε
d

dt
‖yε(t)− yz(t)‖2 ≤ r(t),

where

εṙ(t) ≤ 2CN2∆2 − 2µr(t), r(0) = 0.

Furthermore,

e−2µt/ε

∫ t

0

e2µτ/ε2CN2∆2/ε dτ =
CN2∆2

µ
(1− e−2µ/ε).

Hence there exists a constant C1 such that

‖yz(t)− yε(t)‖ ≤ C1∆.

Now we want to approximate xε(·) with a function with a “piecewise” constant deriva-
tive. For t ∈ [tj , tj+1], j = 0, 1, . . . , Eε, consider the mapping

Wε(t) = cl
{
w ∈ F (hj , yz(t), uε(t)) |

〈
J(xε(t)− hj), ẋε(t)− w

〉
≤ A‖xε(t)− hj‖2 +B‖yε(t)− yz(t)‖2

}
.
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Define h(t) = hj +
∫ t

tj
w(τ) dτ , where w(t) ∈ Wε(t) is strongly measurable. Since

‖w(τ)‖ ≤ N (Lemma 1), we have〈
J(xε(t)−h(t)), ẋε(t)−ḣ(t)

〉≤2NωJ(N∆)+BC1∆
2+A

∣∣‖xε(t)−hj‖2−‖xε(t)−h(t)‖2∣∣.
Thus

d

dt
‖xε(t)h(t)‖2 ≤ 4NωJ(N∆) +BC1∆

2 + 4MA∆ + 2A‖xε(t)− h(t)‖2.

Hence ‖xε(t)−h(t)‖≤C1

√
ωJ(N∆)+M∆ for some constant C2. Since limε→0 ∆(ε) =

0, one has that ‖xε(t) − h(t)‖ ≤ λ(t), where limε→0 λ(ε) = 0. Due to Proposition 1,
there exists vj ∈ V (xj), j = 1, 2, . . . , Eε − 1, with∥∥∥∥ 1

Sε

∫ τj+1

τj

(
ḣ(τ)− vj

)
dτ

∥∥∥∥ ≤ L2

Sε

(where L2 is from Proposition 1). The function m(t) = m(tj) + (t − tj)vj for t ∈
[tj , tj+1], j = 0, 1, . . . , Eε, and m(0) = x0 satisfies

‖h(t)−m(t)‖ ≤ L2

Sε
for all t ∈ I.

Clearly,

‖m(t)− xε(t)‖ ≤ ‖h(t)−m(t)‖+ ‖h(t)− xε(t)‖ ≤ 2M∆ + 2Cλ(ε).

Furthermore, ṁ(t) ∈ V (xj) and ‖xj − xε(t)‖ ≤ N∆. Hence

ṁ(t) ∈ V (m(t) +
(
2N∆ + 2M∆ + 2Cλ(ε)

)
B1

)
.

Consequently, there exists ν(ε) > 0 with limε→0 ν(ε) = 0 such that ṁ(t) ∈ V (m(t) +
ν(ε)B1). Therefore, we can apply Theorem 1 of [5], obtaining that there exists a
solution z(·) of (3) such that

‖z(t)−m(t)‖ ≤ D1

√
ν(ε) + ωJ(C2

√
ν(ε)).

Step II. We will show now that for every solution z(·) of (3) there exists a solution
(xε, yε) of (1) such that ‖xε(t)− z(t)‖ → 0 as ε→ 0. To this end we employ the idea
of partition used in Step I.

The solution set X0 of (3) is compact. Therefore, the set L =
⋃

t∈I{z(t) | z(·) ∈
X0} is compact and hence for every λ > 0 there exists a finite λ-net {z̃i}nλi=1 of it.
Observe that

A =

nλ⋃
i=1

(z̃i + λB1) ⊃ L+ νB1

for some ν > 0 because A is open and L ⊂ A is compact. Furthermore, for every
δ > 0 there exists Sδ such that

DH

(
V (z̃i),

1

S

⋃
v(·)

{∫ S

0

F (z̃i, y(τ), v(τ)) dτ | y ∈ Y (z̃i, S,MB2, v(·))
})

< δ
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for every i and every S > Sδ, where the union is with respect to the feasible controls
v(·) and

Y (x, S,MB2, v(·)) :=
⋃

y0∈MB2

Ỹ (x, S, y0, v(·)).

If z(·) is a solution of (3), then for j = 1, 2, . . . , Eε, one has

ż(t) ∈ V (z(tj) +N∆B1

)
.

In order to apply Proposition 1, we find an approximate solution of (3), which is near
z(·). Iteratively, we define a function w(·) and then a mapping W of the form

(t, p) 
→W (t, p) = cl{v ∈ V (w(tj)) |
〈
J(z(t)− p), ż(t)− v〉

≤ (L+ 1)(‖z(t) + w(tj)‖2 + ‖J(w(tj))− J(w(t))‖2)},

where L is the ROSL constant of V . For j = 0 we set w(0) = x0. The mapping W is
nonempty-, convex-, and compact-valued and almost USC. Therefore, there exists a
solution w(t) on [tj , tj+1] of

ẇ(t) ∈W (t, w), w(tj) = lim
t→tj

w(t).

Thus

‖w(t)− z(t)‖ ≤
√
r(t), where ṙ(t) = Lr(t) + ωJ(N∆), r(0) = 0.

If 0<δ<ν, we can choose ∆ so small that ‖w(t)−z(t)‖<δ. Let zj = ∆−1
∫ tj+1

tj
ẇ(t) dt.

By the definition of w(·) we have zj ∈ V (w(tj)). Now we will use Proposition 1 and
the change of time scale τ = t/ε. Due to Proposition 1 there exists ε(δ) > 0 such that
for every 0 < ε < ε(δ) there exists a control u(·) on (τj , τj+1] which satisfies

dist

(
z̃j ,

1

Sε

{∫ τj+1

τj

F (w(τj), v(τ), u(τ)) dτ | v(·) ∈ Y (w(τj), Sε;MB2, u(·))
})

< δ

for some z̃j with ‖zj−z̃j‖ < δ. By the definition of Y (w(τj), Sε;MB2, u(·)) there exists
an AC function yw(·) defined as follows: yw(0) = y0, ẏw(τ) ∈ G(w(τj), yw(τ), u(τ)),
with the convention v(τj) = limt→τj−0 v(t), on [τj , τj+1] = [jSε, (j + 1)Sε], such that

dist

(
z̃j ,

1

Sε

{∫ τj+1

τj

F (w(τj), yw(τ), u(τ)) dτ

})
< δ.

Let ḣ(·) be a measurable selection of F (w(tj), yw(·), u(·)) such that∥∥∥∥∥z̃j − 1

∆

∫ tj+1

tj

ḣ(t) dt

∥∥∥∥∥ ≤ δ.
Now we define an approximate solution h(·) of (1) which is near w(·). Let h(t) =∫ t

0
ḣ(τ) dτ + x0. Then ‖h(t)− w(t)‖ ≤ 2δ +N∆/2. Therefore,

ḣ(t) ∈ F (h(t) + (2δ +N∆/2)B1, yw(t), u(t)).



SINGULAR PERTURBATIONS 1807

Let (xε, yε) be a solution of

ẋ(t) ∈ F̃ (t, x(t), y(t), u(t)), x(0) = x0,

εẏ(t) ∈ G̃(t, x(t), y(t), u(t)), y(0) = y0,

where F̃ and G̃ are defined on [tj , tj+1] for j = 0, 1, . . . , Eε as follows:

F̃ (t, α, β, u(t)) = {p ∈ F (α, β, u(t)) | 〈J(α− h1(t)), p− ḣ(t)
〉

≤ A‖α− h1(t)‖2 +B‖β − yw(t)‖2}, where ‖h1(t)− h(t)‖ ≤ 2δ +
N∆

2
;

G̃(t, α, β, u(t)) = {q ∈ G(α, β, u(t)) | 〈J(β − yw(tj)), q − εẏw(t)
〉

≤ C‖α− w(t)‖2 − µ‖β − yw(t)‖2.
The mappings F̃ , G̃ are almost USC with nonempty, convex, compact values. Fur-
thermore,

|〈J(α− h1(t)), p− ḣ(t)
〉− 〈J(α− h(t)), p− ḣ(t)〉| ≤ ωJ(‖h1(t)− h(t)‖)‖p− ḣ(t)‖

≤ 2NωJ

(
2δ +

N∆

2

)
2N,

A
∣∣‖α− h1(t)‖2 − ‖α− h(t)‖2

∣∣ ≤ A(2δ +
N∆

2

)
4M

and

C
∣∣‖α− w(tj)‖2 − ‖α− h(t)‖2

∣∣ ≤ C‖h(t)− w(tj)‖(2‖α‖+ ‖w(tj)‖+ ‖h(t)‖)

≤ 4CM

(
2δ +

N∆

2

)
.

Due to Lemma 5

‖xε − z(t)‖2 ≤ m(t) and ‖yε(t)− yw(t)‖2 ≤ s(t),
where

ṁ(t) ≤ Am+Bs+ 4∆2 + C1

(
ωJ

(
2δ +

N∆

2

)
+ 2δ

)
, m(0) = 0,

εṡ(t) ≤ Cm− µs+ 4∆2 + 4CM

(
2δ +

N∆

2

)
, s(0) = 0.

Therefore,

‖h(t)− xε(t)‖ ≤ κ
√
ωJ

(
2δ +

N∆

2

)
+ δ

and

‖yw(t)− yε(t)‖ ≤ κ1

√
δ,

where κ and κ1 are constants. Applying the triangle inequality

‖z(t)− xε(t)‖ ≤ ‖z(t)− w(t)‖+ ‖w(t)− h(t)‖+ ‖h(t)− xε(t)‖,
we complete the proof.
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As a side result of the proof of Theorem 1, we obtain compactness of the set of
values of the trajectories, which we state as the following corollary.

Corollary 2. On the assumptions of Theorem 1, there exists a compact set
K such that every solution (xε(·), yε(·)) of (1) satisfies (xε(t), yε(t)) ∈ K for every
(ε, t) ∈ (0, 1]× I.

Proof. It is clear that the reachable set Xε(t) of the slow part of (1) at the
moment t is compact. Also, the reachable set of (3), X0(t) = limε→0Xε(t), is compact.
Moreover, the map (ε, t)→ Xε(t) is continuous. Hence K = cl∪t∈I ∪ε∈[0,1]Xε(t) ⊂ E1

is a compact set. Due to Corollary 1, there exists a compact set K̂ such that y(t) ∈ K̂
for every t and every solution y(·) of (4) with P replaced by K. Therefore, for every
solution (xε(·), yε(·)) one has that xε(t) ∈ K and yε(t) ∈ K̂. Consequently, the set
K = K × K̂ is the one we need.

4. Convergence of the fast trajectories. Let f : I × E2 → R be almost
continuous and integrably bounded. The set of all such functions becomes a Banach
space with the norm

‖f‖2 =

∫
I

sup
‖y‖≤M

|f(t, y)| dt.

Denote this space by Ẽ. Every continuous function y : I → E2 can be considered as
an element of Ẽ∗. The sequence {νi}∞i=1 ⊂ Ẽ∗ is said to converge to ν in Ẽ∗-weak∗

topology if it converges to ν for every f(·, ·) ∈ Ẽ.
Consider the elements of Ẽ restricted on the compact set K̂ ⊂ E2 in Corollary 1.

The Banach space of all such elements is isometrically isomorphic to L1(I, C(K̂))∗.
With a measurable function f : R → E2 and an interval [a, b] ⊂ R, we associate the
probability measure

D(f(·), [a, b], ω) =
1

b− ameas{t ∈ [a, b] | f(t) ∈ ω},

where ω ⊂ E2 is a Borel set and meas is the Lebesgue measure. Consider the differ-
ential inclusion

ẏ(τ) ∈ S(y(τ)), y(t) = yτ , τ ∈ [t,∞).(6)

Denote by P (E) the set of all probability measures on E. For A ⊂ E2 define
Aη = {x ∈ E2 | dist(x,A) ≤ η}. If ν1, ν2 are probability measures in the Borel σ
algebra of E2, we define the Prochorov’s distance as

ρP (ν1, ν2) = inf{η > 0 | ν1(A) ≤ ν2(Aη) + η; ν2(A) ≤ ν1(Aη) + η

for every Borel setA ⊂ E2}.

Definition 1. A probability measure ν is a limit invariant measure of (6) if
there exists a solution y(·) defined on [t,∞) such that D(y(·), [t, Tk]) converges to ν
in P (E2) for some sequence Tk → ∞ with respect to Prochorov’s distance. If γ is in
the closed convex hull of the limit measures, then it is called an invariant measure of
(6).

Remark 3. The above definition is an equivalent form (cf. [2]) of Definition 3.1
of [1].

The following lemma is a consequence of Theorem 1.
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Lemma 6. Under the conditions of Theorem 1, there exists a limit measure ν of

ẏ(τ) ∈ coG(x, y(τ), U), y(0) = y0 ∈ K̂, x ∈ K,(7)

where K is as defined in the proof of Corollary 1.
The following theorem extends Theorem 4 of [10] and Theorem 7.4 of [1] to infinite

dimensions.
Theorem 2. Under the conditions of Theorem 1, the solution set Z(ε) of (1)

has a limit denoted by Z(0) with respect to C(I, E1)× [L1(I, C(K̂))]∗-weak* topology.
Furthermore, for every (x(·), ν(·)) ∈ Z(0) one has ẋ ∈ V (x), x(0) = x0, and ν(t) is
an invariant measure of (7) (with 0 replaced by t and x by x(t)) almost everywhere
in I.

Proof. Let ε → 0, and let {(xε, yε)}ε>0 be a net of solutions of (1). Due to
Corollary 1 there exists a compact K with (xε(t), yε(t)) ∈ K. The net {xε}ε>0 is
bounded and equicontinuous. Furthermore, {yε}ε>0 is [L1(I, C(K̂))]∗ bounded; i.e.,
there exists a point of density (x0, ν0) of this sequence. Denote by Z0 the set of all
such points of density for all sequences {(xε, yε)}ε>0 of solutions of (1). We will prove
that Z0 = Z(0).

Let (x, ν) ∈ Z0; i.e., there exist a sequence {εi}∞i=1 and a corresponding sequence
{(xi, yi)}∞i=1 of solutions of (1) converging to (x, ν) in the considered topology. It
remains to show the existence of (xε, yε) ∈ Z(ε) such that xε → x in C(I, E1) and
yε → ν in [L1(I, C(K,E2))]

∗-weak*. To this end consider the following systems
(denoted by (SS) for convenience):

ẋ(t) ∈ F (x, y, u), x(0) = x0,

ẇ1(t) ∈ f1(t, y(t)), w1(0) = 0,

· · · · · · · · · · · · · · · · · · · · ·
ẇk(t) ∈ fk(t, y(t)), wk(0) = 0,

εẏ(t) ∈ G(x, y, u), y(0) = y0.

Here {fi}∞i=1 is a dense in L1(I, C(K̂)) sequence of functions that are almost contin-
uous in t and Lipschitz in y. It is not difficult to see that Theorem 1 is valid also
for systems of the form given above. Therefore, the slow part (X(ε),W k(ε)) of the
solution set of (SS) has a limit in C(I, E1)× C(I,Rk) topology. Let(

ż, ẇk
) ∈ V k(z, wk), z(0) = x0, W k(0) = 0 for wk = (w1, . . . , wk)

be corresponding to (SS) differential inclusion (1). Fix k, and let δ > 0 be given. By
Theorem 1, there exists εk(δ) such that

DH

(
(X(ε),W k(ε)), (X(0),W k(0))

)
< δ for 0 < ε ≤ εk(δ).

Choose a sequence {δm}∞m=1 with δm > δm+1 and limm→∞ δm = 0. Then there exists
εm → 0 with

DH

((
X(ε),Wm(ε)

)
,
(
X(0),Wm(0)

))
< δm for all positive ε < εm.

Hence, for every ε ∈ [εm, εm+1) there exists (xε, yε) ∈ Z(ε) such that

‖xε(t)− x(t)‖ ≤ δm and

∥∥∥∥fj(·, y(·))−
∫
K

fj(·)ν(·)( dy)
∥∥∥∥
L1

< δm(8)
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for j = 1, 2, . . . ,m. Let Z̃(ε) be the set of all (xε, yε) ∈ Z(ε) satisfying (8) for
ε ∈ [εm, εm+1). Then Z̃(ε) is nonempty and C(I, E1 × Rm) is compact for every
ε > 0. For (xε, yε) ∈ Z̃(ε), we have (xε, yε) → (x, ν) with respect to the C(I, E1)-
strong × [L1(I, C(K̂))]∗-weak* topology.

In what follows, we follow the proofs of Theorem 7.4 and Corollary 8.3 of [1] to
obtain that ν(·) is an invariant measure. Denote by M(x(t)) the set of all invariant
measures of (7) with 0 replaced by t and x by x(t). The last set is nonempty thanks to
Lemma 6. From Lemma 5.4 of [1] we know thatM(·) has closed graph. Furthermore,
M(x(·)) is measurable (see the proof of Lemma 8.2 of [1]). Let ỹεj (·)) converge to
ν(·) on 0 ≤ t < t + ∆ ≤ 1. From Egorov’s theorem we know that for every δ > 0
there exists an open set Eδ ⊂ I with meas(Eδ) < δ such that ∆(εj) → 0 as j → ∞
and D(ỹj(·), [t, t+∆j ])→M(x(t)) uniformly on t ∈ I \Eδ. Then ν(t) ∈M(x(t)) for
a.e. t ∈ I.

5. Lipschitz continuous solutions. In this section we consider the differential
inclusion (

ẋ(t)
εẏ(t)

)
∈ H(x(t), y(t)), x(0) = x0, y(0) = y0,(9)

where H is a multivalued mapping from E := E1 × E2 into E. Clearly, (9) is more
general than (1) in the context of the analysis of this paper. However, the convergence
result we are able to obtain below is somewhat weaker than Theorem 1.

For L > 0 denote by ZL(ε) the set of all (xε(·), yε(·)) ∈ Z(ε) that are Lipschitz
continuous with a constant L on I for x and on [

√
ε, 1] for y. Denote by H1(x, y)

and H2(x, y) the projections of H(x, y) on E1 and on E2, respectively. The following
theorem is a generalization of the main result in [11] to infinite-dimensional spaces.

Theorem 3. Let the conditions of Theorem 1 hold with F and G replaced by
H1 and H2, respectively. Then there exists a constant L > 0 such that ZL(ε) �= ∅
for every ε > 0, and if δ > 0 is fixed, then ZL(·) is USC at ε = 0 with respect to
C(I, E1)× C([δ, 1], E2).

Proof. Fix ε > 0, and let n be a natural number. We set h = 1/n. For
k = 1, 2, . . . ., n − 1 and a.e. t ∈ [kh, (k + 1)h], we construct successively a solution
(xhε (·), yhε (·)) of (9) such that

ε
d

dt
‖yhε (t)− yhε (t− h)‖ ≤ −µ‖yhε (t)− yhε (t− h)‖+ C‖xhε (t)− xhε (t− h)‖.

If (xhε , y
h
ε ) is already defined on [0, kh] for (xε(·), yε(·)) ∈ Z(ε) and t ∈ [kh, (k + 1)h],

then we define

Γkh
ε (t, x, y) =

{
(p, q) ∈ H(x, y) | ε

〈
J(yhε (t− h)− y), ẏhε (t− h)−

q

ε

〉

≤ −µ‖yhε (t− h)− y‖2 + C‖xhε (t)− x‖2
}
.

The mapping Γkh
ε is almost USC with nonempty, convex, and compact values. There-

fore, for t ∈ [kh, (k + 1)h] the system(
ẋ(t)
εẏ(t)

)
∈ Γkh

ε (t, x(t), y(t)), x(kh) = xε(kh), y(kh) = yε(kh)
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has a solution (xε(·), yε(·)). From Lemma 1, ‖xhε (t+h)−xhε (t)‖ ≤ Nh. Furthermore,

ε
〈
J(yhε (t)− yhε (t− h)), ẏhε (t)− ẏhε (t− h)

〉 ≤ −µ‖yhε (t)− yhε (t− h)‖2 + CN2h2.

Thus

‖yhε (t)−yhε (t−h)‖2≤2 exp

(
− 2µ

t−h
ε

)[
‖yhε (h)−yhε (0)‖2+

∫ t

h

exp

(
2µ
s−h
ε

)
CN2h2

ε
ds

]

≤C2h
2

(
1+

1

ε
exp

(
− 2µ

t− h
ε

))

for a constant C2 > 0. Let h → 0. From Theorem 1 of [5] we know that Z(ε) is
compact in the space C(I, E). Hence there exists (xε(t), yε(t)) = limh→0(x

h
ε (t), y

h
ε (t)).

Also,

‖yε(t+ τ)− yε(t)‖ ≤ C2

(
1 +

1

ε
exp

(
− 2µ

t

ε

))
τ.

Then there exists a constant N1 such that ‖yε(t+τ)−yε(t)‖ ≤ N1τ for t ∈ [
√
ε, 1−τ ].

Indeed,

lim
ε→0

max
t∈[

√
ε,1]

1

ε
exp

(
−2m

t

ε

)
= 0.

Denote L = max (N,N1). Let {xε(·), yε(·)}ε>0 ⊂ ZL(ε) be the net just defined. It
follows from Theorem 1 that there exists a subnet, say, xε(·), converging uniformly
on I to x0(·). Moreover, since zε(t) = (xε(t), yε(t)) is in a compact set K (Corollary
2), we obtain that there exists a subnet, say, (xε(·), yε(·)), such that xε(t) → x0(t)
uniformly on I and yε(t)→ y0(t) uniformly on [δ, 1] for every δ > 0. Clearly, the limit
satisfies (

ẋ0(t)
0

)
∈ H(x0(t), y0(t)) for a.e. t ∈ I, x0(0) = x0,

where y0(·) is Lipschitz continuous with a constant L on the interval I.
Note that, without the restriction to equi-Lipschitz trajectories, the trajectory

map Z(·) may be not USC at ε = 0, even in finite dimensions.
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Abstract. We consider estimation problems, in which the estimand, X, and observation, Y ,
take values in measurable spaces. Regular conditional versions of the forward and inverse Bayes
formula are shown to have dual variational characterizations involving the minimization of apparent
information and the maximization of compatible information. These both have natural information-
theoretic interpretations, according to which Bayes’ formula and its inverse are optimal information
processors. The variational characterization of the forward formula has the same form as that of Gibbs
measures in statistical mechanics. The special case in which X and Y are diffusion processes governed
by stochastic differential equations is examined in detail. The minimization of apparent information
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1. Introduction. This article investigates a variational formulation of Bayesian
estimation with a natural information-theoretic interpretation. The two “directions”
of an abstract Bayes formula (likelihood function to posterior distribution and vice-
versa) are given variational representations. The forward representation involves the
minimization of apparent information of probability measures on the space of the esti-
mand. This apparent information is made up of two parts: the information gain of the
measure over the prior distribution for the estimand and a residual term representing
the information value of the observation, complementary to this. The apparent infor-
mation of probability measures is greater than or equal to the total information in the
observation, with equality if and only if the measure is the posterior distribution of
the estimand. Thus the (forward) Bayes formula can be thought of as an optimal “in-
formation processor” in that it balances input and output information. Suboptimal
processors appear to have access to more information than there is in the observation.
The variational representation of the inverse Bayes formula involves the maximization
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of compatible information of likelihood functions on the space of the estimand. This
is defined to be the difference between the information in an unspecified observation
associated with the likelihood function and that part of this information complemen-
tary to the (given) posterior distribution. The compatible information of likelihood
functions is less than or equal to the information gain of the posterior distribution
over the prior, with equality if and only if the likelihood function is equivalent to that
provided by the inverse Bayes formula. Once again, the inverse Bayes formula can be
thought of as an optimal processor, balancing input and output information. How-
ever, in this case, rather than appearing to have an additional source of information,
suboptimal processors lose (or fail to make use of) part of the input information.

In section 2, the estimand, X, and the observation, Y , of the Bayesian problem are
supposed to take values in Borel spaces (X,X ) and (Y,Y), respectively. The starting
point is a “regular conditional” version of the Bayes formula. In section 3, the results
are specialized to the estimation of diffusion processes with partial observations. In
that context, the regular conditional probability distribution can be chosen to be
continuous in the observations. It also has the key property of being Markovian. This
means that the family of measures over which apparent information is minimized can
be restricted to the distributions of the process X when a “finite energy” feedback
control is applied through the drift coefficient. Thus, in this case, the minimization of
apparent information can be interpreted in terms of a problem in stochastic optimal
control. This is explored in section 4.

The dual variational problem for diffusion processes is developed in section 5.
One interpretation of it is as a problem in infinite-dimensional deterministic optimal
control. The optimal trajectory of the dual problem is a “likelihood filter” for the pro-
cess X in reversed time, from which the corresponding nonlinear filter can be found.
This gives a new interpretation to a connection between an optimal control problem
in one time direction and a nonlinear filter in the other which was made for nonde-
generate diffusions in [6] via the Hopf transformation and used to give existence and
uniqueness results for the unnormalized conditional density equation with unbounded
observations. The results of sections 3–5 are established under fairly weak conditions.
In particular, they include the case of degenerate diffusions.

In the context of estimators for diffusion processes, there is a “local” version of
the variational formulations which characterizes flow rates of information and shows
that Bayesian processors are conservative in the sense that they balance input and
output flow rates. This is the subject of section 6.

A variational representation of the Fokker–Planck equation for diffusion processes
is discussed in [10]. This involves the minimization of the “energy” of drift coefficients
over those that give rise to a particular set of marginal densities. There, as here, the
modification of the drift coefficient can be interpreted as the application of a control
term, which re-expresses the variational problem as one in optimal control. The
two problems are somewhat different though. In particular, the controls admitted
in [10] give rise to mutually singular transition probabilities, which are certainly not
permitted in the present context.

A preliminary account of some of the results herein was reported in [11].

2. A variational formulation of Bayesian estimation. Let (Ω,F , P ) be a
probability space, (X,X ) and (Y,Y) Borel spaces, and X : Ω → X and Y : Ω → Y
measurable mappings with distributions PX , PY , and PXY on X , Y, and X × Y,
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respectively. Suppose that
(H1) there exists a σ-finite (reference) measure, λY , on Y such that PXY � PX ⊗

λY . (This could be PY itself.)
Let Q : X ×Y → [0,∞) be a version of the associated Radon–Nikodym derivative,
and

Ȳ =

{
y ∈ Y : 0 <

∫
X

Q(x, y)PX(dx) <∞
}

;(2.1)

then Ȳ ∈ Y and PY (Ȳ) = 1. Let H : X×Y → (−∞,+∞] be defined by

H(x, y) = − log(Q(x, y)) if y ∈ Ȳ,
(2.2)

0 otherwise;

then PX|Y : X ×Y → [0, 1], defined by

PX|Y (A, y) =

∫
A

exp(−H(x, y))PX(dx)∫
X

exp(−H(x, y))PX(dx)
,(2.3)

is a regular conditional probability distribution for X given Y ; i.e.,
PX|Y ( · , y) is a probability measure on X for each y,
PX|Y (A, · ) is Y-measurable for each A, and
PX|Y (A, Y ) = P (X ∈ A |Y ) a.s.

Equations (2.1)–(2.3) constitute an “outcome-by-outcome” abstract Bayes formula,
yielding a posterior probability distribution for X for each outcome of Y . Of course,
for any y belonging to a set of PY -measure zero, PX|Y ( · , y) depends on the choice
of version of the Radon–Nikodym derivative Q. However, in particular examples, we
can often find a version such that PX|Y (A, · ) is continuous for each A ∈ X .

Let P(X ) be the set of probability measures on (X,X ) and H(X) the set of
(−∞,+∞]-valued, measurable functions on the same space. For P̃X , P̂X ∈ P(X ),
and H̃ ∈ H(X), we define

h(P̃X | P̂X) =

∫
X

log

(
dP̃X

dP̂X

)
dP̃X if P̃X � P̂X and the integral exists,

(2.4)
+∞ otherwise;

i(H̃) = − log

(∫
X

exp(−H̃)dPX

)
if 0 <

∫
X

exp(−H̃)dPX <∞,
(2.5) −∞ otherwise;

〈H̃, P̃X〉 =

∫
X

H̃dP̃X if the integral exists,

(2.6)
+∞ otherwise.

It is well known that the relative entropy h(P̃X | P̂X) can be interpreted as the in-
formation gain of the probability measure P̃X over P̂X . In fact, any version of
− log(dP̃X/dP̂X) is a generalization of the Shannon information for X. For almost all
x, it is a measure of the “relative degree of surprise” in the outcome X = x for the
two distributions P̃X and P̂X . Thus h(P̃X | P̂X) is the average reduction in the degree
of surprise in this outcome arising from the acceptance of P̃X as the distribution for
X, rather than P̂X .
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If we interpret exp(−H̃) as a likelihood function for X, associated with some
(unspecified) observation, then H̃(x) is the “residual degree of surprise” in that ob-
servation if we already know that X = x, and i(H̃) is the “total degree of surprise” in
that observation, i.e., the information in the unspecified observation, if all we know
about X is its prior PX . In what follows we shall call H̃(X) the X-conditional infor-
mation in the unspecified observation and i(H̃) the information in that observation.
(Of course, H(X, y) and, respectively, i(H( · , y)) are the X-conditional information
and the information in the observation that Y = y.)

Proposition 2.1. Suppose that (H1) is satisfied, and H and PX|Y are as defined
above. Then for any y such that

−
∫
X

H(x, y) exp(−H(x, y))PX(dx) <∞, (where +∞ exp(−∞) = 0),(2.7)

(i) i(H( · , y)) = min
P̃X∈P(X )

{
h(P̃X |PX) + 〈H( · , y), P̃X〉

}
;(2.8)

(ii) h(PX|Y ( · , y) |PX) = max
H̃∈H(X)

{
i(H̃)− 〈H̃, PX|Y ( · , y)〉

}
;(2.9)

(iii) PX|Y ( · , y) is the unique minimizer in (2.8);
(iv) if H∗ is a maximizer in (2.9), then there exists a real constant K such that

H∗(X) = H(X, y) +K a.s.

Proof. If y ∈ Ȳ and (2.7) holds, then h(PX|Y ( · , y) |PX) <∞, i(H( · , y)) > −∞,
and H( · , y) ∈ L1(PX|Y ( · , y)). This is also true if y /∈ Ȳ since, in that case, H( · , y) =
0 and PX|Y ( · , y) = PX . Thus it is clear that the minimum in (2.8) is less than +∞,
and the maximum in (2.9) is greater than −∞.

Suppose that, for P̃X ∈ P(X ), h(P̃X |PX) <∞ and H( · , y) ∈ L1(P̃X). It readily
follows that P̃X � PX|Y ( · , y), so that

h(P̃X |PX) =

∫
X

(
log

(
dP̃X
dPX|Y

(x, y)

)
+ log

(
dPX|Y
dPX

(x, y)

))
P̃X(dx),

and

h(P̃X |PX) + 〈H( · , y), P̃X〉 = i(H( · , y)) + h(P̃X |PX|Y ( · , y)).(2.10)

It is easy to show that, for any P̃X ∈ P(X ), the relative entropy functional h( · | P̃X)
is nonnegative, evaluates to zero at P̃X , and is strictly convex on the subset of P(X )
for which it is finite. This establishes parts (i) and (iii).

Suppose now that, for H̃ ∈ H(X), i(H̃) > −∞ and H̃ ∈ L1(PX|Y ( · , y)). Let P̃X
be defined by (2.3) with H̃ replacingH( · , y). It readily follows that PX|Y ( · , y)� P̃X ,
and so

i(H̃)− H̃(X) = log

(
dP̃X
dPX

(X)

)

= log

(
dPX|Y
dPX

(X, y)

)
− log

(
dPX|Y
dP̃X

(X, y)

)
.



A VARIATIONAL APPROACH TO NONLINEAR ESTIMATION 1817

Thus

i(H̃)− 〈H̃, PX|Y ( · , y)〉 = h(PX|Y ( · , y) |PX)− h(PX|Y ( · , y) | P̃X).(2.11)

Suppose that there is a set A ∈ X for which PX|Y (A, y) = 0 but P̃X(A) > 0. Let P̃ ′
X

be defined by

P̃ ′
X(B) =

(
P̃X(AC)

)−1

P̃X(AC ∩B) for all B ∈ X .

Then h(PX|Y ( · , y) | P̃ ′
X) < h(PX|Y ( · , y) | P̃X), and so any maximizer in (2.11) must

be absolutely continuous with respect to PX|Y ( · , y). It is easy to show that, for any

P̃X ∈ P(X ), the relative entropy functional h(P̃X | · ) is nonnegative, evaluates to zero
at P̃X , and is strictly convex on the subset of P(X ) consisting of measures that are
absolutely continuous with respect to P̃X . This establishes parts (ii) and (iv).

Remark 1. If the mutual information between X and Y is finite,∫
X×Y

log

(
dPXY

d(PX ⊗ PY )

)
dPXY <∞,(2.12)

then there exists a version of Q for which (2.7) is satisfied for all y.
Remark 2. Proposition 2.1 is a special case of an energy-entropy duality that

plays a major role in statistical physics and in the theory of large deviations. More
general results of this nature are widely available in the literature. (See, for example,
[5].) Our aim in this section is to provide an information-theoretic interpretation of
the result in the Bayesian context. The simple proof we provide here makes use of
the special nature of that context.

Parts (i) and (ii) of Proposition 2.1 both concern the processing of information
over and above that in the prior PX . In part (i), the source of additional information
is the observation that Y = y. The abstract Bayes formula extracts the part of this
information pertinent to X, h(PX|Y ( · , y) |PX), and leaves the residual information,
〈H( · , y), PX|Y ( · , y)〉. One can think of the input information as being held in the
likelihood function, exp(−H( · , y)), and the extracted information as being held in the
distribution, PX|Y ( · , y). An arbitrary estimation procedure that postulates P̃X as a
“postobservation” distribution forX appears to have access to additional information,
in that it yields an information gain on X of h(P̃X |PX), and a residual information of
〈H( · , y), P̃X〉. The sum of these two terms (the term in brackets on the right-hand side
of (2.8)) is strictly greater than the actual information available, i(H( · , y)), unless
P̃X = PX|Y ( · , y). We shall call it the apparent information of the estimator P̃X .

(Implicit in the interpretation of h(P̃X |PX) as an information gain is the assumption
that P̃X represents a rational belief about X given the prior and some additional
knowledge, such as an observation.)

In part (ii), the source of additional information is the posterior distribution,
PX|Y ( · , y). The aim now is to postulate an observation (with likelihood function

exp(−H̃)) which would give rise to this distribution. The input information here,
h(PX|Y ( · , y) |PX), is merged with the residual information of the postulated observa-

tion, 〈H̃, PX|Y ( · , y)〉, and the result is greater than or equal to the total information

in the postulated observation, i(H̃), with equality if and only if the observation is
compatible with PX|Y ( · , y) in the sense of part (iv) of the proposition. The term in
brackets on the right-hand side of (2.9) can be thought of as that part of the informa-
tion in the postulated observation compatible with PX|Y ( · , y). We shall call it the
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compatible information of the likelihood function exp(−H̃). Another interpretation
is that the input information, h(PX|Y ( · , y) |PX), is processed to produce compati-
ble information resulting in a net loss of information except when the processor is
optimal.

Throughout the rest of the paper, the apparent information and compatible in-
formation will be denoted by F (P̃X , y) and G(H̃, y), i.e.,

F (P̃X , y) = h(P̃X |PX) + 〈H( · , y), P̃X〉,(2.13)

G(H̃, y) = i(H̃)− 〈H̃, PX|Y ( · , y)〉.(2.14)

As (2.10) and (2.11) show, the minimization of F is equivalent to the minimization of
the information excess of the estimator P̃X , h(P̃X |PX|Y ( · , y)), and the maximization
of G is equivalent to the minimization of the information deficit of the likelihood
function exp(−H̃), h(PX|Y ( · , y) | P̃X). In fact (as was pointed out by an anonymous
referee), these interpretations still hold in the absence of (2.7). However, in not
identifying the source information or the extracted information, they do not show the
information processing aspects of Bayesian estimation in quite the same way as the
quantities F and G. Moreover, F and G make clear the compromises involved in
Bayesian estimation. Part (i) of the proposition shows how PX|Y ( · , y) compromises
between being close to the prior PX and fitting with the observation Y = y, whereas
part (ii) shows how H( · , y) (or its equivalents) compromise between holding a lot of
information but not too much residual information.

Of course it is possible to give other variational characterizations of PX|Y ( · , y).
For example, one could consider it as the minimizer of the total variation norm of
the difference measure P̃X − PX|Y ( · , y). However, such characterizations lack the
information-theoretic interpretation discussed above: F and G are natural error mea-
sures for suboptimal estimation procedures. The characterization (2.8) could be used
as a basis for approximations. For example, we may wish to approximate a posterior
distribution by a discrete law on a finite partition of X. The size of the partition may
be fixed, but we may be able to choose the law and the details of the partition by
means of a finite number of parameters. The characterization (2.8) could form the
basis of an optimization with respect to this set of parameters. Similarly, the char-
acterization (2.9) could be used as a basis for the study of modeling errors, in that
it shows the information loss arising from the use of an incorrect likelihood function.
Since the use of an incorrect prior, P eX (with P eX � PX), with a Bayesian procedure
is equivalent to the use of the incorrect likelihood function

exp(−He( · , y)) = exp(−H( · , y))dP
e
X

dPX
,

(2.9), with H̃ = He( · , y), also shows the information loss arising through the use
of an incorrect prior. Furthermore, if there were any uncertainty in the likelihood
function or the prior, the resulting information loss could be studied by means of
game-theoretic methods.

Proposition 2.1 is an instance of a Legendre-type transform between the relative
entropy of probability measures and the logarithm of the exponential moment of real-
valued random variables. A similar transform occurs in the characterization of Gibbs
measures in statistical mechanics [8]. In that context, (X,X ) is the configuration space
of a physical system (the Cartesian product of a number, N , of identical spaces), H is
a Hamiltonian representing the energies of the configurations, and F is the free energy
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of the probability measure P̃X with respect to the reference measure, PX , and H. A
Gibbs measure represents a thermodynamic state of the system in thermodynamic
equilibrium. If N is finite, then there is only one Gibbs measure, and it takes the
form (2.3). Gibbs theory comes into its full richness only when N is infinite, in which
case there may be multiple Gibbs measures, and formulae such as (2.3) are no longer
appropriate. However, variational characterizations are. We note that the Bayesian
estimator can be seen to compromise between being close to the prior and fitting with
the observation in exactly the same way that a thermodynamic system in equilibrium
compromises between maximizing entropy and minimizing average energy.

3. Path estimators. The techniques of section 2 are specialized here for the
case in which the estimand, X, and observation, Y , are, respectively, continuous R

n-
and R

d-valued processes governed by the following Itô integral equations:

Xt = X0 +

∫ t

0

b(Xs, s) ds+

∫ t

0

σ(Xs, s) dVs for 0 ≤ t ≤ T,
(3.1)

X0 ∼ µ,
Yt =

∫ t

0

g(Xs) ds+Wt for 0 ≤ t ≤ T,(3.2)

where Xt, Vt ∈ R
n, µ is a law on (Rn,Bn), Yt,Wt ∈ R

d, and b, σ, and g are measur-
able mappings. Under suitable regularity conditions, these equations will be unique
in law and have a weak solution (Ω,F , (Ft), P, (V,W ), (X,Y )), i.e., a filtered prob-
ability space supporting an (n + d)-dimensional Brownian motion (V,W ) and an
(n+ d)-dimensional semimartingale (X,Y ) such that (3.1) and (3.2) are satisfied for
all t. The abstract spaces (X,X ) and (Y,Y) of section 2 now become the spaces
(C([0, T ]; Rn),BT ) and (C([0, T ]; Rd),BT ) of continuous functions, topologized by the
uniform norm. We continue to use the notation (X,X ) and (Y,Y), though, for the
sake of brevity.

Let λY be Wiener measure on (Y,Y). Under suitable conditions on µ, b, σ, and g,
we might expect (H1) to be satisfied and the mutual information, E log(dPXY /d(PX⊗
λY )(X,Y )), to be finite. This will allow us to proceed as in section 2 to construct
a function H on X × Y , and a corresponding regular conditional probability, PX|Y ,
such that (2.7) holds for all y. Furthermore, if we can show that PX|Y ( · , y) ∼ PX ,
then we shall be able to construct a continuous strictly positive martingale My on Ω
such that

My,t = E

(
dPX|Y ( · , y)
dPX

(X)

∣∣∣∣FXt
)

for 0 ≤ t ≤ T,

where (FXt ) is the filtration generated by the process X. It will then follow from the
Cameron–Martin–Girsanov theory that

My,t =My,0 exp

(∫ t

0

U ′
y,s (dXs − b(Xs, s) ds)− 1

2

∫ t

0

|σ(Xs, s)
′Uy,s|2 ds

)
(3.3)

for some progressively measurable R
n-valued process Uy. PX|Y ( · , y) will then be

the distribution of a controlled process, Xy, satisfying an equation like (3.1), but
with a different initial law and with a control term, σσ′(Xs, s)Uy,s, entering the drift

coefficient. The use of the progressively measurable control Ũ instead of Uy will

result in a process X̃ having a distribution whose apparent information relative to
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(PX , H( · , y)) is greater than or equal to that of Xy. Thus, at least in part, the
variational characterization of section 2 will become a problem in stochastic optimal
control.

We might also expect PX|Y ( · , y) to be Markov (at least for almost all y), in which

case it will be appropriate to restrict admissible controls Ũ to feedback controls of the
form u(X̃t, t). It should also then be possible to define regular conditional transition
probabilities for PX|Y . With this in mind, let (χt, 0 ≤ t ≤ T ) be the coordinate
process on X, and

X ts = σ(χr, s ≤ r ≤ t) for 0 ≤ s ≤ t ≤ T.(3.4)

We should be able to construct regular conditional probabilities

P s+X|Y : X Ts × R
n × C([s, T ]; R

d) → [0, 1]

such that, for all A ∈ X Ts ,

PX|Y (A, y) =

∫
Rn
P s+X|Y (A, z, (yt − ys, s ≤ t ≤ T ))PX|Y (χ−1

s (dz), y).(3.5)

These will have variational characterizations in terms of the corresponding regular
conditional probabilities for the prior, PX , and appropriately constructed likelihood
functions. This will lead toward a localized version of the results of section 2.

In what follows, we develop the above ideas in a rigorous manner. We do this
by placing constraints on b and σ such that (3.1) has a strong solution and then use
the techniques of stochastic flows. This has the advantage that we are able to include
problems with degenerate diffusion coefficients, which are important in many areas
of application. (In fact our approach also applies to some problems not satisfying a
hypoellipticity condition.)

The constraints we place on µ, b, σ, and g also fit well with Clark’s robustness ideas
(see [2]). These lead to an explicit function H and corresponding regular conditional
probability, PX|Y , that is Markov for every y. They also admit unbounded observation
functions g, which are needed in the linear case.

We suppose that µ, b, σ, and g satisfy the following technical conditions:
(H2) there exists an ε > 0 such that∫

Rn

exp
(
ε|z|2)µ(dz) <∞;

(H3) σ is bounded, and b and σ are uniformly Lipschitz continuous on compact
sets and differentiable with respect to the components of z, the derivatives being
continuous and bounded;

(H4) g has continuous first, second, and third derivatives, and there exist C <∞
and α <∞ such that for all z ∈ R

n

∑
i

∣∣∣∣ ∂g∂zi (z)
∣∣∣∣ ≤ C,

∑
i,j

∣∣∣∣ ∂2g

∂zi∂zj
(z)

∣∣∣∣ ≤ C(1 + |z|),

and
∑
i,j,k

∣∣∣∣ ∂3g

∂zi∂zj∂zk
(z)

∣∣∣∣ ≤ C(1 + |z|α).
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It follows from (H3) that (3.1) has a strong solution Φ : R
n ×X → X, so that

on the probability space (Ω,F , (Ft), P,X0, (V,W )) supporting an R
n-valued random

variable X0 with distribution µ, and (n + d)-dimensional vector Brownian motion
(V,W ), independent of X0, (Xt = Φt(X0, V ),Ft; 0 ≤ t ≤ T ) is a continuous semi-
martingale satisfying (3.1). (See, for example, [15].)

It follows from (H2)–(H4) that E
∫ T
0
|g(Xt)|2 dt < ∞, and from this and the

independence of X and W it follows by standard results (see, for example, [9]) that
(H1) is satisfied when the reference measure λY is the Wiener measure and the Radon–
Nikodym derivative takes the form

dPXY
d(PX ⊗ λY )

(X,Y ) = exp

(∫ T

0

g(Xt)
′ dYt − 1

2

∫ T

0

|g(Xt)|2 dt
)
.(3.6)

In order to develop the representations of Proposition 2.1, we first need a version of
this that is well defined for all y. Under (H2)–(H4) the process (g(Xt),Ft, 0 ≤ t ≤ T )
is a semimartingale, and so it is possible to “integrate by parts” in (3.6) and define
Q as any measurable function such that, for each y,

Q(X, y) = exp

(
y′T g(XT )−

∫ T

0

y′t dg(Xt)−
1

2

∫ T

0

|g(Xt)|2 dt
)
.(3.7)

(See [2] and [3].) It can also be shown (see, for example, [13], [14]) that the resulting
regular conditional probability, PX|Y , is continuous in y in the sense of the topology
associated with the convergence of means of bounded measurable functions, that

0 < EQ(X, y) <∞ for all y,(3.8)

and that

EQ(X, y) log(Q(X, y)) ≤ EQ(X, y)2 <∞.(3.9)

Thus the set Ȳ of (2.1) can be taken to be the entire space Y in this case, and (2.7) is
satisfied for all y. Proposition 2.1 can thus be applied for each y, and H = − log(Q).

We can now split the path estimation problem as suggested by (3.5). For any
z ∈ R

n and any 0 ≤ s ≤ T , let (Xz,s
t ; s ≤ t ≤ T ) be the solution of (3.1) on the

interval s ≤ t ≤ T with “initial condition” Xz,s
s = z, and let

Hp : [0, T ]× [0, T ]× R
n ×X×Y → R

be a measurable function such that

Hp(s, t, z,X
z,s, y) = −y′tg(Xz,s

t ) + y′sg(z) +

∫ t

s

y′r dg(X
z,s
r )

(3.10)

+
1

2

∫ t

s

|g(Xz,s
r )|2 dr for 0 ≤ s ≤ t ≤ T.

The fact that such a function exists follows from the “strong solution” hypothesis
(H3), as does the decomposition

H(X, y) = Hp(0, s,X0, X, y) +Hp(s, T,Xs, (Xt, s ≤ t ≤ T ), y).(3.11)
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Hp(s, t, z, · , · ) is the equivalent ofH for the problem of estimating the path (Xz,s
r , s ≤

r ≤ t) given the observation (Y z,sr , s ≤ r ≤ t), where

Y z,st =

∫ t

s

g(Xz,s
r ) dr +Wt −Ws for s ≤ t ≤ T.

In particular, Hp(s, T, z, · , · ) is the equivalent ofH for the problem of estimatingXz,s

given Y z,s. Let v(z, s, y) be the minimum apparent information for this problem; then,
according to Proposition 2.1 (i),

v(z, s, y) = − log (E exp(−Hp(s, T, z,Xz,s, y))) .(3.12)

It now follows that, for any A ∈ X s0 ,

PX|Y (A, y) =
E1A(X) exp (−Hp(0, s,X0, X, y)− v(Xs, s, y))
E exp (−Hp(0, s,X0, X, y)− v(Xs, s, y)) ,(3.13)

and from Jensen’s inequality and (3.9) it follows that Hp(0, s, χ0, · , y) + v(χs( · ), s, y)
satisfies (2.7) for all s. So, from Proposition 2.1, the path measure PX|Y restricted to
X s0 is the unique probability measure on X s0 that minimizes the apparent information

Fs(P̃X,s, y) = h(P̃X,s |PX,s) + 〈Hp(0, s, χ0, · , y) , P̃X,s〉+ 〈v(χs, s, y) , P̃X,s〉,(3.14)

where PX,s is the restriction of PX to X s0 . It also easily follows that the minimum
apparent information in (3.14) does not depend on s.

These arguments show that the variational form of the path estimation problem
(3.1), (3.2) can be interpreted in terms of dynamic programming, with value function
v. For each s we can split the problem into two subproblems: the estimation of Xz,s

for each z (resulting in a minimum apparent information of v(z, s, y)), followed by the
estimation of (Xt, 0 ≤ t ≤ s), where v(Xs, s, y) plays a part in the likelihood function.
v(Xs, s, y) summarizes that part of the likelihood function associated with increments
of Y after time s. The first subproblem can be interpreted in terms of stochastic
optimal control, where the cost is the apparent information of the controlled process.
This is developed in the next section.

4. A stochastic control formulation. We consider the first variational sub-
problem discussed above with s = 0. In keeping with the comments above on dynamic
programming, it turns out that we need consider only feedback controls. Also, be-
cause controls are intended to produce a change in measure of the form (3.3), it is
appropriate to let the control enter the drift through the map z �→ az, where a = σσ′.

Consider the following controlled equation:

X̃t = θ +

∫ t

0

(
b(X̃s, s) + a(X̃s, s)u(X̃s, s)

)
ds+

∫ t

0

σ(X̃s, s) dṼs,(4.1)

where the initial condition, θ, is nonrandom. LetU be the set of measurable functions
u : R

n × [0, T ] → R
n with the following properties:

(U1) u is continuous,
(U2) EΓu = 1, where

Γu = exp

(∫ T

0

u′σ(Xθ,0
t , t) dVt −

1

2

∫ T

0

|σ′u(Xθ,0
t , t)|2 dt

)
,(4.2)

and (Ω,F , P ), V , and Xz,s are as defined in section 3.
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Lemma 4.1. If b and σ satisfy (H3) and u ∈ U, then (4.1) has a weak solution
and is unique in law.

Proof. From (H3) and (U1) it follows that

P

(∫ T

0

∣∣∣σ′u(Xθ,0
t , t)

∣∣∣2 dt <∞
)

= 1.

This, together with (U2) and Girsanov’s theorem, shows that V u, defined by

V ut = Vt −
∫ t

0

σ′u(Xθ,0
s , s) ds,(4.3)

is a standard Brownian motion under the probability measure Pu, defined by

dPu

dP
= Γu.(4.4)

This shows that (Ω,F , (Ft), Pu, Xθ,0, V u) is a weak solution of (4.1).
Next, suppose that (Ω̃, F̃ , (F̃t), P̃ , X̃, Ṽ ) is a weak solution of (4.1), and, for each

natural number N , let τN : X → [0, T ] be defined by

τN (x) = inf{t ≥ 0 : |xt| ≥ N} ∧ T.

Since X̃ is continuous, P̃ (τN (X̃) → T ) = 1. Also, since u satisfies (U1),

Ẽ exp

(
1

2

∫ τN (X̃)

0

∣∣∣σ′u(X̃s, s)∣∣∣2 ds
)
<∞,

and so, from a standard variation of Novikov’s theorem (see, for example, Theorem
6.1 in [9]), it follows that (Mt, F̃t, 0 ≤ t ≤ T ), where

Mt = exp

(
−
∫ t

0

u′σ(X̃s, s) dṼs − 1

2

∫ t

0

∣∣∣σ′u(X̃s, s)∣∣∣2 ds
)

(4.5)

is a local martingale with respect to the sequence of stopping times (τN (X̃); N =
1, 2, . . .). Let

Ṽ Nt = Ṽt +

∫ t∧τN (X̃)

0

σ′u(X̃s, s) ds;

then, by Girsanov’s theorem, Ṽ N is a standard Brownian motion under the probability
measure P̃N , defined by dP̃N = MτN (X̃)dP̃ . Let (Xt; 0 ≤ t ≤ T ) be the filtration on

(X,X ) generated by the coordinate process (χt). Since

X̃t∧τN (X̃) = Φt∧τN (X̃)(θ, Ṽ
N ) for 0 ≤ t ≤ T,

where Φ is the strong solution to (3.1), the law of X̃ restricted to XτN is identical to
that of Xθ,0 under Pu, restricted to the same sigma-field. Finally, for any A ∈ X ,

P̃ (X̃ ∈ A, τN (X̃) = T ) = P̃ (X̃ ∈ A)− P̃ (X̃ ∈ A, τN (X̃) < T )

→ P̃ (X̃ ∈ A),



1824 SANJOY K. MITTER AND NIGEL J. NEWTON

and so, since the events on the left-hand side each belong to one of (XτN ; N = 1, 2, . . .),
the law of X̃ on X is identical to that of Xθ,0 under Pu.

Let (Ω̃, F̃ , (F̃t), P̃ , X̃, Ṽ ) be a weak solution of (4.1) for some u ∈ U. We define
the cost for controls in U as the apparent information of the resulting distribution
of X̃, P̃X . This is measured relative to the prior P θ,0X (the distribution of Xθ,0) and
Hp(0, T, θ, · , y) (as defined in (3.10)).

J(u, θ, y) = h(P̃X |P θ,0X ) + 〈Hp(0, T, θ, · , y), P̃X〉

=
1

2
Ẽ

∫ T

0

|σ′u(X̃t, t)|2 dt− y′T g(θ) +
1

2
Ẽ

∫ T

0

|g(X̃t)|2 dt
(4.6)

−Ẽ
∫ T

0

(yT − yt)′(Lg +Dgau)(X̃t, t) dt if the integrals exist,

+∞ otherwise,

where L is the differential operator associated with X,

L =
∑
i

bi
∂

∂zi
+

1

2

∑
i,j

ai,j
∂2

∂zi∂zj
,

and D is the row-vector jacobian operator, D = [∂/∂z1 ∂/∂z2 · · · ∂/∂zn]. The cost
functional has a more appealing form in the special case that the observation path,
y, is everywhere differentiable:

J(u, θ, y) =
1

2
Ẽ

∫ T

0

(
|σ′u(X̃t, t)|2 + |ẏt − g(X̃t)|2

)
dt− 1

2

∫ T

0

|ẏt|2 dt.(4.7)

This involves an “energy” term for the control and a “least-squares” term for the
observation path fit. These correspond to the two terms in Bayes’ formula representing
the degrees of match with the prior distribution and the observation path. The
optimal control problem (4.1), (4.7) can be thought of as a type of energy-constrained
tracking problem. The optimal control, under which the distribution of X̃ is the
regular conditional probability distribution PX|Y ( · , y), is derived in the following
theorem.

Theorem 4.2. Suppose that b, σ, and g satisfy (H3) and (H4), and let the
function u∗ : R

n × [0, T ]×Y → R
n be defined by

u∗ = −(Dv)′,(4.8)

where v is as defined in (3.12). Then, for each y ∈ Y, u∗( · , · , y) belongs to U, and
for all θ ∈ R

n, y ∈ Y, and P̃X ∈ P(X ) (not necessarily the distribution of a controlled
process),

J(u∗( · , · , y), θ, y) ≤ h(P̃X |P θ,0X ) + 〈Hp(0, T, θ, · , y), P̃X〉.(4.9)

Proof. The proof is in three parts. The first uses the methods of stochastic flows
to establish a stochastic representation formula for u∗, (4.20). The second proves
the statement of the theorem for nondegenerate systems with bounded coefficients.
Finally, a truncation argument is used to extend this result to the general case. Only
the time-homogeneous case (b and σ not dependent on t) is treated in order to avoid
excessive notation. The arguments extend in an obvious way to the general case.
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Standard moment bounding arguments (see, for example, Theorem 4.6 in [9])
show that for each natural number m there exists a Cm <∞, not depending on z or
s, such that

sup
s≤t≤T

E|Xz,s
t |2m ≤ Cm

(
1 + |z|2m)(4.10)

and sup
s≤t≤T

E ‖Ψz,s
t ‖2m ≤ Cm,(4.11)

where (Ψz,s
t ∈ R

n×n; s ≤ t ≤ T ) is the solution of the equation of first-order variation
associated with Xz,s,

Ψz,s
t = I +

∫ t

s

Db(Xz,s
r )Ψz,s

r dr +
∑
i

∫ t

s

Dσi(Xz,s
r )Ψz,s

r dVi,r.(4.12)

Here and in what follows, σi is the ith column of σ, and Vi,t is the ith component of
Vt. For any z, z̃ ∈ R

n and any 0 ≤ s ≤ t ≤ T

Xz,s
t −X z̃,s

t = (z − z̃) +

∫ t

s

(b(Xz,s
r )− b(X z̃,s

r )) dr +

∫ t

s

(σ(Xz,s
r )− σ(X z̃,s

r )) dVr,

and so for any natural number m there exists a Cm < ∞, not depending on s, t, z,
or z̃, such that

E sup
s≤r≤t

∣∣Xz,s
r −X z̃,s

r

∣∣2m ≤ 32m−1

(
|z − z̃|2m +E sup

s≤r≤t

∣∣∣∣
∫ r

s

(b(Xz,s
q )− b(X z̃,s

q )) dq

∣∣∣∣
2m

+E sup
s≤r≤t

∣∣∣∣
∫ r

s

(σ(Xz,s
q )− σ(X z̃,s

q )) dVq

∣∣∣∣
2m)

≤ Cm
(
|z − z̃|2m +

∫ t

s

E sup
s≤q≤r

∣∣Xz,s
q −X z̃,s

q

∣∣2m dr) ,
where we have used Doob’s submartingale inequality, (4.10), (H3), and standard
bounds for the moments of stochastic integrals. It thus follows from the Gronwall
lemma that

E sup
s≤t≤T

|Xz,s
t −X z̃,s

t |2m ≤ Cm exp(CmT )|z − z̃|2m for all (z, z̃, s).(4.13)

Similarly,

E sup
s≤t≤T

|Xz,s
t |2m ≤ Cm(1 + |z|2m) for all (z, s),(4.14)

and so for any ε > 0 and any bounded set A ⊂ R
n there exists a C <∞ such that

P

(
sup
s≤t≤T

|Xz,s
t | > C

)
< ε/4 for all (z, s) ∈ A× [0, T ].

From (H3) and (H4) it follows that D(Lg) is uniformly continuous on compacts, and
so for any η > 0 there exists a δ > 0 such that if z, z̃ ∈ A and |z − z̃| < δ,

P

(
sup
s≤t≤T

∥∥∥D(Lg)(Xz,s
t )−D(Lg)(X z̃,s

t )
∥∥∥ > η, sup

s≤t≤T
(|Xz,s

t | ∨ |X z̃,s
t |) ≤ C

)
< ε/2,
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so that

P

(
sup
s≤t≤T

∥∥∥D(Lg)(Xz,s
t )−D(Lg)(X z̃,s

t )
∥∥∥ > η) < ε.(4.15)

The polynomial growth of D(Lg) together with (4.14) and the Vallée–Poussin theorem
shows that, for any 0 < p <∞, the family{

sup
s≤t≤T

‖D(Lg)(Xz,s
t )‖p ; z ∈ A, 0 ≤ s ≤ T

}

is uniformly integrable. This and (4.15) show that for any 0 < p <∞

E sup
s≤t≤T

∥∥∥D(Lg)(Xz,s
t )−D(Lg)(X z̃,s

t )
∥∥∥p = o(|z − z̃|0)(4.16)

uniformly on A× [0, T ]. Similar arguments show that Dg(Xz,s
t ), Db(Xz,s

t ), Dσi(Xz,s
t ),

and D(Dgσi)(Xz,s
t ) for i = 1, 2, . . . , n have the same property.

It follows from the mean-value theorem that

Xz,s
t −X z̃,s

t = (z − z̃) +

∫ t

s

Db (α0,rX
z,s
r + (1− α0,r)X

z̃,s
r

)
(Xz,s

r −X z̃,s
r ) dr

+
∑
i

∫ t

s

Dσi
(
αi,rX

z,s
r + (1− αi,r)X z̃,s

r

)
(Xz,s

r −X z̃,s
r ) dVi,r,

where 0 < αi,r < 1 and αi,r is Fr-measurable for each i. The above continuity
properties, Hölder’s inequality, and techniques similar to those used to prove (4.13)
now show that for any 0 < p <∞

E sup
s≤t≤T

∣∣∣Xz,s
t −X z̃,s

t −Ψz,s
t (z − z̃)

∣∣∣p = o(|z − z̃|p),(4.17)

and

E |Θ(z, s, y)−Θ(z̃, s, y)− ξ(z, s, y)Θ(z, s, y)(z − z̃)|p = o(|z − z̃|p),(4.18)

both uniformly on A× [0, T ], where

Θ(z, s, y) = exp (−Hp(s, T, z,Xz,s, y))

and

ξ(z, s, y) = (yT − ys)′Dg(z) +
∑
i

∫ T

s

(yT − yt)′D(Dgσi)(Xz,s
t )Ψz,s

t dVi,t

+

∫ T

s

(yT − yt)′D(Lg)(Xz,s
t )Ψz,s

t dt−
∫ T

s

g′(Xz,s
t )Dg(Xz,s

t )Ψz,s
t dt.

Thus Dρ = EξΘ, where ρ = EΘ. Now, Jensen’s inequality shows that

inf
z∈A,0≤s≤T

ρ(z, s, y) ≥ inf
z∈A,0≤s≤T

exp(E log(Θ(z, s, y))) > 0,(4.19)

and so

u∗(z, s, y) =
Eξ(z, s, y)Θ(z, s, y)

EΘ(z, s, y)
.(4.20)



A VARIATIONAL APPROACH TO NONLINEAR ESTIMATION 1827

We now consider the special case in which y is differentiable with Hölder contin-
uous derivative, b and g are bounded, and there exists an ε > 0 such that

z̃′a(z)z̃ ≥ ε|z̃|2 for all z, z̃ ∈ R
n.(4.21)

In this case ρ is continuously differentiable with respect to s, is twice continuously
differentiable with respect to z, and by a standard extension of the Feynman–Kac
formula satisfies the following partial differential equation (see, for example, [7]):

∂ρ

∂s
+ Lρ+

(
ẏ − 1

2
g

)′
gρ = 0 on R

n × (0, T ), ρ( · , T, y) = 1.(4.22)

Since v = − log(ρ), the value function v satisfies

∂v

∂s
+Lv− 1

2
Dva(Dv)′ −

(
ẏ − 1

2
g

)′
g = 0 on R

n × (0, T ), v( · , T, y) = 0.(4.23)

Now, because of (4.10), (4.11), and the boundedness of g and Dg, u∗( · , · , y) is also
bounded and, by Novikov’s theorem, satisfies (U2). We have thus shown that in this
special case u∗( · , · , y) ∈ U. Let V ∗ and P ∗ be abbreviations for V u∗( · , · ,y) and
Pu∗( · , · ,y), respectively, where, for u ∈ U, V u and Pu are as defined by (4.3) and
(4.4). Then Itô’s rule and (4.23) show that

0 = v(Xθ,0
T , T, y) = v(θ, 0, y) +

∫ T

0

((
ẏt − 1

2
g

)′
g − 1

2
|σ′u∗|2

)
(Xθ,0

t , t, y) dt

−
∫ T

0

(u′∗σ)(Xθ,0
t , t, y) dV

∗
t .

As was pointed out in the proof of Lemma 4.1, (Ω,F , (Ft), P ∗, Xθ,0, V ∗) is a weak
solution of (4.1), and so, since g, u∗( · , · , y) and σ are bounded,

v(θ, 0, y) = E∗
∫ T

0

(
1

2
|σ′u∗| −

(
ẏt − 1

2
g

)′
g

)
(Xθ,0

t , t, y) dt

= J(u∗( · , · , y), θ, y).
By definition, v(θ, 0, y) is the minimum apparent information, and so we have es-
tablished (4.9) in this special case. A consequence of (4.9), and the uniqueness of
the measure minimizing apparent information, is that the distribution of X̃ when
u = u∗( · , · , y) is the regular conditional distribution of Xθ,0 given that Y = y. Thus,
in this special case,

Γu∗( · , · ,y) =
Θ(θ, 0, y)

ρ(θ, 0, y)
a.s.

Next, suppose that the additional constraints placed on y, b, g, and σ are removed.
For any natural number N , let

bN (z) = b(z) exp(−|z|2/N),

gN (z) = g(z) exp(−|z|2/N),

σN (z) =
[
σ N−1I

]
(an n× 2n matrix),
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and let yN be a sequence of differentiable elements of Y with Hölder continuous
derivatives such that ‖y − yN‖ → 0. Then bN and gN are bounded and σN satisfies
(4.21), bN , σN , and gN satisfy (H3) and (H4) uniformly in N , and bN , σN , gN ,
DbN , ∂σN/∂zi, and DgN converge to b, [σ 0], g, Db, [∂σ/∂zi 0], and Dg (respectively)
uniformly on compacts. We add the subscript (or superscript) N to X, Ψ, Θ, etc. to
indicate that y, b, g, and σ have been replaced by yN , bN , gN , and σN in the various
definitions and that V has been replaced by the 2n-dimensional Brownian motion,
(Vt, Bt). Now

Xz,s
t −XN,z,s

t =

∫ t

s

(
bN (Xz,s

r )− bN (XN,z,s
r )

)
dr +

∫ t

s

(
σ(Xz,s

r )− σ(XN,z,s
r )

)
dVr

+

∫ t

s

(b(Xz,s
r )− bN (Xz,s

r )) dr −N−1(Bt −Bs).

Arguments similar to those used to prove (4.13), (4.17), and (4.18) show that, for any
natural number m and any bounded set A ⊂ R

n,

E sup
s≤t≤T

∣∣∣Xz,s
t −XN,z,s

t

∣∣∣2m → 0,(4.24)

E sup
s≤t≤T

∥∥∥Ψz,s
t −ΨN,z,s

t

∥∥∥2m

→ 0,

E
∣∣Θ(z, s, y)−ΘN (z, s, yN )

∣∣2m → 0,(4.25)

and E
∣∣ξ(z, s, y)− ξN (z, s, yN )

∣∣2m → 0,

all uniformly on A× [0, T ]. This, Hölder’s inequality, and (4.19) show that

u∗N ( · , · , yN ) → u∗( · , · , y) uniformly on A× [0, T ].(4.26)

Thus u∗( · , · , y) satisfies (U1). It follows from (4.24) and (4.26) that

sup
0≤t≤T

∣∣∣u∗(Xθ,0
t , t, y)− u∗N (XN,θ,0

t , t, yN )
∣∣∣ → 0 in probability,

so that

Γ
u∗N ( · , · ,yN )
N → Γu∗( · , · ,y) in probability.(4.27)

It also follows from (4.25) and (4.19) that

Γ
u∗N ( · , · ,yN )
N =

ΘN (θ, 0, yN )

ρN (θ, 0, yN )
→ Θ(θ, 0, y)

ρ(θ, 0, y)
in probability,(4.28)

and so u∗( · , · , y) satisfies (U2), and the unique distribution of X̃ under this control
coincides with the regular conditional distribution of X given that Y = y. This
establishes (4.9) in the general case.

We return now to the path estimator with initial distribution µ. The minimization
of apparent information can be expressed in terms of the following controlled process
with random initial condition:

X̃t = X̃0 +

∫ t

0

(
b(X̃s, s) + a(X̃s, s)u(X̃s, s)

)
ds+

∫ t

0

σ(X̃s, s) dṼs,

(4.29)
X̃0 ∼ µ̃.
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A simple variant of Lemma 4.1 shows that, if u is continuous and satisfies (U2) for
all θ ∈ R

n, then this equation is unique in law and has a weak solution for any initial
law, µ̃. Let P̃X be the distribution of X̃ corresponding to the pair (µ̃, u); it follows
from (3.14) and the subsequent discussion that

F (P̃X , y) = F0(µ̃, y) = h(µ̃ |µ) + 〈J(u, · , y), µ̃〉,(4.30)

and this is minimized by the choice u = u∗( · , · , y) and µ̃ = µY ( · , y), where for
B ∈ Bn

µY (B, y) = PX|Y (χ−1
0 (B), y).(4.31)

Thus, for each y, the regular conditional probability distribution PX|Y ( · , y) is Marko-
vian with “initial” marginal µY ( · , y) and differential operator

Ly =
∑
i

(b+ au∗( · , · , y))i ∂
∂zi

+
1

2

∑
i,j

ai,j
∂2

∂zi∂zj
.(4.32)

Of course, the nonlinear filter and interpolator for the process X can be found
from the marginals of this path space measure.

5. The inverse problem. The variational characterization of the inverse prob-
lem (parts (ii) and (iv) of Proposition 2.1) can also be applied to the path estimator.
This involves choosing a likelihood function to be compatible with the (given) regular
conditional probability distribution, PX|Y ( · , y). In section 4, we minimized appar-
ent information over probability measures corresponding to weak solutions of (4.29).
Here, we maximize compatible information over (negative) log-likelihood functions,
H̃, that give rise to posterior distributions of this type.

Let (Ω,F , P ), µ, V , and X be as defined in section 3. For each probability
measure on R

n, µ̃, with µ̃� µ, and each continuous u satisfying (U2) for all θ, let H̃
be a measurable function such that

H̃(X) = − log

(
dP̃X
dPX

(X)

)
+K

(5.1)

= − log

(
dµ̃

dµ
(X0)

)
−
∫ T

0

u′σ(Xt, t) dVt +
1

2

∫ T

0

|σ′u(Xt, t)|2 dt+K,

where K ∈ R and P̃X is as defined following (4.29). We shall assume that µY ( · , y)�
µ̃. If this is not so, then, as shown in the proof of Proposition 2.1, we can always
choose another µ̃ resulting in more compatible information, for which it is. The term
K in (5.1) is the information in the associated (unspecified) observation.

Integral log-likelihood functions of the form (5.1) can be thought of as being
associated with observations that are “distributed in time,” in that information from
them gradually becomes available as t increases.

The characterization of PX|Y in terms of stochastic control can be used to express

the compatible information corresponding to H̃ as follows:

G(H̃, y) = K − 〈H̃ , PX|Y ( · , y)〉
= K + h(µY ( · , y) |µ)− h(µY ( · , y) | µ̃)(5.2)

+

∫ T

0

∫
Rn

(
u∗ − 1

2
u

)′
au(z, t, y)PX|Y (χ−1

t (dz), y) dt.
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Log-likelihood functions of the form (5.1) could come from many different types of
observation. The only constraints placed on u here are that it be continuous and that
it satisfy (U2) for all θ. We could further constrain it to take the form

u(z, s) = −(Dṽ)′(z, s, ỹ),

where

ṽ(z, s, ỹ) = − logE exp

(∫ T

s

(
˙̃yt − 1

2
g̃(Xz,s

t )

)′
g̃(Xz,s

t ) dt

)

for appropriate g̃ and ỹ. This would correspond to observations of the “signal-plus-
white-noise” variety similar to (3.2) but with “controlled” observation function and
path, g̃ and ỹ. This would show the effects of errors in the observation function or
approximations of the observation path. Under appropriate regularity conditions, ṽ
will satisfy the following partial differential equation:

−∂ṽ
∂t

= Lṽ − 1

2
Dṽa(Dṽ)′ −

(
˙̃yt −

1

2
g̃

)′
g̃; ṽ( · , T ) = 0.(5.3)

Thus one interpretation of the inverse problem involves an infinite-dimensional deter-
ministic optimal control problem in reversed time, with control (g̃, ỹ), and payoff

Π(g̃, ỹ) =

∫ T

0

∫
Rn

Dṽa
(
u∗ − 1

2
(Dṽ)′

)
(z, t, y)PX|Y (χ−1

t (dz), y) dt.(5.4)

The optimal trajectory for this dual problem, v( · , · , y) is a time-reversed likelihood
filter for X given Y , and the measure exp(−v(z, s, y))PX(χ−1

s (dz)) is an unnormalized
regular conditional probability distribution for Xs given observations (Yt−Ys, s ≤ t ≤
T ), which coincides with that provided by the Zakai equation for the time-reversed
problem. This provides an information-theoretic explanation of the connection be-
tween nonlinear filtering and stochastic optimal control used in [6] as well as widening
its scope. For a somewhat different problem involving optimization over observation
functions, see [16].

6. Information flow and localization. The results of section 2 concerning
the information conserving properties of Bayesian estimators can be localized in the
context of the diffusion problem (3.1), (3.2). Proposition 2.1 can be applied to provide
variational characterizations of various conditional probabilities of the path measure
PX|Y , including transition probabilities, and these can be used to characterize the
flow of information at a given time and in a given state.

For any initial law µ̃ � µ and any control u satisfying (U1) and (U2) for all θ,
let (Ω̃, F̃ , (F̃t), P̃ , X̃, Ṽ ) be a weak solution of (4.29), let P̃X be the distribution of X̃,
and let PX,s, P̃X,s, and PX,s|Y ( · , y) be the restrictions of PX , P̃X , and PX|Y ( · , y)
to X s0 (as defined in (3.4)). It follows from the results of section 4 that PX,s|Y ( · , y)
coincides with P̃X,s when µ̃ = µY ( · , y) and u( · , t) = u∗( · , t, y) for 0 ≤ t ≤ s. As
shown in the discussion following (3.13), this is the unique probability measure on
X s0 minimizing the apparent information (3.14). The sum of the first two terms on
the right-hand side of (3.14) is the apparent information of P̃X,s in the context of
estimators of (Xt, 0 ≤ t ≤ s) given observations (Yt, 0 ≤ t ≤ s), which we can think of
as being the apparent information up to time s. The third term on the right-hand side
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of (3.14) is the information in the observations (Yt−Ys, s ≤ t ≤ T ), which we can think
of as being the information remaining in the observations Y at time s. As s increases,
the estimator corresponding to (µ̃, u) progressively converts observation information
into apparent information. If u = u∗( · , · , y), then this process is conservative, in that
Fs(P̃X,s, y) does not change with s. However, if u is not optimal, then the apparent
information can increase faster than the observation information decreases.

We can refine this argument as follows. Let

Ĩs = log

(
dP̃X,s
dPX,s

(X̃)

)
+Hp(0, s, X̃0, X̃, y) + v(X̃s, s, y) for 0 ≤ s ≤ T,(6.1)

where Hp is defined in (3.10). Then it follows from (3.11) that, for all 0 ≤ s ≤ t ≤ T ,

Ĩt = Ĩs + log

(
dP̃X,t
dPX,t

× dPX,s
dP̃X,s

(X̃)

)
+Hp(s, t, X̃s, (X̃r, s ≤ r ≤ T ), y)

(6.2)
+ v(X̃t, t, y)− v(X̃s, s, y).

Let Q̃X and QX be, respectively, the distributions of (Xz,s
r , s ≤ r ≤ t) (as defined

in section 3) with and without the application of the control (u(Xz,s
r , r), s ≤ r ≤ t).

The apparent information of Q̃X in the context of estimators for (Xz,s
r , s ≤ r ≤ t)

given Y z,s is

Fs,t(z, Q̃X , y) = h(Q̃X |QX) + 〈Hp(s, t, z, · , y), Q̃X〉+ 〈v(χt, t, y), Q̃X〉,
(6.3)

= v(z, s, y) +
1

2

∫ t

s

∫
Rn

|σ′(u− u∗(z̃, r, y))|2 Q̃X(χ−1
r (dz̃)) dr,

where we have used (2.10). It now follows that

Ẽ(Ĩt | F̃s) = Ĩs +
1

2

∫ t

s

Ẽ

(
|σ′(u− u∗)(X̃r, r, y)|2

∣∣∣∣ F̃s
)
dr.

Thus (Ĩt, F̃t) is a submartingale and a martingale if u = u∗( · , · , y). This is the
Davis–Varaiya [4] characterization of the optimal control for the problem of section
4.

Setting t = s+ δs in (6.3), we obtain the following local information quantities:

h(Q̃X |QX) =
1

2
|σ′u(z, s)|2δs+ o(δs),(6.4)

〈Hp(s, s+ δs, z, · , y), Q̃X〉 = −g(z)′δy +
1

2
|g(z)|2δs+ o(δs),(6.5)

〈v(χs+δs, s+ δs, y), Q̃X〉 = v(z, s, y) + g(z)′δy
(6.6)

−
((
u− 1

2
u∗

)′
au∗ +

1

2
|g|2
)

(z, s, y)δs+ o(δs).

Equation (6.4) shows the local increase in information gain of the distribution of the
process (4.29) over PX , (6.5) shows the local increase in the residual information of the
estimator P̃X , and (6.6) shows the local decrease in the average information remaining
in the observation after time s. If y is differentiable at s, then there is a local rate of
increase of apparent information of |σ′u(z, s)|2/2− (ẏs− g/2)′g(z) and a local rate of
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decrease of the remaining observation information of (u − u∗/2)′au∗(z, s, y) − (ẏs −
g/2)′g(z). The former exceeds the latter unless the control is optimal.

The dual problem can also be localized in this way. For u as above, let H̃p be a
measurable function such that

H̃p(s, t, z,X
z,s) = −

∫ t

s

u′σ(Xz,s
r , r) dVr +

1

2

∫ t

s

|σ′u(Xz,s
r , r)|2 dr

(6.7)
+ (Ks −Kt),

where K is differentiable and KT = 0. This can be thought of as being the equivalent
of Hp(s, t, z,X

z,s, y) for an unspecified time-distributed observation such that at time

s the remaining information in the observation is Ks. (This corresponds to H̃(X)
of (5.1) with K = K0.) Let Q∗

X be the distribution of (Xz,s
r , s ≤ r ≤ t) when it is

controlled by the optimal control. Taking expectation with respect to Q∗
X in (6.7) and

taking the limit as t ↓ s, we obtain a local rate of decrease of compatible information of
(u∗−u/2)′au(z, s, y). The local rate of increase of the information gain of PX|Y ( · , y)
is, of course, |σ′u∗(z, s, y)|2/2. The latter exceeds the former unless u is optimal.

In the global dual problem (5.1), the regular conditional probability PX|Y ( · , y)
is the source of information. At time s the information in this source is

Ss = h(µ̃|µ) +
1

2

∫ s

0

∫
Rn

|σ′u∗(z, t, y)|2PX|Y (χ−1
t (dz), y) dt.

At time T there is no information in the observation and no residual information—
all the information is still in the source. As s decreases, information flows out of
the source at a rate Ṡs; it is merged with residual information and flows into the
observation at a rate K̇s. If u is optimal, then the flow is conservative, whereas more
generally information is lost.

Let Hz,s be the Hilbert space of n-vectors of reals with inner product

〈α, β〉z,s = α′a(z, s)β.

The developments above show that the regular conditional probability PX|Y ( · , y)
is locally characterized at the point (z, s) by the diffusion coefficients a(z, s) and
(b(z, s) + a(z, s)α∗), where α∗ minimizes

1

2
‖α‖2z,s − 〈α, u∗(z, s, y)〉z,s,(6.8)

whereas the optimal trajectory in the dual problem (5.3) is locally characterized in
that its negative gradient at the point (z, s), β∗ maximizes

〈β, u∗(z, s, y)〉z,s − 1

2
‖β‖2z,s.(6.9)

The local balance of the Bayesian path estimator is thus characterized by the
Legendre transform pair (6.8), (6.9). Of course, this is the characterization of the
optimal control problem of section 4 provided by the stochastic maximum principle,
the adjoint process being the gradient of the optimal dual state, v( · , · , y), evaluated
at (X̃t, t).
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7. Conclusions. This article has developed dual variational characterizations
of Bayesian estimation, in which the “cost” functionals have particular information-
theoretic meaning. These characterizations provide a natural framework for the study
of modeling and approximation errors in estimators such as nonlinear filters. They
also link such issues with a broader theory of “stochastic dissipativeness” (see [1]),
on which the ideas and techniques of statistical physics can be brought to bear. We
believe that this will have a number of advantages, for example, in the study of
the long-term behavior of stochastic systems. For a recent development of this type
see [12]. The characterizations also provide a framework for the representation of
estimators, in a broader context, as apparent information minimizers and compatible
information maximizers. These issues will be explored elsewhere.
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Abstract. For a linear control system with multiplicative white noise, we develop (asymptotic)
formulas for the dependence of almost sure and second mean exponential growth rates on a high-gain
parameter k. We show that if the diffusion matrix is skew-symmetric so that the noise enters in a
purely skew-symmetric way, then the function g, where g(p)/p denotes the exponential growth rate of
the pth mean, converges to a straight line, uniformly for p ∈ [0, 2], as k → ∞. We use these formulas
to show that the feedback control system in Stratonovich form is high-gain stabilizable even if the
zero-dynamics are unstable, provided that the noise is strong enough. This contrasts with the noise
free case, where we need the zero-dynamics to be exponentially stable.

We then consider a class of systems where the diffusion matrix is not skew-symmetric and show
that the almost sure and pth mean growth rates have different limiting behavior as k → ∞.
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1. Introduction. The dependence of dynamical properties of systems on pa-
rameters is central to many problems in control theory and in dynamical systems.
For example, consider a linear single-input single-output control system of the form

ẋ = Ax+Bu,

y = Cx,
(1)

where x ∈ Rd, A is a real d × d-matrix, and B,CT ∈ Rd. A basic control design
technique is to study the root locus for (1), i.e., the eigenvalues of A − kBC as k
varies. The root locus technique is used, for example, to show that if CB > 0 and if
(A,B,C) is minimum phase, then high-gain feedback control u = −ky is stabilizing in
the sense that the eigenvalues of A−kBC are in the left half-plane for all k sufficiently
large.

The parametric dependence of dynamical properties for linear stochastic differ-
ential equations (LSDEs) has been investigated with great intensity during the last
decades. For a survey on approaches which are closest in spirit to the present work,
as well as for further references, see Wihstutz [10]. Note also that the bifurcation
behavior of a noisy Duffing–van der Pol-oscillator has been studied in Arnold [1,
Chapter 9]. Motivated by this, Imkeller and Lederer [7, 8] performed a more detailed
study of the dependence on parameters of Lyapunov exponents for a noisy damped
harmonic oscillator.
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We want to investigate dynamical properties of certain LSDEs obtained by ap-
plying proportional feedback. More precisely, we consider a noisy version of (1) with
proportional output feedback, i.e.,

dx = (A− kBC)x dt+

m∑
j=1

Ajx ∗ dWj(t).(2)

We are interested in the dependence of exponential growth rates for (2) on k and, in
particular, on asymptotic formulas, valid for large k. While for deterministic systems
this can be derived by studying the dependence of eigenvalues on parameters, for LS-
DEs the situation is more complicated. Indeed, there are several competing notions of
growth rates (for example, in the pth mean or almost surely). Furthermore, the growth
rates depend on which notion of solution of (2) is adopted—Itô or Stratonovich.

The paper is organized as follows. In section 2 we recall some basic facts about
LSDEs and their exponential growth rates, specifically Lyapunov exponents and mo-
ment exponents. In section 3 we consider almost sure growth rates, and we character-
ize under which conditions (2) can be stabilized almost surely by high-gain feedback.
This means that the leading Lyapunov exponent becomes negative for all sufficiently
high gain. We restrict ourselves to the simplest possible nontrivial case, which is
the case of a 2 × 2-system. To calculate the almost sure growth rate, i.e., the lead-
ing Lyapunov exponent, we use the Furstenberg–Khasminskii formula, which yields a
closed, albeit complicated, formula. These results are in the spirit of those obtained
by Imkeller and Lederer [7, 8], who obtained explicit formulas for Lyapunov expo-
nents of certain linear two-dimensional systems arising from the linearization of the
Duffing–van der Pol-oscillator around zero.

In section 4 we consider the second mean growth rates and characterize under
which conditions the system can be stabilized in the second mean by high-gain feed-
back. Here we use the classical technique of considering the norm induced by a positive
definite matrix P (thus defining a Lyapunov function), applying the Itô formula to
obtain estimates for the exponential growth of second moments, and then choosing
the matrix P in an appropriate way. As a result we obtain that when the noise enters
the system in a purely skew-symmetric way, then for high gain the exponential growth
rate of the second moment approaches twice the Lyapunov exponent, the almost sure
exponential growth rate. When the noise is entering nonskew-symmetrically, however,
the growth rates have different limiting behavior as k →∞. We prove the main result,
Theorem 3.2, in an appendix.

2. Notions of growth rates for LSDEs. To introduce the notions of growth
rate for (2), consider a general LSDE

dx = Axdt+
m∑
j=1

Ajx ∗ dWj(t),(3)

where A and Aj are d× d-matrices, Wj are independent standard Wiener processes,
1 ≤ j ≤ m, and ∗ stands for an interpretation of (3) either as an Itô or as a Straton-
ovich equation. Denote by x(t, x0) the solution of (3) at time t, with initial condition
x0 at time t = 0.

There are several nonequivalent notions of exponential growth rates for (3). The
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leading Lyapunov exponent of (3) is defined as

λ = lim
t→∞

1

t
log
(
sup

‖x0‖=1

‖x(t;x0)‖
)

P -a. s.,(4)

where ‖ · ‖ is any norm on Rd. Existence of the almost sure limit and the fact that
the limit is constant almost surely follows from the subadditive ergodic theorem of
Kingman [9]. The LSDE (3) is said to be almost surely exponentially stable if λ < 0.

The exponential growth rate in the pth mean is g(p)/p, where g(p) is given by

g(p) = lim
t→∞

1

t
logE

(
sup

‖x0‖=1

‖x(t;x0)‖p
)
.(5)

In (5), E denotes expectation. The function p 
→ g(p) is a real analytic function and
convex, and g′(0) = λ, provided certain nondegeneracy conditions are satisfied; see
Arnold, Oeljeklaus, and Pardoux [5] (and also Arnold, Kliemann, and Oeljeklaus [4]
for the case of colored noise). Consequently,

g(p)

p
≥ g(q)

q
≥ g′(0) = λ(6)

for p ≥ q > 0. In particular, the growth rate in the pth mean is greater than or
equal to the almost sure growth rate for p > 0. We are interested in the dependence
of the growth rates given by (4) and (5) for the LSDE (2) as we vary the feedback
gain k. For example, how does the feedback gain influence the difference between g(2)
and 2λ?

As mentioned earlier in the introduction, the dependence of growth rates of LSDEs
on parameters has been of interest. One of the earliest results of this type, of relevance
here, goes back to Arnold, Crauel, and Wihstutz [2]. Consider a Stratonovich equation
of the form

dx = Axdt+

m∑
j=1

ujBjx ◦ dWj(t),(7)

where Bj , 1 ≤ j ≤ m, form a basis for the d(d−1)/2-dimensional linear space of skew
symmetric d × d-matrices and, as before, the Wj are independent standard Wiener
processes. In [2], the following limiting behavior for the leading Lyapunov exponent
is obtained:

λ→ 1

d
trA =

1

d

d∑
i=1

aii as minuj →∞.

This result has been subsequently generalized by Arnold, Eizenberg, and Wihstutz [3]
to allow for weaker conditions on the (Bj). One consequence of this result is the
surprising observation that we can “stabilize” (7) by high-intensity noise if trA < 0.
So, given a deterministic system ẋ = Ax with trA < 0, it suffices to agitate the
system by noise as in (7) and increase the intensity u until almost sure stability is
achieved.

While high-intensity noise would seem impractical, this result motivates us to
determine if noise can enhance more traditional stabilization by proportional feedback.
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Second mean feedback stabilization of a general controlled Itô LSDE




dx = (Ax+Bu0) dt+

m∑
j=1

(Ajx+Bjuj) dWj(t),

y = Cx

(8)

has been considered by Damm [6]. Here u0, . . . , um are controls, and A, Aj , B, Bj ,
and C are matrices of suitable dimensions. This problem is quite involved. It turns
out that stabilization in the second mean is equivalent to the existence of positive
definite solutions to certain generalized linear matrix inequalities. We are not aware
of any similar results for almost sure stabilization. Rather than pursuing this general
feedback problem, we limit our interest to the parametric dependence of the growth
rates λ and g(p) in a set-up less general than (8). We restrict our attention to the 2×2
case of system (2). This is the simplest nontrivial case, and it allows for a neat and
clear formulation of the main results. Higher dimensional cases would also be possible,
but the technical conditions are considerably more involved, and we currently do not
have a complete picture.

3. Almost sure exponential growth rates. As already mentioned, we will
investigate the simplest case possible. That is, we investigate the dependence of the
almost sure exponential growth rate, i.e., the Lyapunov exponent, on the parameters k
and σ for the Stratonovich equation

dx =

(
a− k

c

b

d

)
x dt+ σ

(
0

1

−1
0

)
x ◦ dW (t).(9)

In (9), a, b, c, d ∈ R are fixed parameters. The drift matrix (a−kc
b
d ) in (9) arises via

a change of coordinates from (1) in the case u = −ky, and CB > 0, if the dimension
is 2. We show that limk→∞ λk,σ =

1
2 (2d− σ2), so that (9) is high-gain almost surely

exponentially stabilizable if and only if d < 1
2σ

2.

Remark 3.1. Without high-gain k, we have from Arnold, Crauel, and Wihstutz [2]
that limσ→∞ λ = 1

2 (a+d), and so almost sure stability if mixing of the negative trace
by the noise is strong enough. With high gain but no noise, high-gain stabilization
is possible only if the zero-dynamics are exponentially stable, i.e., if d < 0, while the
noise term has a stabilizing effect and with high enough gain k the intensity of the
noise has to be only strong enough to overcome the influence of possibly “unstable
zero-dynamics.”

While the results are simply stated, their derivation, as with analogous results
obtained by Imkeller and Lederer [7, 8], is quite involved. To proceed we first recall
some details about the well-known method for calculating Lyapunov exponents of an
LSDE

dx = Axdt+
m∑
j=1

Ajx ◦ dWj(t)(10)

via the Furstenberg–Khasminskii formula. Here A,Aj are d× d-matrices, and Wj are
independent Wiener processes, 1 ≤ j ≤ m, and the equation is interpreted in the
Stratonovich sense.

Projection of (10) from Rd \ {0} onto the unit sphere Sd−1 = {v ∈ Rd : |v| = 1}
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by x 
→ x/|x| =: s gives the (nonlinear) SDE

ds = gA(s) dt+

m∑
j=1

gAj (s) ◦ dWj(t)(11)

on Sd−1, where gA(s) = As − (s,As)s. The SDE (11) defines a random dynamical
system on Sd−1. Associated to every Lyapunov exponent there exists an invariant
measure for this random dynamical system, which is supported by the Oseledets space
associated with this Lyapunov exponent; for details see Arnold [1, Chapters 3 and 4].
Furthermore, the maximal Lyapunov exponent (almost sure exponential growth rate)
is given by

λ =

∫
Sd−1


(s,As) + m∑

j=1

(
1

2
((Aj +A∗

j )s,Ajs)− (s,Ajs)
2

) dp(s),(12)

where p is a (suitable) invariant measure for the Markov semigroup induced by (11).
Equation (12) is the Furstenberg–Khasminskii formula in the form it takes for a linear
system induced by the LSDE (10). In particular, if (11) is sufficiently nondegener-
ate, then there exists a unique invariant Markov measure p, and this measure has
a smooth density with respect to the Lebesgue measure on Sd−1, which we denote
by p again. Nondegeneracy means that a certain hypoellipticity condition is satisfied,
whose precise form is not of interest here. The density p is given as a suitably nor-
malized solution of the associated Fokker–Planck equation. See Arnold [1] or Imkeller
and Lederer [7, 8].

In our particular case we have the Stratonovich LSDE

dx =

(
a− k

c

b

d

)
x dt+ σ

(
0

1

−1
0

)
x ◦ dW (t),

and (11) becomes

ds = gA(s) dt+ gB(s) ◦ dW (t)

with gA(s) = As− (s,As)s,
(s,As) = (a− k)s21 + (b+ c)s1s2 + ds22,

gA(s) =

(
(a− k)s1 + bs2 − (a− k)s31 − (b+ c)s21s2 − ds22s1

cs1 + ds2 − (a− k)s21s2 − (b+ c)s1s22 − ds32

)
,

gB(s) = σ

(−s2
s1

)
,

and s = (s1, s2)
T . In polar coordinates s = (cosϕ, sinϕ)T with ϕ ∈ [−π/2, π/2], this

becomes

dϕ =
ds2
cosϕ

=
c cosϕ+ d sinϕ− (a− k) cos2 ϕ sinϕ− (b+ c) cosϕ sin2 ϕ− d sin3 ϕ

cosϕ
dt

+σ dW (t)

=
(
c cos2 ϕ+ (d− a+ k) cosϕ sinϕ− b sin2 ϕ

)
dt+ σ dW (t).
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To determine the invariant measure for the associated Markov semigroup we first note
that the SDE for the angle ϕ is elliptic. Consequently, there is a unique invariant
measure for the Markov semigroup, and this invariant measure has a C∞ density
ϕ 
→ pk,σ(ϕ), which is a solution of the Fokker–Planck equation. In the present case
the Fokker–Planck equation results in the ordinary differential equation

−
(
1

2
σ2p

)′′
+
((
c cos2 ϕ+ (d− a+ k) cosϕ sinϕ− b sin2 ϕ

)
p
)′
= 0

with periodic boundary conditions on [−π/2, π/2). This gives

p′ =
2

σ2
(c+ (d− a+ k) cosϕ sinϕ− (b+ c) sin2ϕ)p+ γ,

where γ has to be chosen such that p is periodic. Rewriting in 2ϕ-terms gives

p′ =
2

σ2

(
c+

1

2
(d− a+ k) sin 2ϕ− 1

2
(b+ c)(1− cos 2ϕ)

)
p+ γ

=
1

σ2

(
(c− b) + (d− a+ k) sin 2ϕ+ (b+ c) cos 2ϕ

)
p+ γ.

Using standard trigonometric identities and setting

R(ϕ, η) =
1

σ2

(
(c− b)(ϕ− η) +

1

2
(d− a+ k)(cos 2η − cos 2ϕ)

+
1

2
(b+ c)(sin 2ϕ− sin 2η)

)
,

we obtain that the general, still to be normalized, solution p is given by

p(ϕ) = eR(ϕ,−π
2 ) p

(
−π
2

)
+ γ

∫ ϕ

−π/2
eR(ϕ,η) dη.(13)

In (13) γ has to be chosen such that p(π2 ) = p(−π
2 ). For the leading Lyapunov

exponent we then obtain

λ =

∫ π/2

−π/2

(
(a− k) cos2 ϕ+ (b+ c) cosϕ sinϕ+ d sin2 ϕ

)
p(ϕ) dϕ.(14)

Starting from (13) and (14), we obtain the following theorem on the dependence
of the Lyapunov exponent on high-gain feedback.

Theorem 3.2. The Lyapunov exponent λ = λk,σ of the Stratonovich LSDE (9)
satisfies

λk,σ = d− σ2

2
+O(k−1)

for k large. In particular,

lim
k→∞

λk,σ = d− σ2

2

for every a, b, c, d.
The proof is given in the appendix.
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Remark 3.3. (i) We used the explicit formula for the leading Lyapunov expo-
nent λ = λk,σ given by (14), invoking the density p = p(k) given explicitly by (13).
Use of such explicit formulas is not possible for higher dimensional LSDEs. For
d > 2 one might invoke the more systematic approach as described, for example, by
Wihstutz [10]. This involves putting ε = k−α for suitable α > 0 and denoting the gen-
erator induced by the projected SDE (11) by Lε to obtain an expansion of λ = λ(ε)
around ε = 0 by expanding the expression λ(ε) =

∫
qε pε given by (12), where pε

is determined by Lεpε = 0 (which is the Fokker–Planck equation). Performing this
asymptotic expansion formally for the two-dimensional case considered here yields
the limiting behavior λ = λk,σ + o(1) for k large in a more intuitive manner than
the direct approach which we adopt. However, it would seem from the developments
in [10] that justification of this more systematic asymptotic expansion approach needs
arguments which are at least as complicated as those used in the direct approach.

(ii) Using a slightly modified approach to the one invoked in the proof of Theo-
rem 3.2 gives more information, specifically allowing a further expansion of the Lya-
punov exponent λ in k. This gives

λk,σ = d− σ2

2
+

(
bc− σ4

4

)
k−1 +O(k−2).(15)

Alternatively we obtain the same result by using the formal expansion approach as
described above in (i).

4. Exponential growth rates in the second mean. In the calculation of
Lyapunov exponents in the previous section we adopted a Stratonovich interpretation.
To calculate the exponential growth rate of the second mean, i.e., g(2), it is more
suitable to work with an Itô interpretation. So in order to compare results between
the two notions of growth rate, we need to transform (9) from Stratonovich to Itô
form. A general Stratonovich LSDE

dx = Axdt+
m∑
j=1

Ajx ◦ dWj(t)

is equivalent to the Itô LSDE

dx =


A+ 1

2

m∑
j=1

A2
j


x dt+

m∑
j=1

Ajx dWj(t).

In our case this transforms (9) to

dx =

(
a− k − 1

2σ
2 b

c d− 1
2σ

2

)
x dt+ σ

(
0 −1
1 0

)
x dW (t).

For an Itô equation

dx = A0x dt+A1x dW (t),

g(2) coincides with the smallest η ∈ R such that there exists a symmetric positive
definite matrix P with

AT
0 P + PA0 +AT

1 PA1 ≤ ηP.(16)
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Indeed this follows from (16) by adopting ‖x‖ = 〈x, Px〉1/2 as a norm in the definition
of g(2) and by using the Itô formula applied to V (t) = 〈x(t), Px(t)〉.

Proposition 4.1. The exponential growth rate of the second mean of the Strato-
novich LSDE (9), which is g(2)/2 with g(2) = gk,σ(2) given by (5), satisfies

gk,σ(2) = (2d− σ2) +O(k−1).

Hence, for σ fixed,

lim
k→∞

gk,σ(2) = 2d− σ2

for every a, b, c, d.
Proof. From (6) we already know that gk,σ(2) ≥ 2λk,σ for every k, σ; hence

Theorem 3.2 yields

gk,σ(2) ≥ (2d− σ2) +O(k−1)(17)

for k → ∞. It remains to show that gk,σ(2) ≤ (2d − σ2) + O(k−1), i.e., that there
exist η and P > 0 such that[

a−k− 1
2σ

2

b
c

d− 1
2σ

2

]
P + P

[
a−k− 1

2σ
2

c
b

d− 1
2σ

2

]
+ σ2

[
0
−1

1
0

]
P
[
0
1

−1
0

]
< ηP(18)

and η ≤ (2d−σ2)+O(k−1). Without loss of generality, we choose P = [ 1 q
q p ]. Denoting

by Q(P ) the left-hand side of (18), we obtain

Q(P ) =

[
2a− 2k − (1− p)σ2 + 2cq (a− k + d− 2σ2)q + b+ cp
(a− k + d− 2σ2)q + b+ cp 2dp+ (1− p)σ2 + 2bq

]
.

Choosing p = p(k) = 1 + k
σ2 , we obtain

Q(P )

=

[
2a− k + 2cq (a+ d− k − 2σ2)q + b+ c(1 + k

σ2 )

(a+ d− k − 2σ2)q + b+ c(1 + k
σ2 ) (2d− σ2 + σ2

p +
2bq
p )p

]
,

where we left p unresolved in the lower right entry. Now choose, for k sufficiently
large, q = q(k) = b+cp

k+2σ2−a−d . For this choice of P = P (k) we obtain

Q(P ) =

[
2a− k + 2cq 0

0 ((2d− σ2) + σ2

p +
2bq
p )p

]
(19)

≤ ((2d− σ2) +O(k−1)
)
P.

Combining (17) and (19), we conclude that for k → ∞ the second mean exponent
gk,σ(2) satisfies

gk,σ(2) = 2d− σ2 +O(k−1)

as required.
Remark 4.2. Further expansion of the second mean growth rate g(2) in terms

of k gives

gk,σ(2) = 2d− σ2 +

(
2bc+

σ4

2

)
k−1 +O(k−2) = 2λκ,σ + σ4k−1 +O(k−2).
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This shows that the difference between almost sure and second mean exponents dis-
appears asymptotically with order 1k.

Until now we have assumed that the noise enters in a skew-symmetric way. For
the following slightly more general case the arguments carry over in a rather straight-
forward manner.

Theorem 4.3. Consider the Stratonovich LSDE

dx =

(
a− k

c

b

d

)
x dt+

(
γ

σ

−σ
γ

)
x ◦ dW (t)(20)

with γ ∈ R. Then the following hold.
(i) The almost sure exponential growth rate of (20), the Lyapunov exponent λk,σ,

is independent of γ. In particular,

λk,σ = d− σ2

2
+O(k−1), and therefore lim

k→∞
λk,σ = d− σ2

2

for every γ ∈ R.
(ii) The exponential growth rate of the second mean, gk,σ,γ(2)/2, satisfies

gk,σ,γ(2) = 2d+ 2γ
2 − σ2 +O(k−1)

for large k. In particular,

lim
k→∞

gk,σ,γ(2) = 2d+ 2γ
2 − σ2.

Note. The theorem can be rephrased as g(2)
2 = λ+ γ2 asymptotically.

Proof. It is straightforward to see that the leading Lyapunov exponent of (20)
is independent of γ. Indeed, since γ Id commutes with all matrices, solutions of (20)
and (9) can be transformed into each other as follows. If x(t;x0) is a solution of (9),
then y(t;x0) = x(t;x0)e

γσW (t) is a solution of (20). Since limW (t)/t = 0 almost
surely for t → ∞, the Lyapunov exponents of (20) are the same as those of (9).
Consequently, application of Theorem 3.2 to (20) for γ = 0 proves (i).

Concerning the exponential growth rate of the second mean, denote by I the
identity matrix, and put J =

(
0
1
−1
0

)
. Transforming the Stratonovich SDE dx =

A0x dt+A1x ◦ dW (t) with A1 = γI + σJ to Itô form gives

dx =

(
A0 +

1

2
A2

1

)
x dt+ σA1x dW (t),

where A2
1 = (γ2 − σ2)I + 2γσJ . In order to determine g(2) we have to find the

smallest η ∈ R for which there exists a positive definite P such that

(
A0 +

1

2
(γ2 − σ2)I + γσI

)T
P + P

(
A0 +

1

2
(γ2 − σ2)I + γσI

)
(21)

+
(
γI + σJ

)T
P
(
γI + σJ

) ≤ ηP.

Now the left-hand side of (21) equals

(
A0 +

(
γ2 − σ2

2

)
I + 2γσJ

)T
P + P

(
A0 +

(
γ2 − σ2

2

)
I + 2γσJ

)
+ σ2 JTPJ,
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which is simply (18) for the Itô LSDE

dx =

(
A0 +

(
γ2 − 1

2
σ2

)
I + γσJ

)
x dt+ σJx dW (t),

corresponding to the Stratonovich equation

dx = (A0 + γ2I + γσJ)x dt+ σJx ◦ dW (t).(22)

Since (22) has the same form as (9) and, in particular,

A0 + γ2I + γσJ =

(
ã− k b̃

c̃ d̃

)

with d̃ = d+ γ2, it follows by applying Proposition 4.1 that

g(2) = 2d+ 2γ2 − σ2 +O(k−1)

for k →∞, proving (ii).
Remark 4.4. For the case of a skew-symmetric diffusion matrix we see from the

calculations of λ and g(2) that while

g(2) > 2λ

(the inequality is strict here—see Arnold, Oeljeklaus, and Pardoux [5]), in the limit,
for high-gain k tending to infinity,

lim
k→∞

gk,σ(2) = 2 lim
k→∞

λk,σ = 2d− σ2.

This means that the strictly convex functions p 
→ gk,σ(p) converge with k to infinity
to the linear p 
→ (d− 1

2σ
2)p, uniformly in p ∈ [0, 2], for every σ > 0. So the high-gain

feedback leads to an asymptotic degeneracy in p 
→ g(p).
Remark 4.5. A similar degeneracy occurs in the case of the high-intensity noise

problem of Arnold, Crauel, and Wihstutz [2]. Recall that for the Stratonovich equa-
tion

dx =

(
a b
c d

)
x dt+ σ

(
0 −1
1 0

)
x ◦ dW (t)

we have

lim
σ→∞λ =

1

2
(a+ d).

Transforming into the equivalent Itô equation

dx =

(
a− 1

2σ
2 b

c d− 1
2σ

2

)
x dt+ σ

(
0 −1
1 0

)
x dW (t)

and invoking the characterization of g(2) given around (16), one obtains

lim
σ→∞ g(2) = (a+ d).
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To see this, we again need to find η so that

Q̃(P ) :=

[
2a− (1− p)σ2 + 2cq (a+ d− σ2)q + b+ cp
(a+ d− σ2)q + b+ cp 2dp+ (1− p)σ2 + 2bq

]
≤ η

[
1 q
q p

]
.

Put p = 1 + d−a
σ2 . Then we need

[
a+ d+ 2cq (a+ d− 2σ2)q + b+ c(1 + d−a

σ2 )

(a+ d− 2σ2)q + b+ c(1 + d−a
σ2 ) a+ d− d (a−d)

σ2 + 2bq

]

≤ η

[
1 q
q p

]
.

Choosing

q =
b+ c(1 + (d−aσ2 ))

2σ2 − a− d
= O

(
1

σ2

)

for 2σ2 > a+ d gives

Q̃(P ) =

(
a+ d+O( 1

σ2 ) 0
0 a+ d+O( 1

σ2 )

)
≤
(
(a+ d) +O

(
1

σ2

))(
1 q
q p

)
,

so that gσ(2) ≤ (a+ d) +O(σ−2). Since gσ(2) ≥ 2λσ and

lim
σ→∞λσ = (a+ d)/2,

we conclude that

lim
σ→∞ gσ(2) = a+ d.

Remark 4.6. In the case of a more general diffusion matrix considered in Theo-
rem 4.3, the degeneration described in Remark 4.4 does not occur. In fact, here noise
assisted high-gain stabilization may take place with respect to almost sure stability
but not with respect to second mean stability. In particular, with a diffusion matrix
of the form σ

(
1
1
−1
1

)
we have convergence of the almost sure exponential growth rate

λk,σ to d− σ2/2 for k →∞, whereas gk,σ(2)/2 converges to d+ σ2/2 for k →∞.
5. Concluding remarks. We have considered the dependence of growth rates

on the feedback gain k for the simplest case of an LSDE arising from proportional
feedback applied to a second order relative degree one control system. We have
obtained explicit formulas for the Lyapunov exponents and asymptotics of the growth
rates valid for large enough k. We have shown, in particular, that in case of a purely
skew-symmetric noise the asymptotic dependence on k for k large is the same whether
we consider λ, the leading Lyapunov exponent, or whether we consider the growth
rate in the pth mean for any p ∈ [0, 2]. This contrasts with the situation where for
any fixed k we would have that

λ <
g(p)

p
<

g(q)

q
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for all p < q.

As an application of these asymptotic estimates we see that the Stratonovich
equation (9) is high-gain stabilizable (almost surely or in the pth mean, 0 < p ≤ 2) if
and only if

σ2 > 2d.

In particular, for σ �= 0 we can allow d > 0, i.e., unstable zero-dynamics, whereas if
σ = 0, we need d < 0 i.e., the zero-dynamics to be exponentially stable. We see in
this simple example that the noise has a stabilizing effect.

When the noise enters in a certain nonskew-symmetric way, then the same com-
ments apply to almost sure growth rates, so the noise is still stabilizing with respect to
almost sure stability. However, the same noise is destabilizing with respect to stability
in the second mean.

Appendix. In this appendix we give the proof of Theorem 3.2. We first consider
a special case.

The case of a symmetric drift matrix. We first treat the case b = c. This
means that the drift matrix A in (9) is symmetric. Then ϕ 
→ R(ϕ, η) is periodic for
every η, and therefore (13) yields that periodicity of p holds if and only if γ = 0. This
gives

p(ϕ) = exp

[
− 1

2σ2

(
(d− a+ k)(1 + cos 2ϕ)− 2b sin 2ϕ

)]
p(−π/2).

In order to make p the density of a probability measure, we have to choose

p
(
−π
2

)
=

(∫ π/2

−π/2
exp

[
− 1

2σ2

(
(d− a+ k)(1 + cos 2ϕ)− 2b sin 2ϕ

)]
dϕ

)−1

.

Note that p(−π
2 ) > 0. Having determined the dependence of the invariant density p

on k and σ, we now turn to the calculation of the leading Lyapunov exponent as given
by (14), which here takes the form

λ =

∫ π/2

−π/2

(
(a− k) cos2 ϕ+ 2b cosϕ sinϕ+ d sin2 ϕ

)
p(ϕ) dϕ.(23)

We first ignore the normalizing factor p(−π
2 ) and consider

I :=

∫ π
2

−π
2

(
(a− k) cos2 ϕ+ 2b cosϕ sinϕ+ d sin2 ϕ

)

× exp
(
− 1

2σ2

(
(d− a+ k)(1 + cos 2ϕ)− 2b sin 2ϕ)) dϕ.

Defining Rk =
√
(k + d− a)2 + (2b)2 and ψk via tanψk = k+d−a

2b and using the
formula

s cos 2ϕ+ t sin 2ϕ = R sin(2ϕ+ ψ)
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with R =
√
s2 + t2 and tanψ = s/t, we obtain

I = exp

(
a− k − d

2σ2

)∫ π/2

−π/2

[
(a− k) cos2 ϕ+ 2b cosϕ sinϕ+ d sin2 ϕ

]

× exp
(
− 1

2σ2
Rk sin(2ϕ+ ψk)

)
dϕ.

Rearranging

(a− k) cos2 ϕ+ 2b cosϕ sinϕ+ d sin2 ϕ

= (a− k − d) cos2 ϕ+ 2b cosϕ sinϕ+ d

=
a− k − d

2
(cos 2ϕ+ 1) + b sin 2ϕ+ d

=
1

2

[
(a− k − d) cos 2ϕ+ 2b sin 2ϕ+ a+ d− k

]
and using periodicity of sine and cosine together with the identities sin(β + π/2) =
cosβ and cos(β + π/2) = − sinβ, we obtain

I =
1

2
exp
(a− k − d

2σ2

)

×
∫ π/2

−π/2

[
(a− k − d) cos(2ϕ− ψk) + 2b sin(2ϕ− ψk) + a+ d− k

]

× exp
(
− Rk

2σ2
sin 2ϕ

)
dϕ

=
1

2
exp
(a− k − d

2σ2

)

×
∫ π/2

−π/2

[
−(a− k − d) sin(2ϕ− ψk) + 2b cos(2ϕ− ψk) + a+ d− k

]

× exp
(
− Rk

2σ2
cos 2ϕ

)
dϕ

=
1

2
exp
(a− k − d

2σ2

)
exp
( Rk

2σ2

)

×
∫ π/2

−π/2

[
(k + d− a)

(
sin 2ϕ cosψk − cos 2ϕ sinψk

)
+2b

(
cos 2ϕ cosψk + sin 2ϕ+ sin 2ϕ sinψk

)
+ a+ d− k

]
× exp

(
−Rk

σ2
cos2 ϕ

)
dϕ.

Integrating over a symmetric interval around zero, we keep only integrals over even
functions. This gives

I = exp
(a− k − d+Rk

2σ2

)

×
∫ π/2

0

[
(a− d− k) cos 2ϕ sinψk + 2b cos 2ϕ cosψk + a+ d− k

]

× exp
(
−Rk

σ2
cos2 ϕ

)
dϕ.
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Now cosψk = 2b/Rk and sinψk = (k + d− a)/Rk, so

I = exp
(a− k − d+Rk

2σ2

)

×
∫ π/2

o

[
4b2 − (k + d− a)2

Rk
cos 2ϕ+ a+ d− k

]
exp
(
−Rk

σ2
cos2 ϕ

)
dϕ

= exp
(a− k − d+Rk

2σ2

)

×
∫ π/2

0

[
a+ d− k +

(k + d− a)2 − 4b2
Rk

− (k + d− a)2 − 4b2
Rk

2 cos2 ϕ

]

× exp
(
−Rk

σ2
cos2 ϕ

)
dϕ.

From the theory of hypergeometric functions we know that

H :=

∫ π/2

0

exp
(
−Rk

σ2
cos2 ϕ

)
dϕ =

π

2
H
([
1

2

]
, [1],

Rk

σ2

)

and

K :=

∫ π/2

0

exp
(
−Rk

σ2
cos2 ϕ

)
cos2 ϕdϕ =

π

4
H
([
3

2

]
, [2],

Rk

σ2

)
,

where H denotes hypergeometric functions. This gives

I = exp
(a− k − d+Rk

2σ2

)

×
([

a+ d− k +
(k + d− a)2 − 4b2√
(k + d− a)2 + 4b2

]
H − 2

[
(k + d− a)2 − 4b2√
(k + d− a)2 + 4b2

]
K

)
.

Using similar calculations, we obtain for the normalizing factor

p
(
−π
2

)
= π exp

(a− d− k +Rk

2σ2

)
H
([
1

2

]
, [1],

Rk

σ2

)

= 2 exp
(a− d− k +Rk

2σ2

)
H.

Now

a+ d− k +
(k + d− a)2 − 4b2√
(k + d− a)2 + 4b2

= 2d+ e1(k),

(k + d− a)2 − 4b2√
(k + d− a)2 + 4b2

= k + e2(k),

H =
π

2

( σ2

Rk

)1/2

+ e3(k),

K =
π

4

( σ2

Rk

)3/2

+ e4(k), and

Rk =
√
(k + d− a)2 + (2b)2 = k + e5(k),
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where |e1(k)| ≤ Mk−1, |e2(k)| ≤ M , |e3(k)| ≤ Mk−3/2, |e4(k)| ≤ Mk−5/2, and
|e5(k)| ≤Mk−1/2 for a suitable constantM . In the following we will denote constants
independent of k by M without always noting when their value changes. This gives

I = π

(
d− σ2

2

)
exp

(
a− d

2σ2

) √
σ2

k1/2
+ e6(k)(24)

and, introducing the notion J for later reference,

J := p
(
−π
2

)
= π exp

(
a− d

2σ2

) √
σ2

k1/2
+ e7(k),(25)

where |e6(k)| ≤Mk−3/2 and |e7(k)| ≤Mk−3/2.
From (23) we obtain

λ = λk,σ =
I

J
= d− σ2

2
+ e8(k)

with |e8(k)| ≤Mk−1.
This proves the following proposition.
Proposition A.1. In the case of a symmetric drift matrix, i.e., in the case

b = c, the leading Lyapunov exponent λ = λk,σ of the LSDE (9) satisfies

λk,σ = d− σ2

2
+O(k−1)

for k large. In particular,

lim
k→∞

λk,σ = d− σ2

2
.

The case of a general drift matrix. Having assumed b = c in the drift matrix
for the calculations in the previous subsection, we now use these calculations to obtain
a result for the case b �= c.

Proof of Theorem 3.2. Having established the result for the case b = c in the
previous section, we proceed by showing that the general case is close to the symmetric
case for k sufficiently large.

First note that (13), (14), p(−π
2 ) = p(π2 ), and

∫
p(ϕ) dϕ = 1 give λ = I/J with

I =

∫ π/2

−π/2
q(ϕ)m(ϕ)g(ϕ) dϕ and J =

∫ π/2

−π/2
m(ϕ)g(ϕ) dϕ,

where

q(ϕ) = (a− k) cos2 ϕ+ (b+ c) cosϕ sinϕ+ d sin2 ϕ

= (a− d− k) cos2 ϕ+ (b+ c) cosϕ sinϕ+ d,

m(ϕ) = exp
( 1

2σ2
[(b+ c) sin 2ϕ− (d− a+ k)(cos 2ϕ+ 1)]

)
,

g(ϕ) = exp

(
c− b

σ2

(
ϕ+

π

2

))

+

[
1− exp

(
c− b

σ2
π

)][
exp

(
c− b

σ2

(
ϕ− π

2

))]
f(ϕ)
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and f is given by

f(ϕ) =

∫ ϕ

−π/2
exp

(
1

2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]
)
dη

∫ π/2

−π/2
exp

(
1

2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]
)
dη

.

In the symmetric case we had g(ϕ) ≡ 1 on [−π/2, π/2]. We will show that I and J
are close to the corresponding integrals with g ≡ 1. While the integrals I and J
look at first glance rather intractable, there are several simplifications if k is large.
In particular, for k large we have f(ϕ) ≈ 0 for −π/2 ≤ ϕ ≤ −π/4 and f(ϕ) ≈ 1 for
π/4 ≤ ϕ ≤ π/2. We will make this more precise below.

First note that 0 ≤ f ≤ 1; hence there exists M > 0, independent of k, such
that |g(ϕ)| ≤ M for all ϕ. Next consider the behavior of m(ϕ) for large k. Here the
relevant term is −(d− a+ k)(cos 2ϕ+ 1). Note that cos 2ϕ+ 1 ≥ 0 for all ϕ. Define
intervals Ik and Jk close to −π/2 and π/2, respectively, such that 1 + cos 2ϕ ≥ 1√

k
for all ϕ �∈ Ik ∪ Jk by

Ik =

[
−π/2,− cos−1 1√

2
√
k

]
and Jk =

[
cos−1 1√

2
√
k
, π/2

]
.

For ϕ /∈ Ik ∪ Jk,

−(d− a+ k)(1 + cos 2ϕ) ≤ −
√
k

3

for k large. Noting that, for k large,

|q(ϕ)| = |(a− k) cos2 ϕ+ (b+ c) cosϕ sinϕ+ d sin2 ϕ| ≤ 2k,

we obtain

∣∣∣∫
[−π/2,π/2]\(Ik∪Jk)

q(ϕ)m(ϕ)g(ϕ) dϕ
∣∣∣ ≤ kM exp

(
−
√
k

3

)

for some M > 0. Since k exp
(−√

k
3

) ≤ exp(−√
k

4

)
for k large, we thus obtain

∣∣∣∫
[−π/2,π/2]\(Ik∪Jk)

q(ϕ)m(ϕ)g(ϕ) dϕ
∣∣∣ ≤M exp

(
−
√
k

4

)
,

and so

∣∣∣∫ π/2

−π/2
q(ϕ)m(ϕ)g(ϕ) dϕ−

∫
Ik∪Jk

q(ϕ)m(ϕ)g(ϕ) dϕ
∣∣∣ ≤M exp

(
−
√
k

4

)
.(26)

By similar arguments one obtains

∣∣∣∫ π/2

−π/2
q(ϕ)m(ϕ) dϕ−

∫
Ik∪Jk

q(ϕ)m(ϕ) dϕ
∣∣∣ ≤M exp

(
−
√
k

4

)
.(27)
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It follows from (26) and (27) that we need only to deal with the difference between I
and

∫
q(ϕ)m(ϕ) dϕ on Ik ∪ Jk.

Loosely speaking, we have g(ϕ) ≈ 1 on Ik and

g(ϕ) ≈ exp
[
c− b

σ2
π

]
+

(
1− exp

[
c− b

σ2
π

])
= 1

on Jk, both uniformly in k.
To be more precise, consider first f(ϕ) for ϕ ∈ Ik. For ϕ ∈ Ik and k sufficiently

large we have cos 2ϕ ≤ −1/2, and for ϕ ∈ [−π/6, π/6] we have cos 2ϕ ≥ 1/2. It follows
that, for ϕ ∈ Ik,

0 ≤ f(ϕ) ≤
∫
Ik
exp

(
1

2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]
)
dη∫ π/6

−π/6 exp
(

1
2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]

)
dη

≤M exp(−k),
whence ∣∣∣∣g(ϕ)− exp(c− b

σ2
(ϕ+ π

2 )
)∣∣∣∣ ≤M exp(−k).

Expanding ϕ 
→ exp
(
c−b
σ2 (ϕ+

π
2 )
)
in Taylor series around −π/2, we obtain

g(ϕ) = 1 +
c− b

σ2
(ϕ+ π/2) +

1

2

(c− b

σ2
(ϕ+ π/2)

)2

+
1

6

(c− b

σ2
(ϕ+ π/2)

)3

+ e1(k)

(28)

with |e1(k)| ≤Mk−1 for all ϕ ∈ Ik.
Similarly, for ϕ ∈ Jk we have

1 ≥ f(ϕ) = 1−
∫ π/2
ϕ

exp
(

1
2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]

)
dη∫ π/2

−π/2 exp
(

1
2σ2 [−2(c− b)η + (d− a+ k) cos 2η − (b+ c) sin 2η]

)
dη

≥ 1−M exp(−k),
and expanding the exp-term in ϕ 
→ g(ϕ) in Taylor series around π/2 gives

g(ϕ) = 1 +
c− b

σ2
(ϕ− π/2) +

1

2

(c− b

σ2
(ϕ− π/2)

)2

+
1

6

(c− b

σ2
(ϕ− π/2)

)3

+ e2(k)

(29)

with |e2(k)| ≤Mk−1 for all ϕ ∈ Jk.
Based on these estimates and expansions, we would expect, loosely speaking, that∫

Ik∪Jk
q(ϕ)m(ϕ)g(ϕ) dϕ ≈

∫
Ik∪Jk

q(ϕ)m(ϕ) dϕ.

Actually, this is not as simple as it looks. The problem is that the right-hand side is
O(1/

√
k), and so we have to be careful with arguments based on any “errors” being

small for k →∞.
We proceed more carefully: On Ik we obtain, invoking (28),

q(ϕ)m(ϕ)g(ϕ)

= q(ϕ)m(ϕ)

×
[
1 +

c− b

σ2
(ϕ+ π/2) +

1

2

(c− b

σ2
(ϕ+ π/2)

)2

+
1

6

(c− b

σ2
(ϕ− π/2)

)3

+ e1(k)
]
.
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So

q(ϕ)m(ϕ)g(ϕ)− q(ϕ)m(ϕ)

= q(ϕ) exp
(b+ c

2σ2
sin 2ϕ

)
exp
(
−k + d− a

σ2
cos2 ϕ

)
×
[c− b

σ2
(ϕ+ π/2) +

1

2

(c− b

σ2
(ϕ+ π/2)

)2

+
1

6

(c− b

σ2
(ϕ+ π/2)

)3

+ e1(k)
]
.

Similarly, on Jk we obtain from (29)

q(ϕ)m(ϕ)g(ϕ)− q(ϕ)m(ϕ)

= q(ϕ) exp
(b+ c

2σ2
sin 2ϕ

)
exp
(
−k + d− a

σ2
cos2 ϕ

)
×
[c− b

σ2
(ϕ− π/2) +

1

2

(c− b

σ2
(ϕ− π/2)

)2

+
1

6

(c− b

σ2
(ϕ− π/2)

)3

+ e2(k)
]
.

We consider the contributions of the terms
(
(a−d−k) cos2 ϕ) and ((b+c) cosϕ sinϕ+

d
)
in q(ϕ) separately. The term

(
(a− d− k) cos2 ϕ

)
contributes∫

Ik

(a− d− k) cos2 ϕ exp
(b+ c

2σ2
sin 2ϕ

)
exp
(
−k + d− a

σ2
cos2 ϕ

)

×
[c− b

σ2
(ϕ+ π/2) +

1

2

(c− b

σ2
(ϕ+ π/2)

)2

+
1

6

(c− b

σ2
(ϕ+ π/2)

)3

+ e1(k)
]
dϕ

to
∫
Ik

(
q(ϕ)m(ϕ)g(ϕ)− q(ϕ)m(ϕ)

)
dϕ. The corresponding contribution from Jk is∫

Jk

(a− d− k) cos2 ϕ exp
(b+ c

2σ2
sin 2ϕ

)
exp
(
−k + d− a

σ2
cos2 ϕ

)

×
[c− b

σ2
(ϕ− π/2) +

1

2

(c− b

σ2
(ϕ− π/2)

)2

+
1

6

(c− b

σ2
(ϕ− π/2)

)3

+ e2(k)
]
dϕ.

Taking Taylor expansions of ϕ 
→ sin 2ϕ and ϕ 
→ cos2 ϕ around −π/2 and π/2,
respectively, changing variables, and combining the contributions of the (a − d −
k) cos2 ϕ-terms from Ik and Jk, we arrive at an error term of the form

∫ 1√
2
√
k

0

(a− d− k) x2 exp
(
−k + d− a

σ2
x2
)

×
[(
exp
(
−b+ c

σ2
x
)
− exp

(b+ c

σ2
x
))(c− b

σ2
x+

1

6

(c− b

σ2

)3)
(30)

+
1

2

(
exp
(
−b+ c

σ2
x
)
+ exp

(b+ c

σ2
x
))(c− b

σ2
x
)2
]
dx + e3(k)

with |e3(k)| ≤ Mk−3/2. Here we used that, after the change of variables around π/2
and around −π/2, respectively, cos2 ϕ gives a term of the order x2 + O(x4). Using
integration by parts, one verifies that the error terms e1(k) and e2(k) contribute
an O(k−3/2)-term, and the O(x4)-term from cos2 ϕ contributes an O(k−2)-term.

Identifying the exponential terms inside the square brackets as −2 sinh( b+cσ2 x) and

cosh( b+cσ2 x) and expanding sinhx and coshx, respectively, around x = 0, (30) becomes

Mk

∫ 1√
2
√
k

0

x4 exp

(
−k + d− a

σ2
x2

)
dx+O(k−3/2)
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for k large. Again using integration by parts this can be seen to grow not faster than
Mk−3/2 for k →∞ (recall that M is a variable constant).

Using similar calculations in which we again need to combine contributions from
Ik and Jk, we can show that the term

(
(b+c) cosϕ sinϕ+d

)
in q(ϕ) contributes to the

integral
∫
Ik∪Jk

(
q(ϕ)m(ϕ)g(ϕ) − q(ϕ)m(ϕ)

)
dϕ an error term bounded in magnitude

by Mk−3/2.
Collecting the above estimates, we obtain∣∣∣∫

Ik∪Jk
q(ϕ)m(ϕ)g(ϕ) dϕ−

∫
Ik∪Jk

q(ϕ)m(ϕ) dϕ
∣∣∣ ≤Mk−3/2 and

∣∣∣∫
Ik∪Jk

m(ϕ)g(ϕ) dϕ−
∫
Ik∪Jk

m(ϕ) dϕ
∣∣∣ ≤Mk−3/2

for some positive M and k sufficiently large. In view of (26) and (27), this implies

∣∣∣∫ π/2

−π/2
q(ϕ)m(ϕ)g(ϕ) dϕ−

∫ π/2

−π/2
q(ϕ)m(ϕ) dϕ

∣∣∣ ≤Mk−3/2 and(31)

∣∣∣∫ π/2

−π/2
m(ϕ)g(ϕ) dϕ−

∫ π/2

−π/2
m(ϕ) dϕ

∣∣∣ ≤Mk−3/2.(32)

Now put

Isym =

∫ π/2

−π/2
q(ϕ)m(ϕ) dϕ and Jsym =

∫ π/2

−π/2
m(ϕ) dϕ;

the subscript “sym” refers to the symmetric case treated in (the proof of) Proposition
A.1 From (24) and (25) we obtain

Isym = π

(
d− σ2

2

)
exp

(
a− d

2σ2

) √
σ2

k1/2
+ η1(k),

Jsym = π exp

(
a− d

2σ2

) √
σ2

k1/2
+ η2(k)

with both |ηj(k)| ≤ Mk−3/2, j = 1, 2, where we note that the derivation of (24)
and (25) goes through without changes if 2b is replaced by b+ c.

Rewriting (31) and (32) with this notation gives

I = Isym + e4(k) and J = Jsym + e5(k),

where |ej(k)| ≤Mk−
3
2 , j = 4, 5. So finally, we obtain

λk,σ =
I

J
=

Isym + e4(k)

Jsym + e5(k)
= d− σ2

2
+ e6(k),

where, due to the k−1/2-term in Isym and Jsym, respectively, |e6(k)| ≤ Mk−1. This
proves the claim, finishing the proof of Theorem 3.2.
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Abstract. We consider the robust optimal control of a law of large numbers approximation
of a stochastic network. The robust control problem is formulated as a differential game, with one
player choosing the policies that determine service and routing assignments and the other choosing
quantities such as the arrival and service rates, subject to constraints. The cost to be minimized
by the first player and maximized by the second is the time until the origin is reached. An explicit
formula is given for the value function, and some of its basic properties are studied.
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1. Introduction. This paper considers the problem of robust service and rout-
ing control for a network of servers. Consider such a network, and assume that at
each station there are a finite number of distinct customer classes, each with its own
buffer. In this paper we will work directly with what is sometimes called a “fluid”
model for the network [19]. Models of this sort are usually obtained as law of large
numbers approximations to more detailed models [6, 17] and are particularly appeal-
ing because in many cases related optimization problems admit closed form solutions
[23, 24, 12].

Another feature of the networks we consider is model uncertainty, such as uncer-
tainty in the arrival and service rates. To deal with model uncertainty we adapt the
differential game formulation of robust control for unconstrained nonlinear systems
[15]. Thus we consider a network where there are two players. One player in the game
will represent the “true” control (e.g., service assignments and routing decisions). The
other player represents the uncertain or poorly modeled aspects of the system (e.g.,
arrival and service rates). In keeping with existing convention, we will refer to this
latter control as “nature.” The two players are antagonistic, with the first player
attempting to maintain good system performance.

Differential game formulations provide a powerful tool for the design of robust
controls [4, 15]. In many situations knowledge of the true system is limited. System
parameters (e.g., arrival rates) may drift with time, and statistical properties (e.g.,
correlations) may also be unstable. There may be aspects of the system that are left
unmodeled, either because they cannot be estimated in any reliable way or because
they lead to a model that is too complicated to be useful. This is a common occurrence
in stochastic networks, where the network to be controlled is often a subnetwork
of some larger system, and “full state information” is simply not available to the
controller of the subnetwork.
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In situations like these the use of a single “nominal” model can be problematic.
For example, just as in the case of unconstrained systems one can construct examples
where controls that are optimal in some sense for the nominal model perform poorly
when the model is perturbed even slightly. A differential game formulation allows
one to construct controls that perform uniformly well over a class of perturbations
of the nominal model, with each choice of nature’s control corresponding to a dif-
ferent perturbation of the design model. It is, of course, this insensitivity to model
perturbations that warrants the term “robust” control. Variations of different kinds
can be accommodated through the choice of the cost structure, and one can carefully
balance the pursuit of optimality with respect to a nominal model against the need
to provide good performance for a range of models. Indeed, for many current design
problems (see, e.g., [16]) one would like the maximum robustness possible given cer-
tain guaranteed bounds on performance. The main result of this paper is the explicit
solution to a robust control problem for a network. By explicit what we mean is that
the value function can be represented in terms of a finite dimensional optimization
problem and that from this value function one can obtain controls with specific robust
properties.

In formulating the differential game special attention must be paid to the cost
applied to nature’s control, since this determines the degree to which model pertur-
bations are allowed. Within the realm of “fluid” models there are at least two types
of cost structures that are natural. One is a cost that simply imposes a constraint
on the model parameters. We will refer to this as the case of a “hard constraint.”
An alternative is to make nature pay an increasing cost for perturbations away from
the nominal model, and we will refer to this type of cost as corresponding to “soft
constraints.” Hard constraints turn out to be mathematically simpler for fluid models
of networks, even though the reverse seems to be true for unconstrained systems. The
present paper will focus on the case of hard constraints. Of particular interest among
games with soft constraints are those which arise as the limit of “risk-sensitive” con-
trol problems [2]. However, for problems of control, until the origin is reached the
running cost in these games is not of one sign, and so there is no longer uniqueness
for the corresponding PDE [18] (even within the viscosity solution framework). This
makes the analysis much more difficult.

Besides the cost that nature must pay, one must also specify the cost that the
true control faces. In this paper the cost we consider is the time to move the state
of the system from an arbitrary position to zero (i.e., all queues empty). The true
control will try to minimize this time, while the opposing control will attempt to
delay it as much as possible. This cost seems to be a natural analogue, in the setting
of constrained systems, of the familiar quadratic cost for unconstrained systems. In
particular, it leads to controls with optimal robust stability (in addition to optimal
robust performance), and it also allows for a fairly explicit closed form solution.

An outline of the paper is as follows. In section 2 we give a precise formulation
of the game problem and show through examples how various systems can be put
into this framework. Section 3 includes the main result of the paper, which is a finite
dimensional max/min representation for the value function of the game introduced
in section 2. Qualitative properties of the value function (convexity, differentiability,
etc.) are also discussed in section 3. The proof of this representation is given in
section 4. The concluding section 5 formally discusses how an optimal true control
can be constructed in feedback form. A proof of the existence of value for the games
we consider is given in an appendix.
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2. Formulation of the control problem. In this section we formulate the
robust control problem as a constrained deterministic differential game. As discussed
in the introduction, the model we use can be viewed as a law of large numbers ap-
proximation to a more detailed stochastic model. This connection will be used for
interpretive purposes throughout the section. The state space of the process is R

N
+ ,

and one can interpret each of the components as a queue length associated with a
specific customer class.

The formulation of the model involves two collections of N -dimensional vectors.
The first are the directions of constraint, which we designate by {di, i = 1, . . . , N}.
These vectors are used to define the Skorokhod or reflection map, which properly
corrects the dynamics of the model when one or more components of the state are
zero (i.e., one or more customer classes are empty). The second collection is designated
{vjk, j = 1, . . . , J, k = 1, . . . ,K} and is used to define the dynamics of the system away
from the boundary. Nature’s control takes values in a compact convex set A ⊂ R

K ,
and the index j ∈ {1, . . . , J} corresponds to one of the possible “pure” service/routing
configurations the true controller can select (illustrative examples will be given below).
If nature chooses the control α ∈ A and the true control is the pure configuration
j, then the quantity

∑K
k=1 αkvjk characterizes the (law of large numbers) evolution

of the network when the state of the network is away from ∂R
N
+ . More general

service/routing policies can be obtained by considering convex combinations of the
pure controls, in which case the velocity of the system is given by

F (ρ, α)
.
=

J∑
j=1

K∑
k=1

ρjαkvjk,

where

ρ = (ρ1, . . . , ρJ) ∈ S .
=


x ∈ R

J : xj ≥ 0, j = 1, . . . , J,

J∑
j=1

xj = 1


 ,

and ρj is the fraction of time allocated to the pure configuration j.
We will assume the following condition on the directions of constraint. The con-

dition is by now classical in the study of approximations to queueing networks and is
called the Harrison–Reiman condition in [11]. It was first used in [14]. Although the
Harrison–Reiman condition is usually associated with single class networks, it also
defines the proper Skorokhod problem for many formulations of controlled multiclass
networks as well. Note that the condition is the original Harrison–Reiman condition
and not the generalization that is also studied in [11].

Condition 2.1. For each i ∈ {1, . . . , N}
(di)i = 1, and (di)j ≤ 0 for j 	= i.

Let D be the matrix whose ith column is di. Then the spectral radius of I −D is less
than 1.

The following simple examples illustrate the role these different quantities play.
The ith unit basis vector is denoted by ei. Some of the most difficult aspects in the
control of networks are due to feedback and the interactions between different servers.
From this perspective, the first two examples are too simple to be of great interest.
Also, it should be noted that the game formulation we consider in this paper allows
routing only at the “fringes” of the network and not between nodes.
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Fig. 1. Simple routing control.

Example 1. The first example is a simple routing control problem. The rate of
arrivals to the router is λ(t), and the service rates of the two servers are µ1(t) and
µ2(t), respectively. The system is illustrated in Figure 1.

This model is put into the framework described above by setting

α1 = µ1, v1,1 = −e1, v2,1 = −e1,
α2 = µ2, v1,2 = −e2, v2,2 = −e2,
α3 = λ, v1,3 = e1, v2,3 = e2.

The choice of A determines the uncertainties and perturbations against which the
optimal true control will be robust. For example, if the nominal service and arrival
rates are λ̄ = 1 and µ̄i = 1, i = 1, 2, and if the service rates are well modeled and the
arrival rate less so, then one might consider a set of the form

A = [µ̄L1 , µ̄
U
1 ]× [µ̄L2 , µ̄

U
2 ]× [λ̄L, λ̄U ] = [.9, 1.1]× [.9, 1.1]× [.5, 1.5].

This model is very simple and perhaps too simple to capture any “probabilistic”
intuition. For example, there is no constraint on combinations of µ1 and µ2. From
a probabilistic perspective one might imagine that it is less likely that both of these
parameters would equal their minimum value at the same time. The introduction of
a constraint to account for this would lead to a set A with a “curved” boundary.

One might also wish to consider an increasing family of sets A(c) indexed by c ∈
[0,∞) and with A(0) just the nominal model. The largest c such that a certain robust
performance measure can be met (e.g., finiteness of the value function) is an important
quantity. In particular, it characterizes the control that is most robust, where the sense
of robustness is determined by the shape of A and the relative uncertainty it assigns
to different aspects of the network.
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Fig. 2. Simple service control.

We return our consideration to the particular example of Figure 1. If a service is
attempted at server 1 and the queue is empty, then the proper compensating action
is simply to return queue 1 to the level zero. As a consequence, the direction of
constraint for the corresponding face is just d1 = (1, 0). A corresponding remark
applies to queue 2.

Example 2. Here we consider a simple service control problem. The system is
illustrated in Figure 2.

The Skorokhod problem for this is the same as that for Example 1. This model
is put into the standard framework by setting

α1 = µ1, v1,1 = −e1, v2,1 = 0,
α2 = µ2, v1,2 = 0, v2,2 = −e2,
α3 = λ1, v1,4 = e1, v2,4 = e1,
α4 = λ2, v1,4 = e2, v2,4 = e2.

Example 3. This example considers a network of servers, and as a consequence
the associated Skorokhod map is more involved. The network is illustrated in Figure
3. Since there are six customer classes, the domain is R

6
+. Suppose the service rate

for class i is µi(t) and the arrival rate is λ(t).
An example of a pure configuration (labeled, say, j) is to route to class 1 and

serve classes 3, 2, and 5. If we let (α1, . . . , α6, α7) = (µ1, . . . , µ6, λ), then the vectors
vjk for k = 2, 3, 5, 7 are

vj2 = (−e2 + e6), vj3 = (−e3 + e4), vj5 = (−e5 + e3), vj7 = e1,

while vj1 = vj4 = vj6 = 0. The velocity of the network under this configuration is
µ2vj2 + µ3vj3 + µ5vj5 + λvj7.

If a service is attempted for, say, customer class i = 3 and the queue is empty,
then queue 3 must be returned to zero and in addition queue 4 must be reduced by
the same amount. Consequently, the proper direction of constraint for face i = 3 is
d3 = (e3 − e4). Analogous considerations can be used to identify all other directions
of constraint.

Example 4. In some problems there is randomized (uncontrolled) routing. For
example, after service a fraction θj of the class i customers may become class j

customers, and a fraction θ0 = 1−∑J
j=1,j �=i θj of the customers could leave the system.

Let (di)j = −θj if j 	= i and (di)i = 1. Then the direction of constraint is di on the
face {x ∈ R

N
+ : xi = 0}, and the reason is the same as in the last case: compensating
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Fig. 3. Network model.

for a “fictitious” service of a customer of class i requires a boost to coordinate i and
a corresponding decrease in coordinate j with constant of proportionality θj [21].

To formulate the robust control problem we must specify the dynamics. Let

C+([0,∞) : R
N ) =̇ {ψ ∈ C([0,∞) : R

N ) : ψ(0) ∈ R
N
+},

where C([0,∞) : R
N ) is the usual space of continuous functions with the sup norm

metric, and suppose that a set of vectors that satisfy Condition 2.1 is given. For each
point x on the boundary of R

N
+ let

d(x)
.
=



∑
i∈I(x)

aidi : ai ≥ 0,

∥∥∥∥∥∥
∑
i∈I(x)

aidi

∥∥∥∥∥∥ = 1


 ,

where I(x)
.
= {i : xi = 0}. The Skorokhod problem assigns to every path ψ ∈

C+([0,∞) : R
N ) a path φ that starts at φ(0) = ψ(0) but is constrained to R

N
+ as

follows. If φ is in the interior of R
N
+ , then the evolution of φ mimics that of ψ, in

that the increments of the two functions are the same until φ hits the boundary of
R
N
+ . When φ is on the boundary a constraining “force” is applied to keep φ in the

domain, and this force can only be applied in one of the directions d(φ(t)) and only
for t such that φ(t) is on the boundary. The precise definition is as follows. For
η ∈ C([0,∞) : R

N ) and t ∈ [0,∞) we let |η|(t) denote the total variation of η on [0, t]
with respect to the Euclidean norm on R

N .

Definition 2.1. Let ψ ∈ C+([0,∞) : R
N ) be given. Then (φ, η) solves the

Skorokhod problem for ψ (with respect to R
N
+ and di, i = 1, . . . , N) if φ(0) = ψ(0),

and if for all t ∈ [0,∞)

1. φ(t) = ψ(t) + η(t),
2. φ(t) ∈ R

N
+ ,

3. |η|(t) <∞,
4. |η|(t) = ∫

[0,t]
1{φ(s)∈∂R

N
+
}d|η|(s),

5. there exists a Borel measurable function γ : [0,∞)→ R
N
+ such that d|η|-almost
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everywhere γ(t) ∈ d(φ(t)), and such that

η(t) =

∫
[0,t]

γ(s)d|η|(s).

Note that η changes only when φ is on the boundary and only in the directions
d(φ).

Under Condition 2.1 the Skorokhod problem has a solution for all ψ ∈ C+([0,∞) :
R
N ). In addition, the mapping ψ → φ is Lipschitz continuous [9, 14].
We next define a constrained ODE. As is proved in [9], one can define a projection

π : R
N → R

N
+ that is consistent with the constraint directions {di, i = 1, . . . , N}, in

that π(x) = x if x ∈ R
N
+ , and if x 	∈ R

N
+ , then π(x)−x = αr, where α ≥ 0, π(x) ∈ ∂R

N
+ ,

and r ∈ d(π(x)). Figure 4 illustrates the projection for a two dimensional problem.

π(x)

π(x)

π(x)

G

x
x

x

1

2

d2

d1

Fig. 4. The discrete projection.

With this projection given, we can define for each point x ∈ ∂R
N
+ and each v ∈ R

N

the projected velocity

π(x, v)
.
= lim

∆↓0
π(x+∆v)− π(x)

∆
.(1)

For details on why this limit is always well defined and further properties of the
projected velocity, we refer to [7, section 3 and Lemma 3.8] and [8]. The dynamical
model for the game we consider is then given by

φ̇(t) = π(φ(t), F (ρ(t), α(t))),(2)

where

F (ρ(t), α(t)) =

J∑
j=1

K∑
k=1

ρj(t)αk(t)vjk,(3)

and for all t ∈ [0,∞) the true control ρ(t) takes values in the set S and nature’s
control α(t) takes values in the set A. According to the Skorokhod problem, the
velocity F (ρ, α) governs the evolution of the network when all states are positive.
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When one or more states are negative, the projection of the velocity provides the
proper correction to the dynamics due to nonnegativity constraints.

An absolutely continuous function φ : [0,∞) → R
N
+ is a solution to (2) if the

equation is satisfied in an almost everywhere sense in t. By using the regularity
properties of the associated Skorokhod map, one can prove that all the standard
qualitative properties (existence and uniqueness of solutions, stability with respect
to perturbations, etc.) hold [9]. In fact, because of the particularly simple nature
of the right-hand side (i.e., π(φ(t), β(t)) rather than π(φ(t), b(φ(t)) + β(t)) for some
function b), one can show that φ solves (2) if and only if φ is the image of ψ(t)

.
=∫ t

0
F (ρ(s), α(s))ds+x under the Skorokhod map, in which case all such issues become

trivial [9].
The ODE (2) defines the dynamics for the game that we will consider. The cost

we consider is the time for the state to reach the origin, which the true control will
attempt to minimize and which nature will try to prolong. As usual in differential
games, one must deal with the issue of which player has the “information advantage”
[13]. In our formulation we will allow the true controller to use “relaxed” controls,
and as a consequence the game will have value; i.e., the value function will be the
same regardless of who has the information advantage. However, the (upper) value
of the game would not be the same if ordinary controls were used. In this sense the
game defined as the limit of risk-sensitive control problems is superior, in that the
upper value does not depend on whether pure or relaxed controls are used [2].

We use the standard Elliot–Kalton formulation of the game. Define the spaces of
(open loop) controls

N
.
= {ρ : [0,∞)→ S : ρ is measurable}

and

M
.
= {α : [0,∞)→ A : α is measurable}.

We identify any two controls that are equal almost everywhere. Given x ∈ R
N
+ , the

dynamics of the game are given by (2) and (3). Associated with these dynamics is
the cost

Cx(ρ, α)
.
= τx,

where τx
.
= inf{t ≥ 0 : φ(t) = 0}. A mapping θ : N → M is said to be a strategy for

the maximizing player if for each s ≥ 0 and ρ, ρ̂ ∈ N

ρ(t) = ρ̂(t) for a.e. 0 ≤ t ≤ s

implies

θ[ρ](t) = θ[ρ̂](t) for a.e. 0 ≤ t ≤ s.

A strategy for the minimizing player, which will be denoted by δ, is defined in an
analogous manner. We denote by Θ the set of all maximizing strategies and by ∆ the
set of all minimizing ones. The lower value of the game and the upper value of the
game are defined by

V −(x) .
= inf
δ∈∆

sup
α∈M

Cx(δ[α], α)(4)



1862 PAUL DUPUIS

and

V +(x)
.
= sup
θ∈Θ

inf
ρ∈N

Cx(ρ, θ[ρ]),(5)

respectively. If V −(x) = V +(x), then the game is said to have value.
Let V : R

N → R. For points x ∈ R
N and directions w ∈ R

N for which the limit
exists, we let DwV (x) denote the directional derivative in direction w at x:

DwV (x)
.
= lim
a↓0

V (x+ aw)− V (x)

a
.

We say that V is radially linear if V (ax) = aV (x) for all x ∈ R
N and a ∈ [0,∞).

3. Representation for the value function. For V +(x) and V −(x) to be finite
we will need some conditions. Define the convex cone

C .
=

{
−

N∑
i=1

aidi : ai ≥ 0, i = 1, . . . , N

}
,

which is the negative of the cone of constraint directions that are allowed at the origin.
As observed in [7], this cone can be used to characterize stability conditions for (2).

The following formula gives an explicit representation for the value of the game
defined in the last section. The precise statement is given at the end of the section,
and the proof is given in section 4. Recall that F (ρ, α)

.
=
∑J
j=1

∑K
k=1 ρjαkvjk. Then

set

W (x)
.
= sup
α∈A

inf
ρ∈S

inf {σ : x+ σF (ρ, α) ∈ C} .(6)

We will also make use of

Wα(x)
.
= inf
ρ∈S

inf {σ : x+ σF (ρ, α) ∈ C} .(7)

The following condition is necessary and sufficient for W (x) to be finite for all
x ∈ R

N . Let C◦ denote the interior of C.
Condition 3.1. For each α ∈ A there exists ρ ∈ S such that

F (ρ, α) ∈ C◦.
It follows directly from the definition ofWα(x) that under this conditionWα(x) <

∞ for all x ∈ R
N . Since A is compact, an open covering argument can be used to

prove that W (x) <∞ for all x ∈ R
N .

In order to motivate the representation (6), we first consider (7). In this case
there is just “true” control for a fixed set of arrival and service rates. It turns out
that Wα equals the minimum time for a control problem that uses the dynamics
defined by the Skorokhod problem and stops when the origin is reached. However,
from the formula for Wα it is clear that Wα equals the solution to the minimum
time problem with the much simpler dynamics φ̇(t) = F (ρ(t), α) and the stopping
set C. Away from the boundary ∂R

N
+ these two different minimum time problems

should satisfy the same Hamilton–Jacobi–Bellman equation. Owing to the constrain-
ing dynamics, the first minimum time problem should satisfy a Neumann boundary
condition 〈DWα(x), di〉 = 0 for i ∈ I(x) on ∂R

N
+\{0} (in the viscosity sense). It turns

out (under Condition 2.1) that the shape of the stopping set C in the second minimum
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Fig. 5. Level sets of Wα: Classical boundary conditions.

time problem produces a function whose gradient satisfies this boundary condition,
and so by uniqueness one would expect the two minimum time problems to coincide
on R

N
+ [1]. Figure 5 illustrates the situation for a particular two dimensional problem

with no control (so that F (ρ, α) = v is a constant). The dotted lines indicate level
curves of Wα, and the dashed line indicates the boundary between two regions where
the gradient of the value function is constant.

Since the level curves of Wα are parallel to di for x near {x ∈ (R2
+)\{0} : xi = 0},

the gradient is orthogonal to the direction of constraint. Thus the boundary conditions
hold, even in a classical sense.

The situation is not always so simple, as indicated by Figure 6. The interpre-
tations of the dotted and dashed lines are the same as in Figure 5. Note that in
this case it is only the boundary condition which corresponds to d1 that holds in the
classical sense. Along the boundary that corresponds to d2 the inner product of the
gradient and the direction of constraint is strictly positive. This is due to the fact that
on this boundary v points into the interior of R

2
+. One of the important properties

of viscosity solutions is that they allow such relaxations of the boundary conditions
when they are not physically relevant.

The remarkable fact is that an analogous representation continues to hold even
in the game problem, with simply an additional supremization on α ∈ A. It should
be noted that even though the game has value, one cannot permute the infρ∈S and
supα∈A in (6).

In the rest of this section we will prove qualitative properties ofW that are needed
for the proof that W is the value of the game. Wα turns out to be the value for a
control problem, and the identification of Wα as the value function for such problems
first appears in [23, 24].

Theorem 3.1. Assume that Conditions 3.1 and 2.1 are satisfied and define
Wα(x) for x ∈ R

N and α ∈ A by (7). The following conclusions hold.

1. Wα is finite and radially linear on R
N .

2. For each x ∈ R
N the infimum in (7) is achieved at some probability vector ρ.

3. Wα is convex on R
N .

4. Wα(x) > 0 for x ∈ R
N
+\{0}.
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Fig. 6. Level sets of Wα: Without classical boundary conditions.

Proof. Under Condition 3.1 it is obvious that the cone C can be reached from
any starting point x, and so Wα(x) < ∞, while radially linearity is an immediate
consequence of the definition of Wα(x). It follows from the compactness of S that the
infimum is achieved in the definition of Wα(x). Thus the proofs of parts 1 and 2 are
complete.

To prove property 3 we first consider points x1 and x2 such that Wα(x1) =
Wα(x2) 	= 0. Let c denote the common value, and let ρ1 and ρ2 denote minimizing
probability vectors in the expression that defines Wα(x1) and Wα(x2), respectively.
Thus xi + cF (ρi, α) ∈ ∂C for i = 1, 2. For s ∈ [0, 1], the convexity of C implies

sx1 + (1− s)x2 + scF (ρ1, α) + (1− s)cF (ρ2, α)

= (sx1 + (1− s)x2) + cF (sρ1 + (1− s)ρ2, α) ∈ C.
Since sρ1 + (1− s)ρ2 ∈ S, it follows that

Wα(sx1 + (1− s)x2) ≤ c = sWα(x1) + (1− s)Wα(x2).

We next consider the case of any points x1 and x2 such that Wα(x1) 	= 0 and
Wα(x2) 	= 0. Let

c = sWα(x1) + (1− s)Wα(x2).

Since Wα is radially linear,

Wα(sx1 + (1− s)x2)

=Wα

(
s
Wα(x1)

Wα(x1)
x1 + (1− s)

Wα(x2)

Wα(x2)
x2

)

=Wα

([
sWα(x1)

c

x1

Wα(x1)
+

(1− s)Wα(x2)

c

x2

Wα(x2)

]
c

)

≤ sWα(x1)

c
Wα

(
x1

Wα(x1)
c

)
+

(1− s)Wα(x2)

c
Wα

(
x2

Wα(x2)
c

)
= sWα(x1) + (1− s)Wα(x2).

The case where Wα(x1) or Wα(x2) equals zero is similar and omitted.
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Finally we must prove property 4. The Harrison–Reiman condition implies what
is called the completely-S condition [20, 5], which requires the existence of a vector
v ∈ R

N satisfying vi > 0, i = 1, . . . , N , and 〈v, γ〉 > 0 for all γ ∈ d(0). Hence if
y ∈ C\{0}, then 〈v, y〉 < 0, and so y 	∈ R

N
+ . This shows that

C ∩ R
N
+ = {0},

and therefore Wα(x) > 0 for all x ∈ R
N
+\{0}.

Theorem 3.2. Assume that Conditions 3.1 and 2.1 are satisfied and define W (x)
for x ∈ R

N by (6). The following conclusions hold.
1. W is finite and radially linear on R

N .
2. W is convex on R

N .
3. W (x) > 0 for x ∈ R

N
+\{0}.

Proof. It follows from Condition 3.1 that for each x ∈ R
N Wα(x) is bounded

uniformly in α ∈ A. All the claims then follow from the preceding theorem and
W (x) = supα∈AWα(x).

Remark. Since W is convex, directional derivatives exist at all points and for all
directions.

Theorem 3.3. Assume that Conditions 2.1 and 3.1 are satisfied and define
W (x), V −(x), and V +(x) by (6), (4), and (5), respectively. Then for all x ∈ R

N
+

W (x) = V −(x) = V +(x).

4. Proof of the representation. In this section we give the proof of Theorem
3.3. The proof that the differential game has value (i.e., that V −(x) = V +(x)) is
deferred to the appendix. We first prove some preparatory lemmas. Let

ρ(x, α)
.
= {ρ ∈ S : x+Wα(x)F (ρ, α) ∈ C} .

Lemma 4.1. Assume Condition 3.1. For each x ∈ R
N
+ and α ∈ A the set ρ(x, α)

is nonempty and convex, and moreover the mapping from R
N
+ × A to S defined by

(x, α)→ ρ(x, α) is upper semicontinuous.
Proof. Fix x ∈ R

N
+ and α ∈ A, and let ρm come within 1/m of the infimum of

inf {σ : x+ σF (ρ, α) ∈ C}
over ρ ∈ S. Let σm come within 1/m of the infimum over σ when ρ = ρm. By
extracting a subsequence, we can assume that (ρm, σm) → (ρ∗,Wα(x)) with ρ∗ ∈ S.
We claim that ρ∗ ∈ ρ(x, α). Indeed, we have

x+Wα(x)F (ρ
∗, α) = lim

m→∞(x+ σmF (ρm, α)) ∈ C,

which proves that ρ∗ ∈ ρ(x, α) and shows that ρ(x, α) is nonempty. Since ρ→ F (ρ, α)
is linear, it follows that ρ(x, α) is also convex.

To prove the upper semicontinuity we first show that Wα(x) is jointly continuous
in (x, α). Let (xi, αi) → (x, α) as i → ∞. Under Condition 3.1, for all ε > 0 we can
find ρ ∈ S such that x+[Wα(x)+ε]F (ρ, α) ∈ C◦. This implies lim supi→∞Wαi(x

i) ≤
Wα(x) + ε, and since ε > 0 is arbitrary lim supi→∞Wαi(x

i) ≤ Wα(x). Let ρi ∈
ρ(xi, αi). By extracting a subsequence, we can assume that Wαi(x

i) → M and
ρi → ρ ∈ S. Taking the limit as i→∞ in

xi +Wαi(x
i)F (ρi, αi) ∈ C
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gives

x+MF (ρ, α) ∈ C,

and therefore lim infi→∞Wαi(x
i) ≥ Wα(x). We conclude that Wα(x) is jointly con-

tinuous in (x, α).
Next let (xi, αi) → (x, α) as i → ∞, and let ρi ∈ ρ(xi, αi). We must show that

ρi → ρ∗ implies ρ∗ ∈ ρ(x, α). Using the continuity of Wα(x),

x+Wα(x)F (ρ
∗, α) = lim

i→∞
(
xi +Wαi(x

i)F (ρi, αi)
) ∈ C.

We conclude that ρ∗ ∈ ρ(x, α), and therefore (x, α) → ρ(x, α) is upper semicon-
tinuous.

Lemma 4.2. Assume that Conditions 2.1 and 3.1 are satisfied and define W (x)
for x ∈ R

N by (6). Consider any point x ∈ R
N
+\{0} and let v ∈ R

N be such that
x+W (x)v ∈ C. Then

DvW (x) ≤ −1.

Proof. Since x +W (x)v ∈ C, it follows that W (x +W (x)v) = 0. The convexity
of W then implies that for any a ∈ (0,W (x))

W (x+ av) ≤ a

W (x)
W (x+W (x)v) +

(
1− a

W (x)

)
W (x)

≤
(
1− a

W (x)

)
W (x).

It follows that

DvW (x)
.
= lim
a↓0

W (x+ av)−W (x)

a
≤ −1.

Define

B(x)
.
= {v : v = F (ρ, α) for some ρ ∈ ρ(x, α), α ∈ A}.

These are the velocities that are optimal (for the true controller) at x for the control
problem Wα(x) for some α ∈ A.

Lemma 4.3. Assume that Conditions 2.1 and 3.1 are satisfied and define W (x)
for x ∈ R

N by (6). Then for any x ∈ R
N
+ and v ∈ B(x) we have x+W (x)v ∈ C.

Proof. Suppose that v ∈ B(x) corresponds to α ∈ A. We know that

x+Wα(x)v ∈ C and Wα(x) ≤W (x).

If v ∈ C, then we are done, since C is a cone with vertex at the origin. Now x ∈ R
N
+

implies that v = v1 + v2, where v1 ∈ −R
N
+ and v2 ∈ C. Thus we need only show

−R
N
+ ⊂ C. Since C is a convex cone, to show this it is enough to prove that −ei ∈ C

for each i = 1, . . . , N .
Let the vectors {d∗i , i = 1, . . . , N} be defined by

〈
di, d

∗
j

〉
=

{
1, i = j,
0, i 	= j.
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Condition 2.1 implies the vectors {di, i = 1, . . . , N} are linearly independent, and so
this is well defined. The vectors {d∗i , i = 1, . . . , N} provide an external representation
for C in that

C = {y ∈ R
N : 〈y, d∗i 〉 ≤ 0, i = 1, . . . , N

}
.

Thus −ei ∈ C will follow if we show 〈ei, d∗j 〉 ≥ 0 for j = 1, . . . , N . Let D be the matrix

whose ith column is di. Then D−1 is the matrix whose jth row is d∗j . We can write
D = I − A, where A is nonnegative. Under Condition 2.1 the spectral radius of A
is less than one, and so we can express D−1 as

∑∞
�=0 A

�. This shows that D−1 is
nonnegative and completes the proof of the lemma.

We recall the definition of the projected velocity given in (1) and I(x)
.
= {i : xi =

0} for x ∈ R
N
+ .

Lemma 4.4. Assume that Conditions 2.1 and 3.1 are satisfied and define W (x)
for x ∈ R

N by (6). Let x ∈ R
N
+ be given. Let y ≤ x componentwise, and assume y 	∈ C

(so that W (y) > 0). Let v ∈ B(y), and suppose there exist ai ≥ 0, i ∈ I(x), such that〈
v +

∑
i∈I(x)

aidi, ej

〉
= 0, j ∈ I(x).(8)

Let q = v +
∑
i∈I(x) aidi. Then

DqW (y) ≤ −1.
Proof. By Lemma 4.2 it is enough to show that y+W (y)q ∈ C. According to the

last lemma y +W (y)v ∈ C, and so we can express (y/W (y)) + v as −∑N
i=1 āidi for

some constants āi ≥ 0, i = 1, . . . , N . To prove

y +W (y)q =W (y)


(y/W (y)) + v +

∑
i∈I(x)

aidi




=W (y)


− N∑

i=1

āidi +
∑
i∈I(x)

aidi




∈ C,
it is therefore enough to show that āi ≥ ai for i ∈ I(x).

Since v = −(y/W (y))−∑N
i=1 āidi, (8) can be rewritten as〈

−(y/W (y))−
N∑
i=1

āidi +
∑
i∈I(x)

aidi, ej

〉
= 0

for j ∈ I(x). Let M denote the cardinality of I(x). We recall that 〈dj , ei〉 ≤ 0 if i 	= j
and yi ≤ xi ≤ 0 for i ∈ I(x). As a consequence, we can rewrite this system of M
equations as

(I −DM )r = q,

where I is the M ×M identity matrix, DM is nonnegative with spectral radius less
than 1, rj = aj − āj for j ∈ I(x), and qi =

∑
j �∈I(x) āj〈dj , ei〉 + (yi/W (y)) ≤ 0 for
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each i ∈ I(x). Since each component of r = (
∑∞
�=0 D

�
M )q is obviously nonpositive, we

conclude that ai ≤ āi for i ∈ I(x).
In the proof of Theorem 3.3 we will need to construct a nearly optimal strategy

for the minimizing player to prove that V −(x) ≤ W (x). If W were smooth, then
such a strategy would be easy to construct. However, since W is only convex, it must
be mollified to construct this policy, and this mollification in turn complicates the
construction of the optimal control on the boundary. In the lemma that follows we
apply the previous lemma to deal with this issue.

Lemma 4.5. Assume that Conditions 2.1 and 3.1 are satisfied and define W (x)
for x ∈ R

N by (6). Let γ > 0 be given. Then there exists a convex, continuously
differentiable, and radially linear functionWγ : R

N → [0,∞) such that for all x ∈ R
N
+ ,

α ∈ A, and ρ ∈ ρ(x, α),
|Wγ(x)−W (x)| ≤ γW (x)(9)

and

〈π(x, F (ρ, α)), DWγ(x)〉 ≤ −(1− γ).(10)

Proof. Fix γ > 0. We begin by noting a relation between directional derivatives
and subdifferentials for convex functions. Fix x ∈ R

N
+ , and let ∂W (x) denote the set

of subdifferentials of W at x. Then for any v ∈ R
N and any q ∈ ∂W (x), 〈q, v〉 ≤

DvW (x). According to Lemmas 4.1, 4.2, and 4.3, for each α ∈ A and ρ ∈ ρ(x, α) we
have DF (ρ,α)W (x) ≤ −1, and therefore for all such α and ρ

〈q, F (ρ, α)〉 ≤ −1(11)

for all q ∈ ∂W (x).
We next mollify the function W . Define the convex set G

.
= {x : W (x) ≤ 1}.

For a > 0 define the translation Ga
.
= {y = x + a(1, . . . , 1) : x ∈ G}, and for δ > 0

consider the δ-fattening Gδa
.
= {y : ‖y − x‖ ≤ δ for some x ∈ Ga}. Since 0 ∈ G◦, we

can assume without loss that a is small enough that the origin is contained in the
interior of Gδa. As we will see, the translation is needed to ensure that the fattening
does not interfere with the boundary conditions that are required of the mollification.
Finally, let

W δ
a (x)

.
= inf{c ≥ 0 : x ∈ ∂(cGδa)}.

The construction is illustrated in Figure 7.
It is easy to check that W δ

a is finite and convex. Also, it is well known that Gδa
has a C1 boundary for each δ > 0, and thus W δ

a is continuously differentiable on
R
N
+\{0}. We first compute the gradient of W δ

a . Fix any point x ∈ R
N
+\{0} and let

n be the outward normal to Gδa at y
.
= x/W δ

a (x). Since W δ
a is radially linear, the

gradient ofW δ
a (x) must be proportional to n, which means there must be a supporting

hyperplane of the form 〈x, rn〉 to W δ
a at x (here we use the fact that W δ

a (0) = 0).
Thus using the equality W δ

a (x) = 〈x, rn〉, we find that

DW δ
a (x) = rn =

(
W δ
a (x)

〈x, n〉
)
n =

(
1

〈y, n〉
)
n.

Let y′ be the unique point in Ga that is exactly distance δ from y, and let z =
y − a(1, . . . , 1). Then n is also an outward normal to G at z, and an analogous
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Fig. 7. Construction of Gδ
a.

calculation to the one just given shows that for any point of the form bz, b ∈ (0,∞),
(1/〈z, n〉)n is a subdifferential to W at bz. Therefore,

DW δ
a (x) =

( 〈z, n〉
〈y, n〉

)
q,

where q is a subdifferential to W at z. We can make |y − z| as small as desired by
choosing a > 0 and δ > 0 small. Let ρ ∈ ρ(x, α).

Since 〈y, n〉 is uniformly bounded from below away from zero, for all sufficiently
small a > 0 and δ > 0, (11) implies

〈F (ρ, α), DW δ
a (x)〉 ≤ −(1− γ).

Observe that conditions (8) characterize π(x, F (ρ, α)). Thus if we knew that z ≤ y
(componentwise), then

〈π(x, F (ρ, α)), DW δ
a (x)〉 ≤ −(1− γ)

would also follow from Lemma 4.4. However, z ≤ y follows easily by fixing a > 0 and
then choosing δ ∈ (0, a). Finally, it is also easy to check that G and Gδa can be made
arbitrarily close in the Hausdorff topology, which immediately implies

|W δ
a (x)−W (x)| ≤ γW (x)

when a and δ are small. The lemma now follows by taking Wγ = W δ
a for suitable

a > 0 and δ > 0.
In the proof of Theorem 3.3 we will use a verification argument to show V −(x) ≤

Wγ(x) plus a small error. The use of feedback controls for the minimizing player would
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be problematic. The next lemma will allow the use of piecewise constant controls and
thereby simplify the proof. The lemma is an immediate consequence of the continuity
of DWγ(x) for γ > 0 and x 	= 0.

Lemma 4.6. Assume that Conditions 2.1 and 3.1 are satisfied and for γ > 0
define Wγ(x) for x ∈ R

N by Lemma 4.5. Then there is ν > 0 such that for all z ∈ R
N
+

with ‖z‖ = 1, all y with ‖z − y‖ ≤ ν, all α ∈ A, and all ρ ∈ ρ(z, α),

〈π(z, F (ρ, α)), DWγ(y)〉 ≤ −(1− 2γ).(12)

Proof of Theorem 3.3. We first prove that W (x) ≤ V +(x). Fix x ∈ R
d
+\ {0} and

α ∈ A. Let ρ ∈ N be any open loop control, and let τx > 0 be the corresponding first
time that the origin is reached by the solution to

φ̇(t) = π (φ(t), F (ρ(t), α)) , φ(0) = x.

If τx =∞, there is nothing to prove, and so we assume τx <∞. Using the definition
of the Skorokhod problem, there exist ai(t) ≥ 0, i = 1, . . . , N, t ∈ [0, τx], such that

φ̇(t) = F (ρ(t), α) +
N∑
i=1

ai(t)di

for almost every t ∈ [0, τx]. Integrating over [0, τx] and using the definition ρ̄
.
=

1
τx

∫ τx
0

ρ(t)dt, we find that

−x = τxF (ρ̄, α)− ω

for some ω ∈ C, and so x + τxF (ρ̄, α) ∈ C. The definition of Wα(x) then implies
τx ≥ Wα(x). Since θ[ρ](t) = α is a legitimate strategy to use in the definition of
V +(x) and ρ ∈ N is arbitrary, it follows that V +(x) ≥ Wα(x) for all α ∈ A. Taking
the supremum on α ∈ A gives V +(x) ≥W (x).

We next prove W (x) ≥ V −(x). Let γ ∈ (0, 1/2), and let ν > 0 be given according
to Lemma 4.6. Fix x ∈ R

d
+\ {0} and let the open loop control α ∈ M be given. We

recursively construct a strategy δ ∈ ∆ as follows. Given a point of the form xi 	= 0
(with x0 = x) and corresponding times τi (with τ0 = 0), we consider the normalized
version zi = xi/‖xi‖. Let ρ∗(x, α) be any single-valued and measurable selection from
ρ(x, α). We define δ[α](t) for t ∈ [τi, τi+1) to be ρ

∗(zi, α(t)), where τi+1 > τi is defined
by

inf{t ≥ τi : ‖φ(t)/‖φ(t)‖ − zi‖ ≥ ν} ∧ inf{t ≥ τi : φ(t) = 0},

where

φ̇(t) = π(φ(t), F (ρ∗(zi, α(t)), α(t))), φ(τi) = xi.

Since the speed ‖φ̇(t)‖ is uniformly bounded from above, it is easy to check that
inf{t ≥ τi : ‖φ(t)/‖φ(t)‖ − zi‖ ≥ ν} − τi is uniformly bounded away from zero if xi is
in a closed set that does not contain the origin. We will make use of the fact that for
any x 	= 0 and any v, π(x, v) = π(x/‖x‖, v). According to Lemma 4.6,

〈DWγ(φ(t)), φ̇(t)〉 = 〈DWγ(φ(t)), π(φ(t), F (ρ
∗(zi, α(t)), α(t)))〉 ≤ −1 + 2γ
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for almost every t prior to the first time φ hits the origin, and therefore for all such
times

Wγ(φ(t))−Wγ(x) =

∫ t
0

〈DWγ(φ(t)), φ̇(t)〉ds ≤ −t(1− 2γ).

We conclude that

Wγ(φ(t)) ≤Wγ(x)− t(1− 2γ),

and therefore φ reaches the origin by time Wγ(x)/(1 − 2γ). This implies V −(x) ≤
Wγ(x)/(1− 2γ) and, since γ > 0 is arbitrary, that V −(x) ≤W (x).

Thus we have shown that V −(x) ≤ W (x) ≤ V +(x). The proof that V −(x) =
V +(x) is based on a uniqueness result for the corresponding PDE and is presented in
the appendix. This completes the proof of the theorem.

5. Synthesis of controls. The “true” controls used to prove W (x) ≥ V −(x)
in the proof of Theorem 3.3 are not very useful, since they require knowledge of the
control that nature applies at all times. In this section we will formally discuss how
to construct controls that are optimal (or nearly optimal) and that depend only on
the state of the network.

Formally, W = V − = V + is the solution to the equation

sup
α∈A

inf
ρ∈S

[〈DW (x), F (ρ, α)〉+ 1] = 0, x ∈ (RN+ )◦,(13)

together with the boundary conditions

〈DW (x), di〉 = 0, i ∈ I(x), x ∈ ∂R
N
+\{0}, W (0) = 0.(14)

Since F is affine in each variable separately and A and S are compact and convex,
[22, Corollary 37.6.2] implies that the sup and inf in (13) can be interchanged (i.e.,
one expects the game to have value).

Since W is not necessarily smooth we cannot expect a classical sense solution to
(13)–(14), and so one must consider a weak sense solution, e.g., viscosity solutions.
BecauseW is convex, the set of subdifferentials toW at x (denoted D−W (x)) is never
empty. It follows from the characterization of viscosity solutions (see the appendix)
that for any q ∈ D−W (x) there exists at least one saddle point (ρ(q), α(q)) such that

sup
α∈A
〈q, F (ρ(q), α)〉 ≤ −1.

Let R(q) denote the set of all points ρ ∈ S which have this property. It is easy to
check that this set-valued function is upper semicontinuous: qn → q, ρn → ρ, and
ρn ∈ R(qn) implies ρ ∈ R(q). At each point x ∈ R

N
+ we define a set of controls

S(x) ⊂ S by

S(x) = ∪q∈D−W (x)R(q).

Note that since x → D−W (x) and q → R(q) are upper semicontinuous, so is the
composition S(x), and that the radial linearity of W implies a radial homogeneity of
S: S(ax) = S(x) for all x ∈ R

N
+ and a ∈ (0,∞). The set of conjectured controls for

x in the interior is then S(x).
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However, when on the boundary we must be more careful. As can easily be seen
by considering two dimensional examples, there is an important distinction depending
on whether the boundary condition holds in a classical sense or not. The following
conjectures for the form of the optimal control are based on the analysis of two
dimensional examples and have not been verified in any generality. Let us first consider
the case of a point x, where I(x) = i for a single value i. In this case the classical sense
formulation of the boundary condition is 〈DW (x), di〉 = 0. If this condition holds,
it means that all optimally controlled trajectories push into the boundary and that
any selection from S(x) is optimal. If however 〈DW (x), di〉 	= 0, then even if some
elements from S(x) lead to trajectories that push into the boundary, we must restrict
ourselves to only those for which the saddle point dynamics do not push strictly into
the boundary. If the boundary condition is not valid in the classical sense, then we
conjecture that this set is always nonempty. Analogous considerations hold for the
points at the intersection of two or more faces. In general, choosing a control for which
the saddle point dynamics push into a face is only allowed when the corresponding
boundary condition holds in the classical sense.

Appendix. In this appendix we will prove that the game has value, i.e., that
V +(x) = V −(x) for all x ∈ R

N
+ . A key ingredient is a uniqueness result for the

PDE that V + and V − should satisfy. An excellent general reference for the theory
of viscosity solutions of first order nonlinear PDEs is the book [3]. The particular
results we will need can be found in [1] (see also [10]).

For q ∈ R
N define

H(q) = max
α∈A

min
ρ∈S

[〈q, F (ρ, α)〉+ 1]

= min
ρ∈S

max
α∈A

[〈q, F (ρ, α)〉+ 1] ,

where the two expressions on the right-hand side are equal since F (ρ, α) is affine in
each variable separately and S and A are convex and compact. Consider a Lipschitz
continuous function V : R

N
+ → R, and for a continuously differentiable function

g : R
N → R let y be a local maximum (respectively, minimum) of

x→ V (x)− g(x).

Then V is called a viscosity subsolution (respectively, viscosity supersolution) to (13)
and (14) if

H(Dg(y)) ∨ max
i∈I(y)

〈Dg(y), di〉 ≥ 0,(15)

(
H(Dg(y)) ∧ min

i∈I(y)
〈Dg(y), di〉 ≤ 0

)
,(16)

and

V (0) ≤ 0, (V (0) ≥ 0).(17)

We henceforth drop the adjective “viscosity” and note that a function that is both a
sub- and supersolution is called a solution.

Recall that V : R
N
+ → R is said to be radially linear if V (ax) = aV (x) for all

x ∈ R
N
+ and a ∈ [0,∞). According to [1, Theorem 4.3], there is only one function V
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satisfying the following conditions: (i) V is a viscosity solution to (15)–(17), (ii) V
is Lipschitz continuous and radially linear, and (iii) V (x) > 0 for x ∈ (RN+ )\{0}.
Suppose that V + and V − satisfy conditions (ii) and (iii) of the last sentence. Then
standard arguments based on dynamic programming can be used to show that (i)
holds (see [1, Theorem 3.2] and [3, Chapter VIII]). Thus V + = V − will follow if we
can prove that (ii) and (iii) hold for both V + and V −.

Assume for now that V + is uniformly bounded on bounded sets. It follows from
Theorem 3.3 that 0 ≤ V −(x) ≤ V +(x) ≤ ∞. It is also immediate from the definitions
that both V +(x) and V −(x) are radially linear and that V +(x) ∧ V −(x) > 0 for
x ∈ (RN+ )\{0}. Thus if V + is uniformly bounded on bounded sets, all that needs to be
shown is that V + and V − are Lipschitz continuous. We give the proof for V + and note
that the proof for V − is analogous. Let M

.
= maxy:‖y‖=1 V

+(y), and assume for now
thatM <∞. Owing to the radial linearity, V +(x) ≤M‖x‖. Fix points x, y ∈ R

N
+ and

ε > 0. Let K <∞ be the Lipschitz constant of the Skorokhod map defined in section
2. We claim that V + is Lipschitz continuous with constant MK. The proof adapts
a standard argument [3]. Choose θ̄ ∈ Θ such that V +(x) ≤ infρ∈N Cx(ρ, θ̄[ρ]) + ε/2.
Since θ̄ is suboptimal at y, V +(y) ≥ infρ∈N Cy(ρ, θ̄[ρ]), and hence there is ρ̄ such that
V +(y) ≥ Cy(ρ̄, θ̄[ρ̄])− ε/2. Note that also V +(x) ≤ Cx(ρ̄, θ̄[ρ̄]) + ε/2, and hence

V +(x)− V +(y) ≤ Cx(ρ̄, θ̄[ρ̄])− Cy(ρ̄, θ̄[ρ̄]) + ε.

If Cy(ρ̄, θ̄[ρ̄]) ≥ Cx(ρ̄, θ̄[ρ̄]) (i.e., it takes longer to reach the origin from y than x),
then of course V +(x) − V +(y) ≤ ε. On the other hand, if Cy(ρ̄, θ̄[ρ̄]) ≤ Cx(ρ̄, θ̄[ρ̄]),
then we can stop the process that was started at x at time σ

.
= Cy(ρ̄, θ̄[ρ̄]). If

we let φx(t) and φy(t) denote the processes started at the points x and y, then
the Lipschitz property of the Skorokhod map implies ‖φx(σ) − φy(σ)‖ ≤ K‖x − y‖.
Since φy(σ) = 0, this means that ‖φx(σ)‖ ≤ K‖x − y‖. We can now use dynamic
programming to argue that V +(x) ≤ σ + V +(φx(σ)) + ε/2 ≤ σ +MK‖x− y‖+ ε/2,
and thus V +(x)−V +(y) ≤MK‖x− y‖+ ε. Combining the two cases and using that
ε > 0 is arbitrary, it follows that V +(x)− V +(y) ≤MK‖x− y‖ for all x, y ∈ R

N
+ .

With the proof that V + and V − are Lipschitz continuous complete, all that
remains is to prove that V + is uniformly bounded on bounded sets. Under Condition
2.1, it was shown in [9, Lemma 2.1, Theorem 2.1, and p. 60] that there is a compact
convex set B ⊂ R

N with the following properties:
1. 0 ∈ B◦,
2. if z ∈ ∂B and n is an outward normal to B at z, then |〈z, ei〉| ≤ 1 implies
〈n, di〉 = 0,

3. if z ∈ ∂B and n is an outward normal to B at z, then 〈z, ei〉〈n, di〉 ≥ 0.
By considering sets of the form Bδ

.
= {y : ‖y − x‖ ≤ δ for some x ∈ B} (with δ > 0),

it is easy to verify that without loss we can assume B has a continuously differentiable
boundary. Define the function R : R

N → [0,∞) by

R(x)
.
= inf{c : x ∈ ∂(cB)}.

From the convexity, properties 1 and 2 listed above, and the smoothness of ∂B, it
follows that R is continuously differentiable save at x = 0 and that for x ∈ R

N
+\{0}

〈DR(x), di〉 = 0 if i ∈ I(x).(18)

Now fix any point x ∈ R
N
+\{0}, and let z ∈ ∂B satisfy z = ax for some a ∈ (0,∞).

If n is the corresponding outward normal to B at z, then DR(x) = bn for some
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b ∈ (0,∞). According to properties 2 and 3 above, 〈DR(x), di〉 ≥ 0. Let the vectors
d∗i , i = 1, . . . , N , be defined by 〈di, d∗j 〉 = δij , where δij is 1 if i = j and 0 otherwise.
These vectors are well defined, since Condition 2.1 implies the linear independence of
{di, i = 1, . . . , N}. Writing DR(x) =

∑N
i=1 cid

∗
i , it follows from 〈DR(x), di〉 ≥ 0 that

ci ≥ 0 for i = 1, . . . , N . We now apply Condition 3.1. It follows from this condition
that for each α ∈ A there are ρ ∈ S and c > 0 such that

〈DR(x), F (ρ, α)〉 ≤ −c.
Since A is compact, an open covering argument shows the existence of c > 0 such
that

max
α∈A

min
ρ∈S
〈DR(x), F (ρ, α)〉 ≤ −c.(19)

Finally, the radial linearity of R, the continuity of DR(x), and another open covering
argument that uses the compactness of ∂B ∩ R

N
+ show that c > 0 can be selected so

that (19) holds for all x ∈ R
N
+\{0}.

Equations (18) and (19) imply that R/c is a (classical) supersolution to (13) and
(14). Standard arguments based on dynamic programming can then be used to show
that V +(x) ≤ R(x)/c. (See, for example, the proof of Theorem 3.3.) This completes
the proof that V +(x) = V −(x) for all x ∈ R

N
+ .
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Abstract. This paper deals with zero-sum average semi-Markov games with Borel state and
action spaces, unbounded payoffs, and mean holding times. A solution to the Shapley equation
is obtained via the Banach fixed-point theorem assuming that the model satisfies a Lyapunov-like
condition, a growth hypothesis on the payoff function, and the mean holding times, besides standard
continuity and compactness requirements.

Key words. zero-sum semi-Markov games, average payoff criterion, Lyapunov conditions, fixed-
point approach

AMS subject classifications. 90D10, 90D20, 93E05

DOI. 10.1137/S0363012902408423

1. Introduction. Several recent papers have used variants of a Lyapunov-like
condition to solve an average payoff optimization problem for Markovian systems with
unbounded payoff and Borel state and action spaces (see, e.g., [9], [13], [14] for Markov
models, [15], [22], [32] for semi-Markov models, [11], [16], [25] for zero-sum Markov
games, and [17] for zero-sum semi-Markov games). The key property used in all these
papers is that the imposed Lyapunov condition yields the so-called weighted geomet-
ric ergodicity (WGE) property, which is a generalization of the standard uniform
geometric ergodicity in Markov chain theory (see [10], [12], and [23] for a detailed dis-
cussion of these concepts). Roughly speaking, in these papers the WGE property is
combined, explicitly or implicitly, either with the vanishing discount factor approach
or with some variants of the policy iteration algorithm for proving their main results.
These facts are the first main differences from the present paper since, in spite of
imposing a similar stability condition, we use instead a “fixed-point approach” which
does not rely, at least explicitly, on the WGE property.

The fixed-point approach allows us to obtain directly the Shapley equation, which
in turn yields the existence of a stationary optimal strategy pair or saddle point—
see Theorem 4.7 (a) and (b). In contrast, the approaches followed in [11], [16], [25]
first show the existence of a stationary saddle point and then establish the Shapley
equation. On the other hand, [22], [21], [15], [17] refer to auxiliary models related
to the original one; more precisely, [22] and [21] use the so-called Schweitzer’s data
transformation [29], while the analysis in [15] and [17] relies on certain perturbed
models.

A second key difference concerns the times between two consecutive decision
epochs. In contrast with discrete-time Markov control processes and Markov games,
the decision epochs in semi-Markov control processes are random; thus it is necessary
to ensure that such processes are regular, that is, that they experience only finitely
many transitions in each finite time period. This is usually done by means of the
Ross condition [28, Prop. 5.1], which assumes that transition times are greater than
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some γ > 0 with a probability of at least ε > 0, independently of the state of the
system and the control chosen (see Ross [28, Prop. 5.1]). On the other hand, Ross’
condition also implies that the mean holding time function is bounded below by a
positive constant, which plays a crucial role in the approaches followed in [32], [15],
[17], [22] , and [21]; in fact, in the latter four references it is also assumed that the
mean holding time function is bounded above by a constant. In the present paper,
we do not need either the Ross condition or to assume that the mean holding time
function is bounded below by a positive constant as is done in most papers (see, e.g.,
[2], [5], [26], and their references).

It is important to mention that, as a by-product, the fixed-point approach yields
a minimax characterization of a certain solution of the Shapley equation—Theorem
4.7 (c)—which seemingly has not been previously discussed in the literature dealing
with zero-sum stochastic games.

We should also mention that the fixed-point approach has been used in several
early papers (see, e.g., [7], [12], [19], [27]) but under much stronger ergodicity con-
ditions, which, in particular, exclude the case of unbounded payoffs. The variant of
the Lyapunov condition we consider here was recently introduced in [30] for Markov
control process and was used in [8] to study minimax problems. In fact, the present
paper extends to zero-sum semi-Markov games the results of the two latter references.

For brief surveys of the existing literature on stochastic games with finite or
denumerable state space the reader can consult [1], [3], [6], [7], and [20].

The remainder of the paper is organized as follows. The semi-Markov game model
and the (ratio) expected average payoff (EAP) criterion are introduced in sections 2
and 3, respectively. The assumptions and main results are stated in section 4. The
proofs of all results are given in sections 5 and 6.

2. The game model. Throughout the paper we shall use the following notation.
Given a Borel space S—that is, a Borel subset of a complete separable metric space—
B(S) denotes the Borel σ-algebra and “measurability” always means measurability
with respect to B(S). The class of all probability measures on S is denoted by P(S).
Given two Borel spaces S and S′, a stochastic kernel ϕ(·|·) on S given S′ is a function
such that ϕ(·|s′) is in P(S) for each s′ ∈ S′, and ϕ(B|·) is a measurable function on
S′ for each B ∈ B(S). Moreover, R+ stands for the nonnegative real number subset
and N (N0, resp.) denotes the positive (nonnegative, resp.) integers subset.

The semi-Markov game model. This paper is concerned with a zero-sum
semi-Markov game modeled by

(X,A,B,KA,KB , Q, F, r),

where X is the state space, and the sets A and B are the control spaces for players 1
and 2, respectively. It is assumed that all these sets are Borel spaces. The constraint
sets KA and KB are Borel subsets of X×A and X×B, respectively. Thus, for each
x ∈ X, the x-sections

A(x) := {a ∈ A : (x, a) ∈ KA},
B(x) := {b ∈ B : (x, b) ∈ KB}

stand for the sets of admissible actions or controls for players 1 and 2, respectively.
Now, let

K := {(x, a, b) : x ∈ X, a ∈ A(x), b ∈ B(x)},
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which, by [24], is a Borel subset of X×A×B. The transition law Q(·|·) of the system
is a stochastic kernel on X given K. For each (x, a, b, y) ∈ K×X, F (·|x, a, b, y) is a
distribution function on R+ := [0,+∞), and F (t|·) is a measurable function on K×X
for each t ∈ R+. Finally, the payoff r is a measurable function on K× R+.

The game is played over an infinite horizon as follows: at time t = 0 the game
is observed in some state x0 = x ∈ X and the players independently choose controls
a0 = a ∈ A(x0) and b0 = b ∈ B(x0). Then, the system remains in state x0 = x for
a nonnegative random time δ1 and player 1 receives the amount r(x, a, b, δ1) from
player 2. At time δ1 the system jumps to a new state x1 = x′ ∈ X according to
the probability measure Q(·|x, a, b). The distribution of the random variable δ1, given
that the system has jumped into state x′, is F (·|x, a, b, x′); that is,

F (t|x, a, b, x′) = Pr [δ1 ≤ t|x0 = x, a0 = a, b0 = b, x1 = x′] ∀t ∈ R+.

Thus, given that x0 = x, a0 = a, and b0 = b, the distribution of δ1 is

G(t|x, a, b) :=

∫ +∞

0

F (t|x, a, b, y)Q(dy|x, a, b) ∀t ∈ R+, (x, a, b) ∈ K,

and it is called the holding time distribution. Immediately after the transition occurs,
the players again choose controls, say, a1 = a′ ∈ A(x′) and b1 = b′ ∈ B(x′), and the
above process is repeated over and over again.

This procedure yields a stochastic processes {(xn, an, bn, δn+1)}, where, for each
n ∈ N0, xn is the state of the system, an and bn are the control variables for players
1 and 2, respectively, and δn+1 is the holding time at state xn. The goal of player 1
(player 2, resp.) is to maximize (minimize, resp.) his/her flow rewards (costs, resp.)

r(x0, a0, b0, δ1), r(x1, a1, b1, δ2), . . .

over an infinite horizon using an “expected average reward (cost) criterion” defined
by (3.1) below.

The functions on K given as

τ(x, a, b) :=

∫ +∞

0

tG(dt|x, a, b),(2.1)

R(x, a, b) :=

∫ +∞

0

r(x, a, b, t)G(dt|x, a, b)(2.2)

are called the mean holding time and the mean payoff, respectively.

Strategies. Let H0 := X and Hn := K× R+ ×Hn−1 for n ∈ N. Then, for each
n ∈ N0, a generic element of Hn is denoted as

hn := (x0, a0, b0, δ1, . . . , xn−1, an−1, bn−1, δn, xn),

which can be thought of as the history of the game up to the time of the nth transition

Tn := Tn−1 + δn, n ∈ N,(2.3)

where T0 := 0.
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Thus a strategy for player 1 is a sequence π1 = {π1
n} of stochastic kernels π1

n on
A given Hn satisfying the constraint

π1
n(A(xn)|hn) = 1 ∀hn ∈ Hn, n ∈ N0.

The class of all strategies for player 1 is denoted by Π1.
For each x ∈ X, let A(x) := P(A(x)) and denote by Φ1 the class of all stochastic

kernels ϕ1 on A given X such that ϕ1(·|x) ∈ A(x) for all x ∈ X. A policy π1 is called
stationary if

π1
n(·|hn) = ϕ1(·|xn) ∀hn ∈ Hn, n ∈ N0,

for some stochastic kernel ϕ1 in Φ1. Following a standard convention, Φ1 is identified
with the class of stationary strategies for player 1. The sets of strategies Π2 and Φ2

for player 2 are defined in a similar way but writing B(x) and B(x) instead of A(x)
and A(x), respectively.

Let (Ω,F) be the (canonical) measurable space consisting of the sample space
Ω := (K × R+)∞ and its product σ-algebra. Thus, for each strategy pair (π1, π2) ∈
Π1 × Π2 and each “initial state” x ∈ X, there exists a probability measure Pπ

1,π2

x

defined on (Ω,F) which governs the evolution of the stochastic process {(xn, an, bn,
δn+1)}. The expectation operator with respect to the measure probability Pπ

1,π2

x is

denoted as Eπ
1,π2

x .
Throughout the paper we shall use the following notation: for a measurable func-

tion u on K and a stationary strategy pair (ϕ1, ϕ2) ∈ Φ1 × Φ2, let

uϕ1,ϕ2(x) :=

∫
B(x)

∫
A(x)

u(x, a, b)ϕ1(da|x)ϕ2(db|x) ∀x ∈ X.(2.4)

Thus, in particular, we shall write

Rϕ1,ϕ2(x) :=

∫
B(x)

∫
A(x)

R(x, a, b)ϕ1(da|x)ϕ2(db|x),

τϕ1,ϕ2(x) :=

∫
A(x)

∫
B(x)

τ(x, a, b)ϕ1(da|x)ϕ2(db|x),

and, similarly,

Qϕ1,ϕ2(·|x) :=

∫
B(x)

∫
A(x)

Q(·|x, a, b)ϕ1(da|x)ϕ2(db|x)

for all x ∈ X.
If the players use a stationary strategy pair, say, (ϕ1, ϕ2), then the state process

{xn} is a Markov chain with transition probability Qϕ1,ϕ2(·|·). In this case, the n-step
transition probability is denoted by Qnϕ1,ϕ2(·|·) for each n ∈ N0, where Q0

ϕ1,ϕ2(·|x) is

the Dirac measure at x ∈ X. Thus, for each u ∈ BW (X),

Qnϕ1,ϕ2u(x) :=

∫
X

u(y)Qnϕ1,ϕ2(dy|x) = Eϕ
1,ϕ2

x u(xn) ∀x ∈ X, n ∈ N0.
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3. The expected average payoff criterion. The (ratio) expected average pay-
off (EAP) for the strategy pair (π1, π2) ∈ Π1×Π2, given the initial state x0 = x ∈ X,
is defined as

J(π1, π2, x) := lim inf
n→∞

Eπ
1,π2

x

∑n−1
k=0 r(xk, ak, bk, δk+1)

Eπ
1,π2

x Tn
.(3.1)

It is easy to verify using properties of conditional expectation that

Eπ
1,π2

x δk+1 = Eπ
1,π2

x τ(xk, ak, bk)

and also that

Eπ
1,π2

x r(xk, ak, bk, δk+1) = Eπ
1,π2

x R(xk, ak, bk)

for all x ∈ X, (π1
, π2) ∈ Π1 ×Π2, k ∈ N0. Thus (3.1) can be rewritten as

J(π1, π2, x) = lim inf
n→∞

Eπ
1,π2

x

∑n−1
k=0 R(xk, ak, bk)

Eπ
1,π2

x
∑n−1
k=0 τ(xk, ak, bk)

.(3.2)

Now consider the functions on X defined as

L(x) := sup
π1∈Π1

inf
π2∈Π2

J(π1, π2, x) and U(x) := inf
π2∈Π2

sup
π1∈Π1

J(π1, π2, x),(3.3)

which are called the lower value and the upper value of the game, respectively, for the
ratio EAP criterion. In general, L(·) ≤ U(·), but if L(·) = U(·) holds, the common
function is called the value of the game and is denoted by V (·).

If the game has a value V (·), a strategy π1
∗ ∈ Π1 is said to be EAP-optimal for

player 1 if

inf
π2∈Π2

J(π1
∗, π

2, x) = V (x) ∀x ∈ X.

Similarly, π2
∗ ∈ Π2 is said to be EAP-optimal for player 2 if

sup
π1∈Π1

J(π1, π2
∗, x) = V (x) ∀x ∈ X.

If πi∗ is EAP-optimal for player i (i = 1, 2), then (π1
∗, π

2
∗) is called an EAP-optimal

pair or saddle point. Note that (π1
∗, π

2
∗) is EAP-optimal if and only if

J(π1, π2
∗, x) ≤ J(π1

∗, π
2
∗, x) ≤ J(π1

∗, π
2, x) ∀x ∈ X, (π1, π2) ∈ Π1 ×Π2.

4. Assumptions and main results. Practically all the related literature as-
sumes that the mean holding time τ is bounded below by a positive constant (see,
e.g., [2], [5], [15], [17], [19], [20], [22], [26], [29], [32], and their references). In the
present paper it is only assumed that the mean holding time is a positive function,
which together with Proposition 4.4 (a) below implies that the processes experience
finitely many transitions on each finite time period (see [31]).

Assumption 4.1. τ(x, a, b) > 0 for all (x, a, b) ∈ K.
The second hypothesis imposes a growth condition both in the mean holding time

and the mean payoff.
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Assumption 4.2. There exists a measurable function W (·) on X bounded below
by a constant θ > 0 such that

max {τ(x, a, b), |R(x, a, b)|} ≤ KW (x) ∀(x, a, b) ∈ K,

for a fixed positive constant K.
To state the third set of hypotheses—as well as several of its consequences—some

notation is required. For a measurable function u(·) on X, define the weighted norm
with respect to W (W-norm) as

||u||W := sup
x∈X

|u(x)|
W (x)

,

and denote by BW (X) the Banach space of all measurable functions with finite W -
norm. Moreover, for a measure γ(·) on X let

γ(u) :=

∫
X

u(x)γ(dx),

whenever the integral is well defined.
Assumption 4.3 (Lyapunov condition). There exist a nontrivial measure ν(·)

on X, a nonnegative measurable function S(·) on K, and a positive constant λ < 1
such that the following hold:

(a) ν(W ) <∞;
(b) Q(B|x, a, b) ≥ ν(B)S(x, a, b) for all B ∈ B(X), (x, a, b) ∈ K;
(c)

∫
X
W (y)Q(dy|x, a, b) ≤ λW (x) + S(x, a, b)ν(W ) for all (x, a, b) ∈ K;

(d) ν(Sϕ1,ϕ2) > 0 for all (ϕ1, ϕ2) ∈ Φ1 × Φ2.
As we mentioned in the introduction, Assumption 4.3 allows us to use a fixed-

point approach. More precisely, if we define the kernel

Q̂(·|x, a, b) := Q(·|x, a, b)− ν(·)S(x, a, b) ∀(x, a, b) ∈ K,(4.1)

which, under Assumption 4.3, is nonnegative, then Assumption 4.3 (c) can be ex-
pressed equivalently as∫

X

W (y)Q̂(dy|x, a, b) ≤ λW (x) ∀(x, a, b) ∈ K,(4.2)

which, roughly speaking, means that Q̂(·|·) satisfies a certain contraction property.
This is precisely the contraction property that we shall exploit to prove our main
results (Theorems 4.5 and 4.7 below).

Assumption 4.3 was first used in [30], though it is actually a simplified version
of the Lyapunov condition introduced in [9]. Specifically, besides the conditions in
Assumption 4.3, [9] assumes the existence of a common irreducibility measure for the
transition laws induced by the stationary strategies and also that the inequality in
Assumption 4.3 (c) holds uniformly, that is, infϕ1,ϕ2 ν(Sϕ1,ϕ2) > 0. However, as it
is shown in [30, Thm. 3.3]—see Proposition 4.4 below—the latter condition is not
required and the irreducibility condition is redundant.

As in [9], several other papers have used Lyapunov conditions similar to Assump-
tion 4.3 (see, e.g., [13], [14], [15], [16], [17], [25]). The main difference between the men-
tioned papers and ours is that they rely on the WGE mentioned in the introduction,
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while a fixed-point approach is used herein. For instance, in lieu of Assumption 4.3,
papers [15], [16], [17], [25] suppose, roughly speaking, that∫

X

W (y)Q(dy|x, a, b) ≤ λW (x) + bIC(x) ∀(x, a, b) ∈ K,(4.3)

where C is a Borel subset of X, b is a positive constant, and λ ∈ (0, 1) and also that

Qϕ1,ϕ2(·|x) ≥ δIC(x)νϕ1,ϕ2(·) ∀x ∈ X, (ϕ1, ϕ2) ∈ Φ1 × Φ2,(4.4)

where each νϕ1,ϕ2(·) is a probability measure onX and δ is a positive constant. A quick
glance at the latter conditions shows that they do not lead directly to a contraction
property as in (4.2).

On the other hand, recently Küenle and Schurat1 [18] also used fixed-point ar-
guments under the conditions (4.3)–(4.4). To do this, they first show that these two
conditions imply

∫
X

V (y)Qϕ1,ϕ2(dy|x) ≤ λ′V (x) + νϕ1,ϕ2(V )IC(x) ∀x ∈ X, (ϕ1, ϕ2) ∈ Φ1 × Φ2,

with V := W + b and λ′ := (λ + b)/(1 + b), which combined with (4.3) yields a
contraction property as in (4.2). However, instead of taking advantage of this property,
Küenle and Schurat use some “contraction” operators which lead to a parametrized
family of functional equations depending on two parameters; they then show some
continuity and monotonicity properties of the solutions of such equations, which in
turn yield a solution of the Shapley equation. In contrast, with our approach, the
solutions to the Shapley equation are obtained directly using the Banach fixed-point
theorem for some operator closely related to the Shapley equation.

In the next proposition some important consequences of Assumptions 4.2 and 4.3
are stated, which are proved in [30] using fixed-points arguments too.

Proposition 4.4. Suppose that Assumption 4.3 holds. Then, for each stationary
strategy pair (ϕ1, ϕ2) ∈ Φ1 × Φ2, the following hold:

(a) The transition law Qϕ1,ϕ2(·|x) is positive Harris recurrent. Thus, in particu-
lar, there exists a unique invariant probability measureµϕ1,ϕ2(·), that is,

µϕ1,ϕ2(·) =

∫
X

Qϕ1,ϕ2(·|x)µϕ1,ϕ2(dx).

Moreover, ν is an irreducibility measure for Qϕ1,ϕ2(·|·).
(b) µϕ1,ϕ2(W ) is finite; in fact, it holds the bounds

θ ≤ µϕ1,ϕ2(W ) ≤ ν(W )

(1− λ)ν(X)
.(4.5)

Next observe that, under the Assumptions 4.1–4.3, by Proposition 4.4 the con-
stants

ρ(ϕ1, ϕ2) :=
µϕ1,ϕ2(Rϕ1,ϕ2)

µϕ1,ϕ2(τϕ1,ϕ2)
∀(ϕ1, ϕ2) ∈ Φ1 × Φ2(4.6)

1The author thanks one of the referees for bringing his attention to the paper by Küenle and
Schurat [18].
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are finite. Then, for each (ϕ1, ϕ2) ∈ Φ1 × Φ2, define on BW (X) the operator

Lϕ1,ϕ2u(x) := Rϕ1,ϕ2(x) +

∫
X

u(y)Qϕ1,ϕ2(dy|x) ∀x ∈ X,(4.7)

where

Rϕ1,ϕ2(·) := Rϕ1,ϕ2(·)− ρ(ϕ1, ϕ2)τϕ1,ϕ2(·).(4.8)

Theorem 4.5. Suppose that Assumptions 4.1, 4.2, and 4.3 hold. Then for each
stationary strategy pair (ϕ1, ϕ2) ∈ Φ1 × Φ2, the following hold:

(a) There exists a unique function hϕ1,ϕ2 ∈ BW (X), with ν(hϕ1,ϕ2) = 0, that
satisfies the (semi-Markov) Poisson equation

hϕ1,ϕ2(x) = Lϕ1,ϕ2hϕ1,ϕ2(x)

= Rϕ1,ϕ2(x) +

∫
X

hϕ1,ϕ2(y)Qϕ1,ϕ2(dy|x) ∀x ∈ X.

(b) Moreover, J(ϕ1, ϕ2, ·) = ρ(ϕ1, ϕ2).
Now, we impose some compactness/continuity conditions on the model to ensure

the existence of measurable minimizers/maximizers; notice that this can be done
in several settings (see, e.g., [10, Thm. 3.5, p. 28] or [8, Lemma 3.5]). Here, for
simplicity, we consider the following one.

Assumption 4.6 (compactness/continuity conditions). For each (x, a, b) ∈ K,
the following hold:

(a) A(x) and B(x) are nonempty compact subsets.
(b) R(x, ·, b) is upper semicontinuous on A(x), and R(x, a, ·) is lower semicon-

tinuous on B(x).
(c) τ(x, ·, b) and τ(x, a, ·) are continuous on A(x) and B(x), respectively.
(d) S(x, ·, b) and S(x, a, ·) are continuous on A(x) and B(x), respectively.
(e) For each bounded measurable function v on X, the functions

∫
X

v(y)Q(dy|x, ·, b) and

∫
X

v(y)Q(dy|x, a, ·)

are continuous on A(x) and B(x), respectively.
(f) The functions

∫
X

W (y)Q(dy|x, ·, b) and

∫
X

W (y)Q(dy|x, a, ·)

are continuous on A(x) and B(x), respectively.
Theorem 4.7. Suppose that Assumptions 4.1, 4.2, 4.3, and 4.6 hold. Then the

following hold:
(a) There exist a unique function h∗ ∈ BW (X) with ν(h∗) = 0, a stationary

strategy pair (ϕ1
∗, ϕ

2
∗) ∈ Φ1 ×Φ2, and a constant ρ∗ which satisfy the Shapley



1884 OSCAR VEGA-AMAYA

equation

h∗(x) = min
ϕ2∈Φ2

{
Rϕ1∗,ϕ2(x)− ρ∗τϕ1∗,ϕ2(x) +

∫
X

h∗(y)Qϕ1∗,ϕ2(dy|x)

}
∀x ∈ X

= max
ϕ1∈Φ1

{
Rϕ1,ϕ2∗(x)− ρ∗τϕ1,ϕ2∗(x) +

∫
X

h∗(y)Qϕ1,ϕ2∗(dy|x)

}

= Rϕ1∗,ϕ2∗(x)− ρ∗τϕ1∗,ϕ2∗(x) +

∫
X

h∗(y)Qϕ1∗,ϕ2∗(dy|x).

(b) The constant ρ∗ is the value of the game and (ϕ1
∗, ϕ

2
∗) is an EAP-optimal

stationary strategy pair. That is, J(ϕ1
∗, ϕ

2
∗, ·) = ρ∗ and

J(π1, ϕ2
∗, ·) ≤ ρ∗ ≤ J(ϕ1

∗, π
2, ·) ∀(π1, π2) ∈ Π1 ×Π2.

Hence, by Theorem 4.5,

h∗(·) = hϕ1∗,ϕ2∗(·).
(c) Moreover,

ρ∗ = ρ(ϕ1
∗, ϕ

2
∗) = max

ϕ1∈Φ1
min
ϕ2∈Φ2

ρ(ϕ1, ϕ2) = min
ϕ2∈Φ2

max
ϕ1∈Φ1

ρ(ϕ1, ϕ2),(4.9)

h∗(·) = hϕ1∗,ϕ2∗(·) = min
ϕ2∈F2

h
ϕ1∗,ϕ2

(·) = max
ϕ1∈Φ1

h
ϕ1,ϕ2∗

(·),(4.10)

where Fi stands for the class of all stationary EAP-optimal strategies for
player i (i = 1, 2).

It is worth mentioning that, to the best of our knowledge, the minimax charac-
terization of the solution h∗(·) of the Shapley equation given in (4.10) has not been
discussed in any of the previous papers dealing with zero-sum stochastic games, even
for the case of discrete state space.

5. Proof of Theorem 4.5. For the proof of the results in section 4 several
preliminary results are needed. The first few are collected in the next lemma.

Lemma 5.1. Suppose that Assumptions 4.1, 4.2, and 4.3 hold. Then the following
hold:

(a) For each function u in BW (X),

lim
n→∞

1

n
Eπ

1,π2

x u(xn) = 0 ∀x ∈ X, (π1, π2) ∈ Π1 ×Π2.

(b) For each stationary strategy pair (ϕ1, ϕ2) ∈ Φ1 × Φ2, it holds that

µϕ1,ϕ2(Sϕ1,ϕ2) ≥ (1− λ)θ

ν(W )
> 0.

(c) If in addition Assumptions 4.1 and 4.2 hold, then

µϕ1,ϕ2(Sϕ1,ϕ2)

µϕ1,ϕ2(τϕ1,ϕ2)
≥ 1− λ
Kν(W )

> 0.
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Proof of Lemma 5.1. First note that Assumption 4.3 (b) implies S(·, ·, ·) ≤
1/ν(X). Thus Assumption 4.2 and iterations of the inequality in Assumption 4.3
(c) yield

θ ≤ Eπ1,π2

x W (xn) ≤ λnW (x) +
ν(W )(1− λn)

ν(X)(1− λ)
∀x ∈ X, (π1, π2) ∈ Π1 ×Π2, n ∈ N;

thus limn→∞ 1
nE

π1,π2

x W (xn) = 0. Hence the result in part (a) holds for any function
u(·) in BW (X).

Now, from Assumption 4.3 (c), we have∫
X

W (y)Qϕ1,ϕ2(dy|x) ≤ λW (x) + ν(W )Sϕ1,ϕ2(x) ∀x ∈ X,

for all pairs (ϕ1, ϕ2) ∈ Φ1 × Φ2. Then, integrating both sides of this inequality with
respect to the invariant probability measure µϕ1,ϕ2(·), we obtain

µϕ1,ϕ2(W ) ≤ λµϕ1,ϕ2(W ) + ν(W )µϕ1,ϕ2(Sϕ1,ϕ2),

which combined with Assumption 4.2 yields the result in part (b). Finally, part (c)
follows directly from Assumption 4.1 and part (b).

The following lemma concerns the existence of solutions to the Poisson equation
which, in addition to being interesting in itself, plays a key role in our development.
In fact, its proof exhibits the way we take advantage of the contraction property (4.2).

Lemma 5.2. Suppose Assumptions 4.2 and 4.3 hold and let (ϕ1, ϕ2) ∈ Φ1×Φ2 be
fixed but arbitrary. Then, for each function v in BW (X) there exists a unique function
hv in BW (X), with ν(hv) = 0, which satisfies the Poisson equation

hv(x) = v(x)− µϕ1,ϕ2(v) +

∫
X

hv(y)Qϕ1,ϕ2(dy|x) ∀x ∈ X.(5.1)

Thus, from Lemma 5.1(a),

µϕ1,ϕ2(v) = lim
n→∞

1

n
Eϕ

1,ϕ2

x

n−1∑
k=0

v(xk) ∀x ∈ X.(5.2)

Proof of Lemma 5.2. Fix a function v ∈ BW (X), and let µ(·) := µϕ1,ϕ2(·),
S(·) := Sϕ1,ϕ2(·|·), and Q(·|·) := Qϕ1,ϕ2(·|·). Next, define

T̂ u(x) = v(x)− µ(v) +

∫
X

u(y)Q̂(dy|x) ∀x ∈ X, u ∈ BW (X).

By Assumption 4.3 (c), it is clear that T̂ maps BW (X) into itself. Moreover, for any
functions u,w ∈ BW (X), it holds that

|T̂ u(x)− T̂w(x)| ≤
∫
X

|u(y)− w(y)| Q̂(dy|x)

≤ ||u− w||W
∫
X

W (y)Q̂(dy|x) ≤ ||u− w||W λW (x)
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for all x ∈ X. Hence

||T̂ u− T̂w||W ≤ λ ||u− w||W .
That is, T̂ is a contraction operator from BW (X) into itself with modulus λ. Then,
by the Banach fixed-point theorem, there exists a unique function hv ∈ BW (X) that
satisfies the equation

hv(x) = v(x)− µ(v) +

∫
X

hv(y)Q̂(dy|x) ∀x ∈ X

= v(x)− µ(v) +

∫
X

hv(y)Q(dy|x)− ν(hv)S(x).

Now, an integration with respect to the invariant probability measure µ(·) in both
sides of the last equation yields

ν(hv)µ(S) = 0,

which, by Lemma 5.1 (b), implies that ν(hv) = 0. Therefore, hv satisfies the Poisson
equation

hv(x) = v(x)− µ(v) +

∫
X

hv(y)Q(dy|x) ∀x ∈ X,

which proves (5.1).
Finally, the property (5.2) is obtained by iteration of the Poisson equation and

using Lemma 5.1 (a).
Now we proceed to prove Theorem 4.5.
Proof of Theorem 4.5. Let (ϕ1, ϕ2) ∈ Φ1 ×Φ2 be fixed but arbitrary. Thus, since

the function

v(·) := Rϕ1,ϕ2(·) = Rϕ1,ϕ2(·)− ρ(ϕ1, ϕ2) τϕ1,ϕ2(·)
is in BW (X), by Lemma 5.2 there exists a unique function hϕ1,ϕ2 ∈ BW (X) with
ν(hϕ1,ϕ2) = 0 that satisfies the Poisson equation

hϕ1,ϕ2(x) = Rϕ1,ϕ2(x) +

∫
X

hϕ1,ϕ2(y)Qϕ1,ϕ2(dy|x) ∀x ∈ X.

This proves part (a) of the theorem.
Next, to prove part (b), first note that iteration of the last equation yields

hϕ1,ϕ2(x) = Eϕ
1,ϕ2

x

[
n−1∑
k=1

Rϕ1,ϕ2(xk)− ρ(ϕ1, ϕ2)

n−1∑
k=1

τϕ1,ϕ2(xk)

]

(5.3)

+

∫
X

hϕ1,ϕ2(y)Qnϕ1,ϕ2(dy|x)

for all n ∈ N and x ∈ X. Moreover, by Assumptions 4.1 and 4.2, applying Lemma 5.2
with v(·) := τϕ1,ϕ2(·), we obtain

µϕ1,ϕ2(τϕ1,ϕ2) = lim
n→∞

1

n
Eϕ

1,ϕ2

x

n−1∑
k=1

τϕ1,ϕ2(xk) > 0 ∀x ∈ X,
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which combined with (5.3) and Lemma 5.1 (a) implies that

ρ(ϕ1, ϕ2) = lim
n→∞

Eϕ
1,ϕ2

x

∑n−1
k=0 Rϕ1,ϕ2(xk)

Eϕ
1,ϕ2

x
∑n−1
k=0 τϕ1,ϕ2(xk)

∀x ∈ X.

6. Proof of Theorem 4.7. Define the constants

ρl := sup
ϕ1∈Φ1

inf
ϕ2∈Φ2

ρ(ϕ1, ϕ2) and ρu := inf
ϕ2∈Φ2

sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2).

We show in the next lemma that these constants are finite. Observe that this trivially
holds if one assumes that the mean holding time function is bounded below by a
positive constant.

Lemma 6.1. Suppose that Assumptions 4.1, 4.2, 4.3, and 4.6 hold. Then

|ρl| <∞ and |ρu| <∞.
Proof of Lemma 6.1. Let ϕ1 be a fixed but arbitrary stationary strategy for player

1 and consider the Markov (one player) model

M = (X,KB , Q̃, τ̃),

where X andKB are as above, and the transition law and the “one-step cost” function
are defined as

Q̃(·|x, b) :=

∫
A(x)

Q(·|x, a, b)ϕ1(da|x),

τ̃(x, b) :=

∫
A(x)

τ(x, a, b)ϕ1(da|x)

for all (x, b) ∈ KB , respectively.
Thus following the notation in (2.4), for all x ∈ X and ϕ2 ∈ Φ2, define

Q̃ϕ2(·|x) :=

∫
B(x)

Q̃(·|x, b)ϕ2(db|x),

τ̃ϕ2(x) :=

∫
B(x)

τ̃(x, b)ϕ2(db|x).

Note that Q̃ϕ2(·|·) = Qϕ1,ϕ2(·|·) and τ̃ϕ2(·) = τϕ1,ϕ2(·) for all ϕ2 ∈ Φ2.
The Markov model M satisfies all the conditions in [30, Thm. 3.6]; hence, in

particular, there exists a stationary policy ϕ2
+ ∈ Φ2 such that

µϕ1,ϕ2
+

(τϕ1,ϕ2
+

) = µϕ1,ϕ2
+

(τ̃ϕ2
+

) = inf
ϕ2∈Φ2

µϕ1,ϕ2(τ̃ϕ2).

Then, by Assumption 4.1, it holds that µϕ1,ϕ2
+

(τϕ1,ϕ2
+

) > 0. Next observe that

|ρ(ϕ1, ϕ2)| ≤ µϕ1,ϕ2(|Rϕ1,ϕ2 |)
µϕ1,ϕ2(τϕ1,ϕ2)

≤ µϕ1,ϕ2(W )

µϕ1,ϕ2
+

(τϕ1,ϕ2
+

)

≤ k

µϕ1,ϕ2
+

(τϕ1,ϕ2
+

)
,
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where the last inequality follows from (4.5) with k := ν(W )[(1− λ)ν(X)]−1. Hence

−∞ < − k

µϕ1,ϕ2
+

(τϕ1,ϕ2
+

)
≤ inf
ϕ2∈Φ2

ρ(ϕ1, ϕ2) ≤ ρ(ϕ1, ϕ2) ∀ϕ1 ∈ Φ1.(6.1)

Now fix ϕ2 ∈ Φ2 and proceed as above to get a stationary strategy ϕ1
+ ∈ Φ such

that

µϕ1
+
,ϕ2(τϕ1

+
,ϕ2) = inf

ϕ1∈Φ1
µϕ1,ϕ2(τϕ1,ϕ2) > 0.

Then

ρ(ϕ1, ϕ2) ≤ µϕ1,ϕ2(|Rϕ1,ϕ2 |)
µϕ1,ϕ2(τϕ1,ϕ2)

≤ k

µϕ1
+
,ϕ2(τϕ1

+
,ϕ2)

< +∞.

Hence

ρ(ϕ1, ϕ2) ≤ sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2) ≤ k

µϕ1
+
,ϕ2(τϕ1

+
,ϕ2)

.(6.2)

Therefore, by (6.1)–(6.2),

−∞ < ρl = sup
ϕ1∈Φ1

inf
ϕ2∈Φ2

ρ(ϕ1, ϕ2) ≤ ρu = inf
ϕ2∈Φ2

sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2) < +∞,

which proves the desired result.
For the proof of Theorem 4.7 introduce the following operators: for each u ∈

BW (X) define

Llu(x, a, b) := Rl(x, a, b) +

∫
X

u(y)Q̂(dy|x, a, b) ∀(x, a, b) ∈ K,(6.3)

where

Rl(x, a, b) := R(x, a, b)− ρlτ(x, a, b) ∀(x, a, b) ∈ K.(6.4)

Thus, following the notation (2.4), for each strategy pair (ϕ1, ϕ2) ∈ Φ1 × Φ2 define
the operators

Llϕ1,ϕ2u(·) := Rlϕ1,ϕ2(·) +

∫
X

u(y)Q̂ϕ1,ϕ2(dy|·),(6.5)

L∗u(·) := sup
ϕ1∈A(x)

inf
ϕ2∈B(x)

Llϕ1,ϕ2u(·)(6.6)

for each u ∈ BW (X).
The results in the next lemma are a combination of the well-known measurable

selection theorem [24] and the Fan minimax theorem [4]. The proof is omitted since
it is the same as the proof of Lemma 6.5 in [11] and Lemmas 2, 3, and 4 in [25].

Lemma 6.2. Suppose that Assumptions 4.1, 4.2, 4.3, and 4.6 hold and let u be a
fixed function in BW (X). Then the following hold:

(a) For each x ∈ X, the sets A(x) and B(x) are compact with respect to the weak
convergence of measures.
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(b) For each x ∈ X, (ϕ1, ϕ2) ∈ Φ1 × Φ2, and u ∈ BW (X), the mappings

ϕ1 → Llϕ1,ϕ2u(x),

ϕ2 → Llϕ1,ϕ2u(x)

are upper semicontinuous and lower semicontinuous on A(x) and B(x), re-
spectively, with respect to the weak convergence of measures.

(c) Moreover, there exists a stationary strategy pair (ϕ1
u, ϕ

2
u) ∈ Φ1×Φ2 such that

L∗u(·) = Llϕ1
u,ϕ

2
u
u(·)

= max
ϕ1∈Φ1

Llϕ1,ϕ2
u
u(·) = min

ϕ2∈Φ2
Llϕ1

u,ϕ
2u(·).

Hence L∗u(·) is in BW (X).
The proof of Theorem 4.7 follows the same scheme as that of Lemma 5.2, so we

first show—in Lemma 6.3 below—that L∗ is a contraction operator from BW (X) into
itself with modulus λ; hence, by the Banach fixed-point theorem, there exists a unique
function h∗ in BW (X) such that

h∗(·) = L∗h∗(·) = sup
ϕ1∈A(x)

inf
ϕ2∈B(x)

Llϕ1,ϕ2h∗(·).(6.7)

As a second step, in Lemma 6.4, we prove that

ρ∗ := ρl = ρu and ν(h∗) ≤ 0.

Once the latter is done, we show in Lemma 6.5 that

ν(h∗) = 0.

Then (6.7) becomes

h∗(x) = sup
ϕ1∈A(x)

inf
ϕ2∈B(x)

[
Rϕ1,ϕ2(x)− ρ∗τϕ1,ϕ2(x) +

∫
X

h∗(y)Qϕ1,ϕ2(dy|x)

]

for all x ∈ X. Hence Lemma 6.2 yields a stationary strategy pair (ϕ1
∗, ϕ

2
∗) ∈ Φ1 × Φ2

satisfying Theorem 4.7 (a).
Lemma 6.3. Suppose that the assumptions in Theorem 4.7 hold. Then, L∗ in

(6.6) is a contraction operator from BW (X) into itself with modulus λ. Thus, by
the Banach fixed-point theorem and Lemma 6.2, there exist a unique function h∗ in
BW (X) and a stationary strategy pair (ϕ1

∗, ϕ
2
∗) ∈ Φ1 × Φ2 such that

h∗(·) = L∗h∗(·) = Llϕ1∗,ϕ2∗
h∗(·)(6.8)

= min
ϕ2∈B(x)

Llϕ1∗,ϕ2h∗(·) = max
ϕ1∈A(x)

Llϕ1,ϕ2∗
h∗(·).(6.9)

Proof of Lemma 6.3. By Lemma 6.2 it remains only to prove that L∗ is a con-
traction operator from BW (X) into itself with modulus λ. To prove this, consider
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arbitrary functions u, v in BW (X) and observe, by Assumption 4.3 (b) and (4.2), that

∣∣Llϕ1,ϕ2u(·)− Llϕ1,ϕ2v(·)
∣∣ ≤ ‖u− v‖W

∫
X

W (y)Q̂ϕ1,ϕ2(dy|·)

≤ ‖u− v‖W λW (·)
for all (ϕ1, ϕ2) ∈ Φ1 × Φ2. This implies that

Llϕ1,ϕ2u(·) ≤ Llϕ1,ϕ2v(·) + ‖u− v‖W λW (·) ∀(ϕ1, ϕ2) ∈ Φ1 × Φ2.

Thus the latter inequality together with Lemma 6.2 implies

inf
ϕ2∈B(x)

Llϕ1,ϕ2u(·) ≤ inf
ϕ2∈B(x)

Llϕ1,ϕ2v(·) + ‖u− v‖W λW (·) ∀ϕ1 ∈ Φ1,

which, using again Lemma 6.2, yields

L∗u(·) ≤ L∗v(·) + ‖u− v‖W λW (·).
Similarly, interchanging the role of u and v, it also holds that

L∗v(·) ≤ L∗u(·) + ‖u− v‖W λW (·).
Therefore,

‖L∗u− L∗v‖W ≤ λ ‖u− v‖W .

That is, L∗ is a contraction operator from BW (X) into itself with modulus λ. Now,
the Banach fixed-point theorem together with Lemma 6.2 ensures the existence of
a unique function h∗ ∈ BW (X) and a stationary strategy pair (ϕ1

∗, ϕ
2
∗) ∈ Φ1 × Φ2

satisfying (6.8)–(6.9).
Lemma 6.4. Suppose that the assumptions in Theorem 4.7 hold and let h∗ be as

in Lemma 6.3. Then

ν(h∗) ≤ 0 and ρl = ρu.

Proof of Lemma 6.4. Let (ϕ1
∗, ϕ

2
∗) be as in Lemma 6.3. Then

h∗(x) = min
ϕ2∈B(x)

[
Rlϕ1∗,ϕ2(x) +

∫
X

h∗(y)Q̂ϕ1∗,ϕ2(dy|x)

]
(6.10)

≤ Rlϕ1∗,ϕ2(x) +

∫
X

h∗(y)Q̂ϕ1∗,ϕ2(dy|x)

= Rlϕ1∗,ϕ2(x) +

∫
X

h∗(y)Qϕ1∗,ϕ2(dy|x)− ν(h∗)Sϕ1∗,ϕ2(x)

for all x ∈ X, ϕ2 ∈ Φ2. Then an integration with respect to the invariant probability
measure µϕ1∗,ϕ2 yields

0 ≤ µϕ1∗,ϕ2(Rlϕ1∗,ϕ2)− ν(h∗)µϕ1∗,ϕ2(Sϕ1∗,ϕ2) ∀ϕ2 ∈ Φ2,
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which implies that

ν(h∗)µϕ1∗,ϕ2(Sϕ1∗,ϕ2) ≤ µϕ1∗,ϕ2(Rϕ1∗,ϕ2)− ρlµϕ1∗,ϕ2(τϕ1∗,ϕ2)

= µϕ1∗,ϕ2(τϕ1∗,ϕ2)
[
ρ(ϕ1

∗, ϕ
2)− ρl]

for all ϕ2 ∈ Φ2. Now, taking the infimum over Φ2, we obtain

inf
ϕ2∈B(x)

[
ν(h∗)µϕ1∗,ϕ2(Sϕ1∗,ϕ2)

µϕ1∗,ϕ2(τϕ1∗,ϕ2)

]
≤ inf
ϕ2∈B(x)

ρ(ϕ1
∗, ϕ

2)− ρl ≤ 0,

which, by Assumption 4.1 and Lemma 5.1 (b), implies that

ν(h∗) ≤ 0.

This inequality combined with (6.9) implies

h∗(x) = max
ϕ1∈A(x)

[
Rlϕ1,ϕ2∗

(x) +

∫
X

h∗(y)Q̂ϕ1,ϕ2∗(dy|x)

]

≥ max
ϕ1∈A(x)

[
Rlϕ1,ϕ2∗

(x) +

∫
X

h∗(y)Qϕ1,ϕ2∗(dy|x)

]

≥ Rlϕ1,ϕ2∗
(x) +

∫
X

h∗(y)Qϕ1,ϕ2∗(dy|x)

for all x ∈ X, ϕ1 ∈ Φ1. Now, integrating both sides of the latter inequality with
respect to the invariant probability measure µϕ1,ϕ2∗ , we see that

0 ≥ µϕ1,ϕ2∗(Rlϕ1,ϕ2∗
) = µϕ1,ϕ2∗(Rϕ1,ϕ2∗)− ρlµϕ1,ϕ2∗(τϕ1,ϕ2∗) ∀ϕ1 ∈ Φ1,

which implies that

ρl ≥ ρ(ϕ1, ϕ2
∗) =

µϕ1,ϕ2∗(Rϕ1,ϕ2∗)

µϕ1,ϕ2∗(τϕ1,ϕ2∗)
∀ϕ1 ∈ Φ1.

Hence

ρl ≥ sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2
∗) ≥ inf

ϕ2∈Φ2
sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2) = ρu.

Therefore, ρl = ρu.
Lemma 6.5. Suppose that the assumptions in Theorem 4.7 hold and let h∗ be as

in Lemma 6.3. Then

ν(h∗) = 0.

Proof of Lemma 6.5. Let (ϕ1
∗, ϕ

2
∗) be as in Lemma 6.3 and put ρ∗ := ρl = ρu. By

(6.9), we have

h∗(x) = max
ϕ1∈A(x)

[
Rϕ1,ϕ2∗(x)− ρ∗τϕ1,ϕ2∗(x) +

∫
X

h∗(y)Q̂ϕ1,ϕ2∗(dy|x)

]

≥ Rϕ1,ϕ2∗(x)− ρ∗τϕ1,ϕ2∗(x) +

∫
X

h∗(y)Q̂ϕ1,ϕ2∗(dy|x)
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for all x ∈ X, ϕ1 ∈ Φ1. As above, integrating with respect to the invariant probability
measure µϕ1,ϕ2∗ in both sides of the latter inequality, we obtain

ν(h∗)µϕ1,ϕ2∗(Sϕ1,ϕ2∗) ≥ µϕ1,ϕ2∗(τϕ1,ϕ2∗)
[
ρ(ϕ1, ϕ2

∗)− ρ∗]

= µϕ1,ϕ2∗(τϕ1,ϕ2∗)

[
ρ(ϕ1, ϕ2

∗)− inf
ϕ2∈Φ2

sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2)

]

≥ µϕ1,ϕ2∗(τϕ1,ϕ2∗)

[
ρ(ϕ1, ϕ2

∗)− sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2
∗)

]
,

which implies that

ν(h∗)µϕ1,ϕ2∗(Sϕ1,ϕ2∗)

µϕ1,ϕ2∗(τϕ1,ϕ2∗)
≥ ρ(ϕ1, ϕ2

∗)− sup
ϕ1∈Φ1

ρ(ϕ1, ϕ2
∗) ∀ϕ1 ∈ Φ1.

Then

sup
ϕ1∈Φ1

[
ν(h∗)µϕ1,ϕ2∗(Sϕ1,ϕ2∗)

µϕ1,ϕ2∗(τϕ1,ϕ2∗)

]
≥ 0.

This inequality implies that ν(h∗) ≥ 0. Hence, by Lemma 6.4, ν(h∗) = 0.
Finally, we are ready for the proof of Theorem 4.7.
Proof of Theorem 4.7. Let h∗ and (ϕ1

∗, ϕ
2
∗) be as in Lemma 6.3. First note that

the proof of part (a) is given throughout Lemmas 6.3, 6.4, and 6.5. Part (b) follows
using standard dynamic programming arguments, while the first statement in part (c)
is exactly Lemma 6.4. Thus it remains only to prove the equalities in (4.10). To do
this first recall that Fi denotes the class of all stationary optimal strategies for player
i, with i = 1, 2, which is nonempty because of part (b). Now, define the following
operators on BW (X):

Mu(x) := max
ϕ1∈A(x)

[
Rϕ1∗,ϕ2(x)− ρ∗τϕ1∗,ϕ2(x) +

∫
X

u(y)Q̂ϕ1∗,ϕ2(dy|x)

]
,

Nu(x) := min
ϕ2∈B(x)

[
Rϕ1∗,ϕ2(x)− ρ∗τϕ1∗,ϕ2(x) +

∫
X

u(y)Q̂ϕ1∗,ϕ2(dy|x)

]

for all x ∈ X. Proceeding as above, it is easy to check that M and N are well defined
and that they are λ-contraction operators on BW (X) into itself. In fact, from part
(a), h∗ is the fixed point for both operators; that is,

h∗(·) = Mh∗(·) = Nh∗(·).
Next choose an arbitrary strategy ϕ1

0 in F1 and note that

ρ∗ = ρ(ϕ1
0, ϕ

2
∗).

Then, by Theorem 4.5, there exists a unique function hϕ1
0,ϕ

2∗ in BW (X), with ν(hϕ1
0,ϕ

2∗)
= 0, which satisfies

hϕ1
0,ϕ

2∗(x) = Rϕ1
0,ϕ

2∗(x)− ρ∗τϕ1
0,ϕ

2∗(x) +

∫
X

hϕ1
0,ϕ

2∗(y)Q̂ϕ1
0,ϕ

2∗(dy|x) ∀x ∈ X.
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Next, observe that

hϕ1
0,ϕ

2∗(·) ≤Mhϕ1
0,ϕ

2∗(·),
which implies that

hϕ1
0,ϕ

2∗(·) ≤Mnhϕ1
0,ϕ

2∗(·) ∀n ∈ N.

Now, since M is a contraction and h∗ is its fixed point, we have

hϕ1
0,ϕ

2∗(·) ≤ h∗(·).

Hence, since h∗(·) = hϕ1∗,ϕ2∗(·) and the policy ϕ1
0 was chosen arbitrarily in F 1, we

have

max
ϕ1∈F1

hϕ1,ϕ2∗(·) = h∗(·).

Similar arguments, but using the operator N instead of M , show that

h∗(·) = min
ϕ2∈F2

hϕ1∗,ϕ2(·).
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Abstract. The classical Lur’e problem consists of finding conditions for absolute stability of a
linear system with a nonlinear feedback contained within a prescribed sector. Most of the results
obtained on this problem are based on the frequency domain or Lyapunov functions methods which
are applied to systems with a time-invariant or periodic linear block. This paper develops a new
approach providing a sufficient stability criterion for systems with time-variable coefficients, which is
expressed in the transfer function of the linear block and the sector margins of the nonlinear block.
The systems for which this criterion is precise are found. It is shown that stability of a system with
a sign-constant transfer function is guaranteed by stability of the system with a limit linear feedback
(so that, for such systems, the famous Aizerman conjecture is true). This, in particular, is the case
for systems with a linear block consisting of an arbitrary number of first order time-dependent links.
As an example, the stability criterion is applied to a second order system for which the obtained
results are contrasted with ones delivered by the Popov criterion.

Key words. absolute stability, Lur’e problem, time-varying systems, exponential stability cri-
teria, Aizerman class
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1. Introduction. We consider a linear system controlled by a nonlinear feedback

ẋ = A(t)x+ b(t)ϕ(σ, t),
(1.1)

σ = (c, x),

where x ∈ Rn, σ ∈ R1; the matrix A(t) and the vector b(t) are bounded and piece-wise
continuous; (a, b) means the scalar product of vectors a and b.

It is assumed that the function ϕ(σ, t) is contained within a prescribed sector,
i.e.,

K1σ
2 ≤ ϕ(σ, t)σ ≤ K2σ

2.(1.2)

Let Φ(K1,K2) be the set of functions ϕ(σ, t) assuming (1.2). System (1.1), (1.2) is
called absolutely stable in the class Φ(K1,K2) if for any ϕ ∈ Φ(K1,K2) and x(0) ∈ Rn,
the corresponding solution x(t) → 0 as t → ∞. Finding conditions for absolute
stability of system (1.1) in the class Φ(K1,K2) is the classical Lur’e problem [1], which
has led to an extensive literature over the last few decades. Most of the known results
on the problem are obtained by the frequency domain or Lyapunov functions methods
and relate to systems with a time-invariant linear block (e.g., [2, 3, 4, 5, 6, 7, 8, 9]).
Periodic systems (A(t) = A(t + T )) were considered by Yakubovich [10, 11, 12]; as
mentioned in the most recent paper [12], a generalization of frequency domain methods
on such systems faces significant complications. Stability analysis of more general
nonperiodic systems confronts even more complex problems which, in principle, could
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be tackled by the Lyapunov method, but there is no regular technique providing
Lyapunov functions for such systems.

A characterization of a class of systems for which asymptotic stability of the cor-
responding linear system (ϕ(σ) = kσ) for any k ∈ [K1,K2] implies absolute stability
of system (1.1) in the class Φ(K1,K2) (the Aizerman problem [13]) is closely related
to the absolute stability problem. Bergen and Williams [14] described the closed-loop
systems of the third order belonging to this class. Trukhan extended this result on
systems with a linear block consisting of up to five stable links (or any number of
identical links) of the first order [15]. In [3] Pyatnitsky noted that the question of
whether an analogous statement is true for closed-loop systems with arbitrary links
of the first order is very interesting; to our knowledge, the answer still remains un-
known after more than 30 years. Gil’ proved [17] that a time-invariant (A(t) ≡ A)
system (1.1), (1.2) belongs to the considered class, provided that the transfer function
w(t − s) of the linear part is nonnegative for t ≥ s. Andrusevich showed [18] that if
the off-diagonal elements of the matrix A + λbc′ is nonnegative for 0 ≤ λ ≤ K, then
the system obeys the Aizerman conjecture (note that it can be shown that under this
condition, the transfer function is nonnegative, and this result follows directly from
the Gil’ theorem).

This paper develops a new approach to stability analysis of system (1.1), (1.2)
centered on studying the corresponding Volterra equation (2.4) for function σ(t). A
sufficient condition for absolute exponential stability of such systems is derived in
section 2, Theorem 1. We indicate a class of systems for which this condition is
precise (section 3, Theorem 3). We prove (section 3, Theorem 2) that systems with a
sign-constant transfer function admit the Aizerman conjecture, which extends the Gil’
theorem on time-varying systems. As a result, it is shown that a single-loop system
with an arbitrary number of time-varying first order links belongs to the Aizerman
class (section 5) yielding a positive answer to the long-standing question mentioned
above.

In section 4 we consider stable system (1.1), (1.2) in the presence of an external
perturbation. An upper bound for |σ(t)| is found (Theorem 4); under a certain ad-
ditional condition, it is proved that any two solutions x1(t) and x2(t) exponentially
approach each other as t→∞ (Theorem 5).

The proposed approach is applied to a second order nonlinear system in section 5.
For a time-invariant system, the absolute stability condition is derived in an explicit
form and is compared with one implied by the known Popov criterion. It turns out
that the developed criterion is superior for larger, and slightly more conservative for
smaller, values of dissipation coefficient than the Popov condition.

2. Criterion for absolute exponential stability. Frequently, the class Φ(K1,
K2) is reduced to Φ(0,K) (K = K2 −K1) by substitution ϕ1(σ, t) = ϕ(σ, t) −K1σ.
In this paper, putting ϕ1(σ, t) = ϕ(σ, t) − K1σ − 0.5Kσ and retaining the previous
notation we reduce it to Φ(−K/2,K/2); i.e., inequality (1.2) becomes

−0.5Kσ2 ≤ ϕ(σ, t)σ ≤ 0.5Kσ2.(2.1)

Let W (t, s) (W (s, s) = I, where I is the unit matrix) be the transition matrix of
the linear equation

ẋ = A(t)x.(2.2)
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A solution x(t) of (1.1) satisfies the equation

x(t) =W (t, 0)x(0) +

∫ t

0

W (t, s)b(s)ϕ(σ(s), s)ds.(2.3)

Multiplying (2.3) by c(t), we obtain the integral Volterra equation of the second
kind about σ(t):

σ(t) = f(t) +

∫ t

0

w(t, s)ϕ(σ(s), s)ds,

(2.4)
f(t) = (c(t),W (t, 0)x(0)), w(t, s) = (c(t),W (t, s)b(s)),

where w(t, s) is called the transfer function.
Suppose that (2.2) is uniformly exponentially stable; i.e., there exist positive

constants C and ∆ such that for any solution x(t),

‖x(t)‖ ≤ C exp[−∆(t− s)] ‖x(s)‖ , t > s,(2.5)

where ‖x‖ is any norm of x. Note that for an asymptotically stable system with a
constant matrix A, the largest real part of the corresponding eigenvalues can be taken
as −∆.

In view of (2.5), system (1.1), (1.2) is absolutely stable in the class Φ(K1,K2) if
for any ϕ ∈ Φ(K1,K2) and x(0) ∈ Rn, the solution of (2.4), σ(t) → 0 as t → ∞.
Moreover, if there are positive constants N and β such that

|σ(t)| ≤ N exp(−βt) |σ(0)| , t > 0,(2.6)

the stability of the system is exponential.
From (2.5) it follows that for some C,

‖W (t, s)‖ ≤ C exp[−∆(t− s)],
(2.7) |w(t, s)| ≤ C exp[−∆(t− s)], |f(t)| ≤ C exp(−∆t).

In view of the second inequality (2.7),

M = sup
t

∫ t

0

|w(t, s)|ds <∞.(2.8)

Note that in the case of a time-invariant linear block, w(t, s) = w(t − s). Thus,
setting t− s = z, we get

M = sup
t

∫ t

0

|w(z)|dz =
∫ ∞

0

|w(z)|dz.(2.9)

The following theorem establishes a sufficient condition for absolute exponential
stability of the system (1.1), (2.1).

Theorem 1. Under conditions (2.5) and

KM < 2,(2.10)

system (1.1) is absolutely exponentially stable in the class Φ(−K/2,K/2).
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Proof. Let us put

M(β) = sup
t

∫ t

0

exp[β(t− s)] |w(t, s)|ds.(2.11)

As is seen from (2.11) and (2.8), M(0) =M . From the second inequality (2.7) it
follows that M(β) is bounded for β < ∆. By (2.10), there exists β∗ such that

M(β)K < 2 for β ∈ [0, β∗).(2.12)

Setting in (2.4)

σ(t) = exp(−βt)y(t),(2.13)

where β ∈ (0, β∗), we obtain

y(t) = exp(βt)f(t) + exp(βt)

∫ t

0

w(t, s)ϕ[exp(−βs)y(s), s]ds.(2.14)

Let us show that |y(t)| is bounded for t ∈ (0,∞). In fact, otherwise a sequence
t1, t2, . . . (ti → ∞ as i → ∞) can be found such that |y(ti)| ≥ |y(t)| for t ∈ [0, ti].
Then from (2.1), (2.11), (2.14), and (2.13) one obtains

|y(ti)| ≤ exp(βti) |f(ti)|+ 0.5M(β)K |y(ti)| .(2.15)

Since exp(βt) |f(t)| → 0 as t→∞ (β < ∆) and 0.5M(β)K < 1, inequality (2.15)
fails for large i, proving that |y(t)| is bounded for t ∈ (0,∞), which along with (2.13)
proves inequality (2.6) and the theorem.

Suppose that the nonlinearity bounds are time-dependent, i.e.,

−0.5K(t)σ2 ≤ ϕ(σ, t)σ ≤ 0.5K(t)σ2, K(t) ≥ 0.(2.16)

We denote the corresponding class Φ(−K(t)/2,K(t)/2). It is clear from the above
proof that Theorem 1 holds true if KM in condition (2.10) is replaced by the value

Φ = sup
t

∫ t

0

|K(t)w(t, s)|ds.(2.17)

Note that the definition of absolute stability often assumes that f(t) in (2.4) is any
continuous function such that |f(t)| → 0 as t → ∞, which allows extending the ad-
missible class of systems (1.1) to ones with an external perturbation u(t) disappearing
at infinity. Let λ be the Lyapunov exponent of the function f(t), i.e.,

λ = lim
t→∞ sup

1

t
log |f(t)| .

Since |f(t)| → 0 as t → ∞, then λ ≤ 0; to consider exponential stability, we assume
λ < 0. Setting in the previous proof β ∈ (0,−λ), we find that Theorem 1 holds true.

3. On the Aizerman problem. As is known (see, e.g., [5, 9]), the famous
Aizerman conjecture that stability of system (1.1) with ϕ(σ) = kσ for any k ∈ [0,K]
implies absolute stability in the class Φ(0,K) is, in general, false. So the Aizerman
problem is to find the systems (1.1) for which such an assertion is actually true.
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Suppose that the transfer function is sign-constant, i.e.,

w(t, s) ≥ 0 or w(t, s) ≤ 0 for t ≥ s ≥ 0.(3.1)

Using the above stability definition, we assume that f(t) in (2.4) is a continuous
function such that |f(t)| → 0 as t→∞ (functions with the Lyapunov exponent λ = 0
are also admitted; here nonexponential absolute stability is meant).

Theorem 2. System (1.1), (2.1), (2.5), (3.1) is absolutely stable in the class
Φ(−K/2,K/2) if it is stable for ϕ = 0.5Kσ (w(t, s) ≥ 0) or for ϕ = −0.5Kσ
(w(t, s) ≤ 0).

Proof. Let w(t, s) ≥ 0; suppose that for ϕ = 0.5Kσ, the system is absolutely
stable. Then for the solution of the equation

σ(t) = |f(t)|+ 0.5

∫ t

0

Kw(t, s)σ(s)ds,(3.2)

σ1(t)→ 0 as t→∞. Without loss of generality we assume that if f(t) > 0 for some
(0, t0), then σ1(t) > 0 for all t > 0 and the solution of (2.4), and σ(t) > 0 for t ∈ (0, t0).
Since ϕ(σ) ≤ 0.5Kσ, then σ1(t) ≥ σ(t) > 0 for t ∈ (0, t0); this inequality holds for as
long as σ(t) > 0. Let us show that σ1(t) ≥ |σ(t)| for t > 0. Otherwise, σ1(t) ≥ |σ(t)|
for t ∈ (0, t1), and σ1(t1) = −σ(t1) for some t1. Putting in (3.2) σ = σ1(t) and adding
(2.4) and (3.2) for t = t1, we obtain

0 = |f(t1)|+ f(t1) +
∫ t1

0

w(t, s)[0.5Kσ1(s) + ϕ(σ(s, s))]ds.(3.3)

Clearly, the integrand in (3.3) is nonnegative, so the right-hand side is positive.
The obtained contradiction shows that σ1(t) ≥ |σ(t)| for t > 0, and, therefore, σ(t)→
0 as t→∞. In the case of w(t, s) ≤ 0 for t ≥ s ≥ 0, the proof is quite analogous.

Theorem 2 yields that for systems with a sign-constant transfer function, the
Aizerman conjecture is true in the class Φ(−K/2,K/2); moreover, it is sufficient to
check stability for k = K/2 or k = −K/2 only. As is clear from the proof, for the
general class Φ(K1,K2), the theorem is true if the sign of the transfer function is
identical to that of K∗, where K∗ is the largest in modulus value of K1,K2. Then
stability for ϕ(σ) = K∗σ guarantees stability of the system in the class Φ(K1,K2) and
even in the class Φ(−|K∗|, |K∗|). In particular, for the class Φ(0,K), the Aizerman
conjecture is true if the transfer function is nonnegative (then it is also true for the
class Φ(−K,K)). This result significantly generalizes the Gil’ theorem obtained for
time-invariant systems only [17] (note that the technique of [17] is not extendible on
time-varying systems).

Clearly, in the case of time-variable bounds, one has to replace K by K(t) in
Theorem 2.

LetK+ correspond to the limit value of the sector angle in the class Φ(−K/2,K/2)
so that the system is stable for K < K+ and unstable for K = K+. The following
theorem gives an explicit expression for this value.

Suppose that the function m(t) =
∫ t
0
|w(t, s)|ds increases monotonically; then

M = limm(t) as t→∞.(3.4)

Theorem 3. If, in addition to the conditions of Theorem 2, condition (3.4) holds,
then K+ = 2/M .
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Proof. For K < 2/M , the stability follows from Theorem 1; let us show that for
K = 2/M , the system is unstable.

Consider the equation

ẋ = A(t)x+ kb(t)σ + δ(t),
(3.5)

σ = (c, x).

Setting in (3.5) k = 0, choose x(0) and δ(t) so that for the corresponding solution
x0(t),

σ0(t) = (c, x0(t)) =

n∑
i=1

cix0i(t) = 1−m(t)/M.(3.6)

To this end, one can put x0k(t) ≡ σ0(t)/ck (ck 
= 0) and x0i(t) ≡ 0, i = 1, . . . , n; i 
= k;
then δ(t) = ẋ0(t)−A(t)x0(t). By (3.4) and (3.6), σ0(t)→ 0, and, therefore,

δ(t)→ 0 as t→∞.(3.7)

Suppose that (3.5) with k = 1/M is exponentially stable. Then, in view of (3.7),
for any solution

x(t)→ 0 as t→∞.(3.8)

Let x(t) be the solution with x(0) = x0(0); then the corresponding function σ(t)
satisfies the equation

σ(t) = σ0(t) +M
−1

∫ t

0

w(t, s)σ(s)ds.(3.9)

By a direct substitution we check that for the solution of (3.9), σ(t) = (c, x(t)) ≡ 1,
which is impossible in view of (3.8). The contradiction obtained shows that for K =
2/M , (1.1) is not exponentially stable.

Thus, for systems considered in Theorem 3, stability condition (2.10) is precise.

4. Systems with external perturbations. Consider now system (1.1), (2.1)
in the presence of an external perturbation, i.e.,

ẋ = A(t)x+ bϕ(σ, t) + u(t).(4.1)

We assume that if u(t) is bounded on (0,∞), then so is the solution f(t) of the
corresponding linear system (ϕ(σ, t) ≡ 0). The following theorem gives an upper
bound for |σ(t)|.

Let us put σ∗(T ) = maxt |σ(t)| and f∗(T ) = maxt |f(t)| for t ∈ [0, T ].
Theorem 4. Under condition (2.10),

σ∗(T ) ≤ f∗(T )
1− 0.5KM

.(4.2)

Proof. Really, let σ(t∗) = σ∗(T ) for t∗ ∈ [0, T ]. From (2.4) and (2.1) one gets

|σ(t∗)| = σ∗(T ) ≤ |f(t∗)|+ 0.5KM |σ(t∗)| ≤ f∗(T ) + 0.5KMσ∗(T ),(4.3)

which implies required inequality (4.2).
Let, in particular, supt |f(t)| ≤ f∗ for t ∈ [0,∞); then

sup
t
|σ(t)| ≤ f∗

1− 0.5KM
.(4.4)
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Suppose that the function ϕ(σ, t) satisfies the inequality

−K
2
≤ ϕ(σ1, t)− ϕ(σ2, t)

σ1 − σ2
≤ K

2
.(4.5)

As is known [19] for a time-invariant system (1.1), the Popov criterion, along with
a condition analogous to (4.5), guarantees convergence of any two solutions x1(t) and
x2(t) of (4.1) for t→∞. The following theorem establishes the solution convergence
for a general time-variable case.

Theorem 5. There are positive constants C and β such that for any solutions
x1(t) and x2(t) of system (4.1), (2.1), (2.10), (4.5),

‖x1(t)− x2(t)‖ ≤ C exp[−β(t− t0)] ‖x1(t0)− x2(t0)‖ .(4.6)

Proof. The difference y(t) = x1(t)− x2(t) satisfies the equation

ẏ = A(t)y + b[ϕ(σ1, t)− ϕ(σ2, t)],
(4.7)

σi = (c, xi), i = 1, 2.

Setting σ = σ1 − σ2 and φ(σ1, σ2, t) = ϕ(σ1, t)− ϕ(σ2, t), from (4.5) we find

−0.5Kσ2 ≤ φ(σ1, σ2, t)σ ≤ 0.5Kσ2.(4.8)

By Theorem 1, for system (4.7), (4.8), σ(t) exponentially tends to zero, which
guarantees an exponential decay of y(t).

5. Discussion. According to Theorem 2, a system with a sign-constant transfer
function w(t, s) satisfies the Aizerman conjecture in the class Φ(−K/2,K/2). Let us
apply the obtained criteria to a single-loop system consisting of n links. Suppose that
the individual transfer function wi(t, s) of each link is sign-constant. Since the output
of such a link to sign-constant input is also sign-constant, the transfer function of the
combined system w(t, s) satisfies inequality (3.1), so the system satisfies Theorem 2.

Let, in particular, the links be of the first order; i.e., they are described by the
equations

ẋi + ai(t)xi = 0, i = 1, . . . , n.(5.1)

The functions ai(t) are not supposed to be necessarily positive, so some links may be
unstable. For the individual transfer function of a link,

wi(t, s) = exp

[
−
∫ t

s

ai(s)ds

]
> 0 for t > s,(5.2)

so the transfer function w(t, s) of the circuit is also positive. Therefore, for stability of
the corresponding closed-loop system in the class Φ(−K/2,K/2), it is sufficient that
the system be stable for ϕ = 0.5Kσ (as was mentioned earlier, the known results of
this kind embrace, in contrast, only circuits with up to five stable time-invariant links
[14], [15]).

Theorem 4 yields an upper bound for the value |σ(t)| in the presence of an external
perturbation. Theorem 5 provides exponential convergence of different solutions of
a perturbed system. In contrast, the known results of this kind are mainly derived
using the Popov approach developed only for time-invariant systems [19].

Note that for a time-variable matrix A(t), finding the constant M requires, in
general, numerical integration of the equation ẋ = A(t)x to calculate the transfer
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function w(t, s). It is simplified by the fact that, as is seen from the second inequality
(2.7), w(t, s) exponentially tends to zero as t− s increases.

In the case of a T -periodic matrix A(t), the transition matrix satisfies the relations

W (t, s) =W (t, 0)W−1(s, 0), W (t+ kT, 0) =W (t, 0)W (T, 0)k,

so it is sufficient to find W (t, s) only for 0 ≤ s ≤ t ≤ T .
If A is time-invariant, an explicit formula for the function w(t, s) = w(t− s) can

be derived using A eigenvalues and eigenvectors.
Now we apply the developed approach to a second order system

ẋ1 = x2,

ẋ2 = −a(t)x1 − 2h(t)x2 + ϕ(x, t),(5.3)

−0, 5K(t)x2 ≤ ϕ(x, t)x ≤ 0, 5K(t)x2.

The corresponding transfer function w(t, s) is a solution of the equation

ẍ+ 2h(t)ẋ+ a(t)x = 0,(5.4)

satisfying the conditions w(t, t) = 0 and ẇ(t, t) = 1.
Theorem 1 implies that for absolute exponential stability of system (5.3), it is

sufficient that

Φ = sup
t

∫ t

0

|K(t)w(t, s)|ds < 2.(5.5)

In fact, w(t, s) > 0 for small t − s > 0. If this inequality holds for all t > s,
then, by Theorem 2, stability of (5.4) is provided by stability of the linear system
with ϕ = 0.5K(t)x. In this case (5.4) is nonoscillatory; i.e., any solution x(t) has no
more than one zero for t ∈ [0,∞). Note that there are numerous criteria ensuring this
property directly through h(t) and a(t), e.g., [20]:

a(t)− h2(t)− ḣ(t) ≤ 0.(5.6)

If system (5.3) and bounds for the nonlinear term are time-invariant (h(t) ≡
h, a(t) ≡ a, K(t) ≡ K), then stability condition (5.5) can be explicitly expressed in
these constants. Really, let a > h2; then

w(t, s) = w(t− s) = exp[−h(t− s)]
ω

sinω(t− s),

where ω =
√
a− h2. Integrating (2.9), we obtain

M =
1

ω2

[
1 + 2

∞∑
k=1

exp(kβ)

]
=

1 + expβ

ω2(1− expβ)
, β = −πh

ω
.(5.7)

Thus, the system is absolutely stable if

K < K0 = 2/M.(5.8)

If a ≤ h2, inequality (5.6) is true, so (5.4) is nonoscillatory and w(t, s) > 0. Thus,
in this case for exponential stability in the class Φ(−K/2,K/2), it is necessary and
sufficient that the system with ϕ(x) = 0.5Kx be stable. Evidently, the last is true
if K < 2a (one can directly check that for K = 2a, system (5.3) admits the solution
x1(t) = const, x2(t) = 0, and thus is not absolutely stable).
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The corresponding time-invariant problem could be approached using known
methods. For example, for the system

ẋ1 = x2,

ẋ2 = −bx1 − 2hx2 − f(x, t),(5.9)

0 ≤ f(x, t)x ≤ Kx2,

the Popov criterion [16] guarantees absolute stability if for all ω ∈ [0,∞),

1

K
>

ω2 − b
(ω2 − b)2 + 4ω2h2

.(5.10)

The right-hand side of this inequality reaches its maximal value if ω2 = b+2h
√
b,

so condition (5.10) holds if

K < KP = 4h
√
b+ 4h2.

Plugging in (5.9), b = a −K/2, f(x, t) = ϕ(x, t) + 0.5Kx, we reduce it to (5.3).
Thus, by the Popov criterion, it is sufficient for absolute stability of system (5.3) that

K < KP = 2h
√
a− h2.(5.11)

For a = 1, the limit valuesK0(h) andKP (h) are obtained using the developed and
Popov criteria, and the obtained bounds (formulas (5.8) and (5.11)) are contrasted in
Figure 1.

It is clear that for the considered system, the Popov condition is slightly less
conservative for relatively small h, while for larger h, and especially close to 1, the
presented approach is superior. In fact, for h → 1, K0(h) approaches the precise
bound K0(1) = 2. Let us remind the reader that the described approach is equally
applied to a wide class of time-varying systems where known techniques fail.
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In this addendum we clarify a technical point of the article [5], devoted to studying
the multiplicity of the eigenvalues of the plate equation,

(P)



�2y = λy in Ω,

y = 0 on ∂Ω,
∂y

∂n
= 0 on ∂Ω,

where Ω ⊆ R
d is a bounded domain with boundary of class C4.

Problem (P) admits a sequence of positive eigenvalues

0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · −→ ∞,
with finite multiplicity. The eigenfunctions {yn}n ⊂ H2

0 (Ω) of (P) can be chosen to
form an orthonormal basis of H2

0 (Ω) .
It is well known that, for some domains (some annular domains, for instance, [2])

the spectrum is not simple. In [5] we proved that, generically with respect to the
domain, the spectrum is simple. The object of this addendum is to clarify a technical
point of the proof.

To do that we recall the precise statement of the main result in [5, Theorem 1.1,
p. 1586].

Given a bounded domain Ω of class C4 of R
d and a deformation u ∈W 5,∞ (Ω;Rd),

we introduce the following deformed domain:

Ω + u =
{
z ∈ R

d : z = x+ u(x), x ∈ Ω
}
.

We then consider the plate equation in the deformed domain Ω + u:

(Pu)



�2y = λy in Ω + u,

y = 0 on ∂ (Ω + u) ,
∂y

∂n
= 0 on ∂ (Ω + u) .
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The main result in [5] reads as follows.
Theorem 1. Let Ω be a bounded domain of R

d of class C4. Let Γ0 be an open
nonempty subset of ∂Ω.

Then the set

A=
{
u∈W 5,∞(Ω,Rd) : u = 0 on ∂Ω \ Γ0 and the spectrum of (Pu) is simple

}
is residual in

W0 =
{
u ∈W 5,∞(Ω,Rd) : u = 0 on ∂Ω \ Γ0

}
.

In other words, it is a countable intersection of dense open sets on W0.
Theorem 1 guarantees the generic simplicity of the spectrum of the plate system

with respect to perturbations of the domain Ω. Moreover, the theorem indicates that
this property may be achieved by means of deformations that leave invariant most
of the boundary of the domain Ω. The additional assumption u ∈ W 5,∞ (Ω;Rd) is
necessary for technical reasons. It guarantees the C4 regularity of the perturbed
domain.

In order to prove Theorem 1, in [5] we used classical tools on shape differen-
tiation that we describe briefly. We denote by λ(u) and y(u) the eigenvalues and
eigenfunctions of (Pu). We perform the change of variables

Y (u) = y (u) ◦ (I + u) .

The following problem is equivalent to (Pu): to find λ(u) ∈ R and Y (u) such that{
D2
j (u)

(
Jac (I + u)D2

i (u)Y (u)
)

= λ (u)Y (u)Jac (I + u) in Ω,
Y (u) ∈ H2

0 (Ω) ,
(1)

with

Di (u) g =

(
∂f

∂zi

)
◦ (I + u) =

∑
j

Mij (u)
∂g

∂xj

for g = f ◦ (I + u) . Here and in what follows M(u) = (Mij(u))
d
i,j=1 is defined by

M (u) = [Mi,j (u)] =
t

[
∂

∂xj
(I + u)i

]−1

=

[
∂

∂xi
(I + u)j

]−1

.

In Theorem 3.5 (p. 1599) of [5] we claim that there exist h analytic families
of eigenvalues and eigenfunctions of (1) (or, equivalently, (Pu)) with respect to the
deformation u ∈ W 5,∞(Ω;Rd) of the domain. However, in general, this is not true.
But this fact is not really needed in the proof of Theorem 1 above. Indeed, analyticity
does hold with respect to scalar perturbations, and this suffices to develop the proof
of the generic simplicity result in [5].

Consequently, the statement on the generic simplicity of the spectrum of Theorem
1 above holds. But in the proof given in [5] one has to replace Theorem 3.2 and
Proposition 3.3 of [5] by Theorem 2 and Proposition 1 below.

More precisely, Theorem 3.2 in [5] should read as follows.
Theorem 2. Let E be a Hilbert space with inner product 〈·, ·〉 , and let Λ be a

Banach space. Let P : D(P ) ⊂ E → E be a self-adjoint operator densely defined
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in E. Assume that λ is an eigenvalue of multiplicity h of P , and let φ1, . . . , φh be
the orthonormal eigenfunctions associated to λ. Moreover, assume that there exists a
bounded linear operator Q : E → E such that QΠN = 0 and Q (P + λ) = I−ΠN , ΠN
being the orthogonal projection in N = Ker (P + λ) .

Let R (u) be an analytic self-adjoint map in B (E,F ) for every u in a neighborhood
of u = 0 in Λ such that R (0) = 0 and P (u) = P +R (u) .

Then there exist h continuous functions defined in a neighborhood of u = 0 in Λ
with values in R, u → λi (u) , and h continuous functions u → φi (u) , with values in
E, i = 1, . . . , h, defined in a neighborhood of u = 0 in Λ such that

1. λj (0) = λ, j = 1, . . . , h.
2. For all u small enough, (λj (u) , φj (u)) is a solution of the eigenvalue problem
P (u)φj(u) = λj(u)φj(u).

3. For all u small enough the set {φ1 (u) , . . . , φh (u)} is orthonormal in E.
4. For each interval I ⊂ R such that I contains only the eigenvalue λ of P , there

exists a neighborhood U of u = 0 such that there are exactly h eigenvalues
(counting the multiplicity) λ1 (u) , . . . , λh (u) of P (u) contained on I.

5. Moreover, for each u in a neighborhood U of u = 0 in Λ, the map t →
(λj(tu), φj(tu)) is analytic in a neighborhood of t = 0.

On the other hand, Proposition 3.3 in [5] should read as follows.
Proposition 1. Under the hypotheses of Theorem 2, if λ is an eigenvalue of

multiplicity h of P and φ1, . . . , φh are orthonormal eigenfunctions associated to λ,
then there exists at least a function u −→ (λ(u), φ(u)) ∈ R × E which is continuous
in a neighborhood of u = 0 in Λ such that

1. λ(0) = λ,
2. φ(u) is an eigenfunction of P (u) associated to the eigenvalue λ(u).
3. Moreover, for each u in a neighborhood U of u = 0 in Λ, the map t →

(λ(tu), φ(tu)) is analytic in a neighborhood of t = 0.
Remark 1. In Theorem 3.2 and Proposition 3.3 (pp. 1593–1594) of [5], we claimed

that the families of eigenvalues and eigenfunctions are analytic in a neighborhood of
u = 0 in a Banach space Λ. But this statement is not correct. Indeed, in the case of
nonscalar perturbations, there are well-known counterexamples (we refer, for instance,
to [2]). This lack of analyticity is due to the fact that the perturbation parameter
belongs to a multidimensional Banach space. In the case of scalar perturbations the
analyticity result does hold ([4, Theorem 3.9, p. 392] and [7, Theorem 1, pp. 57–58]).

Remark 2. The proof of the results above is almost the same as in [5]. But, strictly
speaking, that proof yields only continuity of the eigenvalues and eigenfunctions. This
is due to the fact that when the problem is reduced to analyze a family of polynomials
[5, equation (3.20), p. 1596]

pu(α) = αh +

h−1∑
k=0

ak(u)α
k,

with the coefficients depending regularly on u, and such that all its h zeros (counting
multiplicity) are real, we can conclude that the branches of zeros of the polynomial
depend continuously on u.

In fact, one may prove that the largest zero of pu define a continuous function in
a neighborhood W of u = 0 in Λ. One can then proceed by induction.

Indeed, let αh(u) be the largest zero of pu and consider a sequence {un}n ⊂ W,
such that un −→ u0 ∈ W, and |αh(un)− αh(u0)| ≥ ε > 0 for all n ∈ N.
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Note that, since the coefficients are continuous in W, they are bounded in W.
Therefore there exists R > 0 such that for all u ∈ W

|pu(α)| > 1 if |α| > R.

This implies that the zeros of pu belong to the interval (−R,R), and therefore
the sequence {αh(un)}n is bounded in R. Thus, there exists a subsequence that, to
simplify the notation, we will write as {αh(un)}n , converging to a real value β. Thus
we have that

0 = pun(αh(un)) = αhh(un) +

h−1∑
k=0

ak(un)α
k
h(un) −→ βh +

h−1∑
k=0

ak(u0)β
k.

That is, β is a zero of pu0 . Moreover, since

pun(α) > 0 and p′un(α) ≥ 0 ∀α > αm(un),

we have that

pu0
(α) > 0 and p′u0

(α) ≥ 0 ∀α > β,

which implies that β = αh(u0). This is in contradiction with our assumption and
proves that the largest zero defines a continuous function.

We can then write

pu(α) = αh +

h−1∑
k=0

ak(u)α
k = (α− αh(u))

(
αh−1 +

h−2∑
k=0

bk(u)α
k

)
,

where the coefficients bj(u) are defined by

bh−2(u) = αh(u) + ah−1(u) and bk−1(u) = bk(u)αh(u) + aj(u), k = 1, . . . , h− 2,

which are continuous functions, and we may proceed by induction.
Moreover, using classical results (see [4, p. 117] and [7, p. 37]), we can obtain

the analyticity of the eigenvalues with respect to perturbations of the form u = tv, v
being fixed and t ∈ R being scalar.

These results may be applied to the map

P :W 5,∞(Ω,Rd) −→ L (H2
0 (Ω) ;H−2 (Ω)

)
such that

P (u)φ =
1

Jac (I + u)
D2
j (u)

(
Jac (I + u)D2

i (u)φ
)
.(2)

Theorem 3.5 in [5] should reads as follows.
Theorem 3. Let Ω ⊂ R

d be an open bounded domain of class C4. Let λ be
an eigenvalue of multiplicity h of the plate system (Pu) for u = 0 with associated
eigenfunctions y1, . . . , yh.

Then there exist h continuous functions with values in R, u → λi (u) , and h
continuous functions u→ yi (u) , with values in H4(Ω+u)∩H2

0 (Ω+u), i = 1, . . . , h,
defined in a neighborhood of u = 0 in W 5,∞(Ω,Rd) such that

1. λj (0) = λ, j = 1, . . . , h.
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2. For all u small enough, (λj (u) , yj (u)) is a solution of the plate system defined
in the new domain Ω+ u.

3. For all u small enough the set {y (u) , . . . , y (u)} is orthonormal in L2(Ω+u).
4. For each interval I ⊂ R such that I contains only the eigenvalue λ of (P),

there exists a neighborhood U of u = 0 such that there are exactly h eigenval-
ues (counting the multiplicity) λ1 (u) , . . . , λh (u) of (Pu) contained on I.

5. For each u in a neighborhood U of u = 0 in W 5,∞(Ω,Rd), the map t →
(λj(tu), φj(tu)) is analytic in a neighborhood of t = 0.

In the proof of Theorem 1 in [5], we also use the definitions of local derivative
and the total derivative:

Let

v : W k,∞ (Ω,Rd) → Wm,r (Ω + u) ,
u → v (u)

be a function of the perturbation parameter u. Then if k ≥ m, the first local variation
can be defined as

v′ (Ω;u) = lim
t→0+

v (tu) |ω − v (0) |ω
t

in ω,(3)

where ω ⊂⊂ Ω and v (tu) |ω, v (0) |ω are the restrictions of the functions v (tu) , v (0)
to ω.

We define the first order total variation as

v̇ (Ω;u) = lim
t→0+

v (tu) ◦ (I + tu)− v (0)
t

in Ω.(4)

It is important to observe that the total variation v̇ (Ω;u) is a function defined
in the whole Ω while the local variation is a function defined “locally” in subsets
ω ⊂⊂ Ω.

Moreover, we have that

v′ (u) = v̇ (u)− u · ∇v (0) .

We refer, for instance, to [6] or [8] for more details on this issue.

For each u ∈W 5,∞(Ω,Rd), in a neighborhood of u = 0, we define the maps

t→ λj(tu), t→ φj(tu),

where λj(tu) and φj(tu) are eigenvalues and eigenfunctions of the Stokes system in
the domain Ω + tu = {x+ tu(x) : x ∈ Ω} .

According to Theorem 2 and Proposition 1, these functions are analytic in an
interval [0, Tu] (although analyticity cannot be guaranteed with respect to u ∈
W 5,∞(Ω,Rd)).

Using the continuity of the eigenvalues with respect to u ∈W 5,∞(Ω,Rd) and the
analyticity with respect to the scalar perturbation, the proof of Theorem 1.1 in [5]
applies without further changes.
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Abstract. The Markov chain approximation method is a widely used, relatively easy to use,
and efficient family of methods for the bulk of stochastic control problems in continuous time for
reflected-jump-diffusion-type models. It has been shown to converge under broad conditions, and
there are good algorithms for solving the numerical problems if the dimension is not too high. We
consider a class of stochastic differential games with a reflected diffusion system model and ergodic
cost criterion and where the controls for the two players are separated in the dynamics and cost
function. It is shown that the value of the game exists and that the numerical method converges
to this value as the discretization parameter goes to zero. The actual numerical method solves a
stochastic game for a finite state Markov chain and ergodic cost criterion. The essential conditions
are nondegeneracy and that a weak local consistency condition hold “almost everywhere” for the
numerical approximations, just as for the control problem.
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1. Introduction. The Markov chain approximation method of [18, 19, 22] is a
widely used method for the numerical solution of virtually all of the standard forms of
stochastic control problems with reflected-jump-diffusion models. It is robust and can
be shown to converge under very broad conditions. Extensions to approximations for
two-person differential games with discounted, finite time, stopping time, and pursuit-
evasion games were given in [21] for reflected diffusion models where the controls for
the two players are separated in the dynamics and cost rate functions. In this paper,
the basic ideas will be extended to two-player stochastic dynamic games with the same
systems model but where the cost function is ergodic. Such ergodic and “separated”
models occur, for example, in risk-sensitive and robust control [2, 3, 7, 15]. In fact,
the game formulation of risk sensitive control problems for queues in heavy traffic
was our original motivation. See [15, section 7] for a formulation of risk sensitive
control in terms of a stochastic differential game for a diffusion that fits our form once
“numerical boundaries” are added, provided that the covariance does not depend on
the control. While Markov chain approximation algorithms have been adapted to
such problems, there were no proofs of convergence.

When the robust control is for controlled queues in heavy traffic, then the state
is confined to some convex polyhedron by boundary reflection [20]. In many other
applications, the state of the physical problem is confined to a bounded set. One
example is the heavy traffic limit of controlled queueing networks with finite buffers [1,
20] or robust control of such systems as in [2, 3], where the set is a hyperectangle. Then
robust control would lead to a game problem with a hyperrectangular state space. If
the system state is not a priori confined to a bounded set, then for numerical purposes
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it is commonly necessary to bound the state space artificially by adding a reflecting
boundary and then experimenting with the bounds. Our systems model is confined
to a state space G that is a convex polyhedron, and it is confined by a “reflection” on
the boundary. More generally, the boundaries could be determined by a set of smooth
curved surfaces as in [22], but we restrict attention to the polyhedral case, since that
is the most common and it avoids minor details which can be distracting.

There are many results for various forms of the game problem, e.g., [4, 5, 6, 24,
28, 29]. However, there seems to be nothing available concerned with the ergodic
problem for the reflected diffusion model. We will use purely probabilistic methods
of proof. Such methods have the advantage of providing intuition concerning numer-
ical approximations, they cover many of the problem formulations to date, and they
converge under quite general conditions. The essential conditions are weak-sense exis-
tence and uniqueness of the solution to the controlled equations, “almost everywhere”
continuity of the dynamical and cost rate terms, and a natural “local consistency”
condition: The local consistency and continuity need hold only almost everywhere
with respect to the measure of the basic model; hence discontinuities in the dynamics
and cost function can be treated under appropriate conditions (see, in particular, the
treatment of discontinuities and complex variational problems with singularities and
Theorems 4.6 and 7.1 in [22]). Furthermore, the numerical approximations are rep-
resented as processes which are close to the original, which gives additional intuitive
and practical meaning to the method.

Subsection 2.1 defines the basic systems model. First, the uncontrolled model
is introduced. Then the control is added via the Girsanov transformation [17]. The
dynamical model is the reflected stochastic differential equation (2.4), also called the
Skorohod problem [12, 20, 22]. The conditions on the boundary of the state space are
(A2.1)–(A2.2). Condition (A2.1) covers the great majority of cases of current interest,
including those that arise from queueing and communications networks. The condition
is obvious when the state space is a hyperrectangle with reflection directions being
the interior normals. The strategies of the players are as follows. Player 1 wishes to
minimize and player 2 wishes to maximize. For the infsup problem (the upper value),
at the start of the game (i.e., at t = 0) player 1 selects a control. This can be either
a pure (and time independent) feedback control or a relaxed feedback control (see
subsection 2.1 for the definition). The selected feedback control will be used at all
t ≥ 0. Then player 2 selects its strategy. This can either be a relaxed feedback control
or it can have the form of a classical relaxed control. Whatever it is, once selected, it
cannot be changed.

The situation is analogous if player 2 selects first. Since the controls for the player
who chooses first are time independent feedback and these are selected and fixed
at the start of the game, and only the player choosing last can use time dependent
controls, complications due to the notions of strategy in the time dependent case (e.g.,
concerning the definition of the value either via a limit of a discrete time game, or
via the Elliott–Kalton definition) do not arise. In this sense the paper is simpler than
[21]. On the other hand, the treatment of the ergodic cost criterion adds substantial
new complications. Subsection 2.3 establishes the existence of the controls yielding
the upper and lower values, using approximation methods from [20].

Suppose that, if feedback controls are used, then the asymptotic mean cost per
unit time (for either the control or the game problem) does not depend on the initial
state value. Then it is reasonable (and is the usual practice) to restrict the controls
to being feedback. It is shown that the game has a value with this restriction. For
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technical reasons, we allow player 2 to use arbitrary controls (not necessarily feed-
back). But, if player 1 uses a feedback control, then it is shown that player 2 cannot
improve its cost by using a nonfeedback control, so the value is still determined within
the space of feedback controls. We do not know whether it is possible for player 1 to
achieve a better value by using some nonfeedback control strategy. But any approach
that leads to a well posed Isaacs equation will yield feedback controls.

The methods to be used for the ergodic cost function are quite different than those
used in [21]. They share the foundation in the theory of weak convergence [9, 13]; how-
ever, they depend heavily on the approximations to the ergodic cost control problem
as developed in [20, Chapter 4]. The development depends on “continuity” properties
of the invariant measures and ergodic costs in the control in an appropriate sense,
and on the fact that we lose little in the costs if the controls are “smoothed.” Similar
results for the pure control problem are in [20], and the development of the paper has
been structured to take advantage of the results in [20, 22], wherever possible. To
facilitate the development, subsection 2.2 summarizes the results from [20] which will
be needed here, with an occasional change of notation to suit that used here.

The Markov chain approximation numerical method is discussed in subsection
3.1. The methods for getting the approximating chain and cost function are the same
as in [22] for the pure control problem, since it is the process for arbitrary controls
that is approximated. The natural local consistency condition is stated. The proof
of convergence of the numerical method is in subsection 3.2 and depends on the fact
that the original game has a value. The numerical approximations are games for
Markov chains. They might or might not have a value, depending on the form of the
approximation. However, it is seen that the upper and lower values converge to the
value of the original game as the approximation parameter goes to its limit. Finally,
the proof that the original game has a value is given in section 4.

2. The dynamical model and background results.

2.1. Assumptions and the dynamical model. Assumptions. The first
assumptions define the state space G.

A2.1. The state space G is the intersection of a finite number of closed half
spaces in Euclidean r-space R

r and is the closure of its interior (i.e., it is a closed
convex polyhedron with an interior and planar sides). Let ∂Gi, i = 1, . . . , denote
the faces of G, and ni the interior normal to ∂Gi. Interior to ∂Gi, the reflection
direction is denoted by the unit vector di, and 〈di, ni〉 > 0 for each i. The possible
reflection directions at points on the intersections of the ∂Gi are in the convex hull of
the directions on the adjoining faces. Let d(x) denote the set of reflection directions
at the point x ∈ ∂G, whether it is a singleton or not. No more than r constraints are
active at any boundary point.

A2.2. For each x ∈ ∂G, define the index set I(x) = {i : x ∈ ∂Gi}. Suppose
that x ∈ ∂G lies in the intersection of more than one boundary; that is, I(x) has the
form I(x) = {i1, . . . , ik} for some k > 1. Let N(x) denote the convex hull of the
interior normals ni1 , . . . , nik to ∂Gi1 , . . . , ∂Gik , resp., at x. Then there is some vector
v ∈ N(x) such that γ′v > 0 for all γ ∈ d(x).

There is a neighborhood N(∂G) and an extension of d(·) to N(∂G) that is upper
semicontinuous in the following sense: For each ε > 0, there is ρ > 0 that goes to zero
as ε → 0 and such that if x ∈ N(∂G) − ∂G and distance(x, ∂G) ≤ ρ, then d(x) is in
the convex hull of the directions {d(v); v ∈ ∂G, distance(x, v) ≤ ε}.

A2.3. The Ui, i = 1, 2, are compact sets in some Euclidean space. The (r × r)
matrix-valued function σ(·) on G is Hölder continuous, with σ−1(x) bounded, and the
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R
r-valued functions bi(·) on G× Ui are continuous.
Let α = (α1, α2), α1 ∈ U1, α2 ∈ U2, denote the canonical control value, with

αi the canonical value for player i. The uncontrolled model is the solution to the
Skorohod problem

(2.1) dx(t) = σ(x(t))dw(t) + dz(t), x(t) ∈ G.

The controlled system will be defined via the Girsanov transformation, starting with
(2.1). This transformation will add the control or “drift” term b1(x(t), α1)dt +
b2(x(t), α2)dt.

The Skorokhod problem is a standard model for a reflected diffusion process.
For a detailed discussion of the Skorohod problem and the assumptions (A2.1) and
(A2.2), see [20, Chapter 3]. See also the brief comment below (A2.4). By a solution
to (2.1) we mean the following. Let Ω denote the path space of (x(·), z(·), w(·)), let
{Ft, t <∞)} denote the filtration on the space, and write |z|(t) for the total variation
of z(·) on [0, t]. Let x(0) ∈ G, z(0) = 0. The x(·) and z(·) are R

r-valued, continuous
and Ft-adapted, and w(·) is an Ft-standard R

r-valued Wiener process. The z(·) is the
reflection process and satisfies the following conditions: |z|(t) < ∞ with probability
one (w.p.1) for all t, and there is a measurable function γ(·) with γ(t) ∈ d(x(t)) w.p.1
such that z(t) =

∫ t
0
γ(s)d|z|(s).

Let ΩT denote the restriction of Ω to functions defined on [0, T ]. Define F =
limt Ft and let Px denote the measure when the initial condition is x(0) = x, with
Ex the associated expectation. Let Px,T (·) denote the probability measure, when we
confine our interest to paths on the finite interval [0, T ].

We will also need the following condition.
A2.4. There is a unique weak sense solution to (2.1) for each initial condition.
Comments on (A2.1) and (A2.2). One can always construct the extension

in (A2.2). Under (A2.1)–(A2.3), the choice of the reflection direction on the corners
and edges of G has no effect on the process (w.p.1), since no matter what the choice
of direction or of the controls, it spends zero “local time” at such points [20, Theorem
3.6, Chapter 4]. To see that (A2.1) is natural in application note the following. If
the state space is being bounded for purely numerical reasons, then the reflections are
introduced only to give a compact set G, which should be large enough so that the
effects on the solution in the region of main interest are small. A common choice is a
hyperrectangle with normal reflection directions, in which case the right side of (2.1)
is zero. Next, consider a queueing network model in the heavy traffic limit [16, 20, 27]
where the state space is the nonnegative orthant, and the probability that an output
of the ith processor goes to the jth processor is qij . If the spectral radius of the routing
matrix Q = {qij ; i, j} is less than unity, then all customers will eventually leave the
system. The model is a special case of (2.4) with z(t) = [I − Q′]y(t), where yi(·) is
nondecreasing, continuous, and can increase only at t, where xi(t) = 0. The condition
(A2.1) implies (see [12, 20]), the so-called “completely-S” condition [16, 20, 26], which
is used to ensure that z(·) has bounded variation w.p.1.

Classes of controls. A: Relaxed controls ri(·). Suppose that for some
filtration {Ft, t < ∞} and standard vector-valued Ft-Wiener process w(·), each
ri(·), i = 1, 2, is a measure on the Borel sets of Ui× [0,∞) such that ri(Ui× [0, t]) = t
and ri(A× [0, t]) is Ft-measurable for each Borel set A ⊂ Ui. Then ri(·) is said to be
an admissible relaxed control for player i, with respect to w(·). If the Wiener process
and filtration have been given or are obvious or unimportant, then we simply say that
ri(·) is an admissible relaxed control for player i [14, 20, 22]. For Borel sets A ⊂ Ui,



APPROXIMATIONS OF STOCHASTIC DIFFERENTIAL GAMES 1915

we will write ri(A× [0, t]) = ri(A, t).
For almost all (ω, t) and each Borel A ⊂ Ui, one can define the derivative1

ri,t(A, t) = lim
δ→0

ri(A, t)− ri(A, t− δ)
δ

.

Without loss of generality, we can suppose that the limit exists for each (ω, t). Then
for all (ω, t), ri,t(·, t) is a probability measure on the Borel sets of Ui and for any
bounded Borel set B in Ui × [0,∞),

ri(B) =

∫ ∞

0

∫
Ui

I{(αi,t)∈B}ri,t(dαi, t)dt.

An ordinary control ui(·) can be represented in terms of the relaxed control ri(·),
defined by its derivative ri,t(A, t) = IA(ui(t)), where IA(ui) is unity if ui ∈ A and is
zero otherwise. The weak topology [22] will be used on the space of admissible relaxed
controls. Relaxed controls are commonly used in control theory to prove existence
theorems, since any sequence of relaxed controls has a convergent subsequence.

Classes of controls. B: Relaxed feedback control mi(·) [10, 20]. Suppose
that mi(x, ·), i = 1, 2, is a probability measure on the Borel sets of Ui for each x ∈ G
and that mi(·, A) is Borel measurable for each Borel set A ⊂ Ui. Then we say that
mi(·) is a relaxed feedback control. Define U = U1 × U2. For relaxed feedback
controls mi(·), define the product measure m(·) by m(x, dα) = m1(x, dα1)m2(x, dα2).
Then m(·) is also a relaxed feedback control but with control value space U . Unless
explicitly noted otherwise, the symbolm(·) will always denote such a product form for
some relaxed feedback controls mi(·), i = 1, 2. If x(·) is a solution to (2.4), and m(·) a
relaxed feedback control, then m(·) can be represented by a relaxed control r(·) with
derivative having the product form rt(dα, t) = r1,t(dα1, t)r2,t(dα2, t) = m(x(t), dα).

The control for the player that chooses its control first will always be a relaxed
feedback control, but the control for the player who chooses its control last might be
either a relaxed feedback control or a relaxed control which is not representable in
relaxed feedback form.

Defining the controlled dynamical system via the Girsanov transfor-
mation: Relaxed feedback controls. The controlled model will be defined via the
Girsanov transformation [17]. Some of the well-known details will be described, since
the equations will be needed for the approximations. This will be done first for the
relaxed feedback controls. Let mi(·), i = 1, 2, be relaxed feedback controls, and define
the product m(x, dα) = m1(x, dα1)m2(x, dα2). Define

bi,mi(x) =

∫
Ui

bi(x, αi)mi(x, dαi), b(x, α) = b1(x, α1) + b2(x, α2),

and set bm(x) =
∫
U
b(x, α)m(x, dα) = b1,m1(x) + b2,m2(x). The b(x, α) will be the

canonical drift term for the SDE and bm(x) the drift term when the control m(·) is
used. For T > 0 and relaxed feedback control m(·), define

ζ(T,m) =

∫ T

0

[
σ−1(x(s))bm(x(s))

]′
dw(s)− 1

2

∫ T

0

∣∣σ−1(x(s))bm(x(s))
∣∣2 ds,

and set

R(T,m) = eζ(T,m).

1In [20, 22], the derivative at t is written simply as ri,t(A).
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For each (x, T,m(·)), define the measure Pmx,T on (ΩT ,FT ) via the Radon–Nikodym
derivative R(T,m):

(2.2) dPmx,T = R(T,m)dPx,T .

For each (x,m(·)), the family Pmx,T of measures, indexed by T , is consistent and can
be extended uniquely to a measure Pmx on (Ω,F) that is consistent with the Pmx,T .
When there is no control (i.e., where the system is (2.1)), we omit the superscript m.
The process wm(·) defined by

(2.3) dwm(t) = dw(t)−
[
σ−1(x(s))bm(x(s))

]
dt

is an Ft-standard Wiener process on (Ω, Pmx ,F) [17]. Now, rewrite the uncontrolled
model (2.1) as

(2.4) dx(t) = bm(x(t))dt+ σ(x(t))dwm(t) + dz(t).

Under the measures {Pmx , x ∈ G}, (2.4) is a Markov process, and we use Pm(x, t, ·) for
its transition function. Use P (x, t, ·) for the transition function of the uncontrolled
process (2.1). Strictly speaking, the process wm(·) should be indexed also by the
initial condition x = x(0), but we omit it for notational simplicity.

The controlled dynamical system with relaxed controls. Let ri(·) be a
relaxed control for player i, with derivative ri,t(·, t), and define bi,ri(x, t) =∫
Ui
bi(x, α)ri,t(dαi, t). We will also have occasion to use relaxed (and not necessarily

relaxed feedback) controls for one of the players. For specificity at this point, suppose
that a relaxed control is used for player 1 and a relaxed feedback control is used for
player 2. Write br1,m2

(x, t) = b1,r1(x, t) + b2,m2
(x). Define ξ(T, r1,m2) as ξ(T,m)

was defined but with br1,m2(x(t), t) replacing bm(x(t)). Using ξ(T, r1,m2) in lieu of
ξ(T,m), define P r1,m2

x,T , P r1,m2
x , and wr1,m2

(·), analogously, and write the controlled
equation with drift br1,m2

(x, t) as

(2.5) dx(t) = b1,r1(x(t), t)dt+ b2,m2(x)dt+ σ(x(t))dwr1,m2(t) + dz(t).

The measures P r1,m2
x are used with (2.5). The development is analogous if player 1

uses the relaxed feedback control and if player 2 uses the relaxed control.
Representation of the reflection process z(·). Recall that di is the reflection

direction on the interior of the ith face of G. For either the model (2.4) or (2.5), the
process z(·) can be represented in terms of processes which increase only on the
individual faces of G. In particular, we can write

(2.6) z(t) =
∑
i

yi(t)di,

where the process yi(·) is nondecreasing, right continuous, increases only at t, where
x(t) is on the ith face of G, and satisfies yi(0) = 0. Under (A2.1), (A2.2), and (A2.4),
the representation (2.6) is unique, and the contribution when x(t) is on an edge or
corner of G is zero, with probability one [20, Theorem 3.6, Chapter 4]. LetMε denote
an ε-neighborhood of the boundary set where more than one constraint is active. Then
the same theorem implies that, for t > 0, supx,mE

m
x |y(t)|I{x(t)∈Mε} → 0 as ε→ 0.

The representation (2.6) is useful since the individual yi(·) often have the inter-
pretation as “overflows” or “underflows,” as, for example, in heavy traffic modeling
of queueing or communications networks. There is often a cost associated with such
overflows or underflows, with each component having its own weight.



APPROXIMATIONS OF STOCHASTIC DIFFERENTIAL GAMES 1917

2.2. Background results and the cost function. The development depends
heavily on approximation, continuity, and limit results from [20, Chapter 4] for the
control problem. The results carry over to the game problem, since they are concerned
with arbitrary relaxed feedback and relaxed controls. To facilitate our development,
several key results from [20] will be stated in the notation of this paper.

Illustration of the use of the Girsanov transformation: Mutual absolute
continuity of the transition functions. The following theorem is [20, Theorem 3.1,
Chapter 4]. We will outline the proof by copying some of the details from the reference,
since similar “Girsanov transformation” methods underlie many of the results, there
are some slight differences worth noting, and it gives a feeling for the approach. Unless
otherwise noted, “almost all” refers to Lebesgue measure. The symbol ⇒ denotes
weak convergence.
Theorem 2.1. Assume (A2.1)–(A2.4). Let mn(y, ·) ⇒ m(y, ·) for almost all

y ∈ G as n → ∞, where m(·) and mn(·) are relaxed feedback controls. Then for any
0 < t0 < t1 <∞ and bounded and measurable real-valued function f(·), as n→∞,

(2.7)

∫
f(y)Pm

n

(x, t, dy)→
∫
f(y)Pm(x, t, dy)

uniformly for (x, t) ∈ G × [t0, t1]. For any t > 0, Pm(x, t, ·) is absolutely continuous
with respect to Lebesgue measure uniformly in m(·) and in (x, t) ∈ G×[t0, t1]. For each
relaxed feedback control m(·), the process defined by (2.4) is a strong Feller process,
and it has a unique weak-sense solution for each initial condition x.

Proof. We concentrate on the uniformity in x of the convergence (2.7). First
note that, by the weak convergence and the product form of mn(·), the limit m(·)
can always be represented in the product form m(x, dα) = m1(x, dα1)m2(x, dα2) for
some relaxed feedback controls mi(·), i = 1, 2, for almost all x. The expression (2.7)
can be written equivalently as

(2.8) Exf(x(t))R(t,m
n)− Exf(x(t))R(t,m)→ 0 as n→∞.

For notational simplicity, let σ(x) = I, the identity. We will use the following inequal-
ities:

(2.9a)
∣∣ea − eb∣∣ ≤ |a− b| ∣∣ea + eb∣∣ ,

(2.9b)
Ex

∣∣∣∣
∫ t

0

b′m(x(s))dw(s)−
∫ t

0

b′mn(x(s))dw(s)
∣∣∣∣
2

,

≤ Ex
∫ t

0

|bm(x(s))− bmn(x(s))|2 ds.

By the continuity and boundedness of b(·) and the weak convergence of the mn(y, ·)
for almost all y ∈ G, we have, as n→∞,

bmn(y) =

∫
U

b(y, α)mn(y, dα)→ bm(y) =

∫
U

b(y, α)m(y, dα)

for almost all y. Define

b̃n(y) = |bm(y)− bmn(y)|2 .
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Let t ∈ [t0, t1], where 0 < t0 < t1 < ∞. By Egoroff’s theorem [11, Theorem 12, p.
149], for each ε > 0, there is a measurable set Aε with l(Aε) ≤ ε such that b̃n(y)→ 0
uniformly in y �∈ Aε. Furthermore, P (x, t, ·) is absolutely continuous with respect to
Lebesgue measure for each x and t > 0 (and uniformly in (x, t) ∈ G× [t0, t1] for any
0 < t0 < t1 <∞). These facts imply that, as n→∞,∫ t

0

Exb̃n(x(s))ds→ 0

uniformly in x ∈ G. The last expression, together with the inequalities (2.9), implies
(2.8) uniformly in x ∈ G.

Additional background results. We will also need the results of Theorems
2.2–2.8, most of which are either taken from [20] or are minor adaptations of such
results. Where an elaboration on a proof in [20] would be useful, additional comments
will be made. Although the reference does not deal with games, the fact that the
product m(x, dα) = m1(x, dα1)m2(x, dα2) is a relaxed feedback control allows the
results to be carried over.
Theorem 2.2 (from [20, Theorems 3.1–3.3, Chapter 4]). Assume (A2.1)–(A2.4).

The process x(·) defined by (2.4) has a unique invariant measure µm(·) for each relaxed
feedback control of the product form m(x, dα) = m1(x, dα1)m2(x, dα2). Furthermore,
the transition function Pm(x, t, ·) and Lebesgue measure are mutually absolutely con-
tinuous uniformly in all such m(·), x ∈ G, and t ∈ [t0, t1] for any 0 < t0 < t1 <∞.

A smoothed control. Extend the definition of the relaxed feedback control
mi(y, ·) so that it is defined as a relaxed feedback control for all y ∈ R

r. For example,
let it be concentrated on some fixed number in U for y �∈ G. For small ε > 0 and
x ∈ G, define the smoothed control

mi,ε(x, ·) = 1

(2πε)r/2

∫
Rr

e−|y−x|2/2εmi(y, ·)dy, x ∈ G.

Define mε(x, dα) = m1,ε(x, dα1)m2,ε(x, dα2).
Theorem 2.3 (this is [20, Theorem 3.4, Chapter 4]). Assume (A2.1)–(A2.4).

mε(·) is a relaxed feedback control and mε(x, ·)⇒ m(x, ·) = m1(x, ·)m2(x, ·) for almost
all x ∈ G as ε → ∞. The function bmε(·) is continuous for each ε, and, as ε → 0,
bmε(x)→ bm(x) almost everywhere in G.
Theorem 2.4 (from [20, Theorem 4.2, Chapter 4]). Assume (A2.1)–(A2.4).

Then µm(·) is continuous in the control in that if mn(x, ·) ⇒ m(x, ·) for almost all
x ∈ G, as n → ∞, then the associated invariant measures converge strongly in that
for each Borel set A ⊂ G, as n→ 0,

µmn(A)→ µm(A).

The cost function. We will need the following assumption.
A2.5. The real-valued functions ki(·) on G×Ui, i = 1, 2, are continuous. Also, c

is a vector with nonnegative components.
Define k(x, α) = k1(x, α1) + k2(x, α2). For a relaxed feedback control m(x, dα) =

m1(x, dα1)m2(x, dα2), define km(x) =
∫
U
k(x, α)m(x, dα) and

γT (x,m) =
1

T
Emx

∫ T

0

km(x(s))ds+
1

T
Emx c

′y(T ).

The yi(t), defined in (2.6), represents the total overflow or underflow from face i on
[0, t]. Thus the cost has two parts: the average running cost per unit time and the
average weighted overflow or underflow per unit time.
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For relaxed feedback controls, the cost function of interest in this paper is

(2.10) γ(m) = lim
T
γT (x,m).

Under our assumptions, γ(m) will not depend on the initial condition (see Theorem
2.5). We will sometimes abuse terminology and write γ(m) = γ(m1,m2).

It is convenient to use the same symbols γT and γ for the total mean cost on
[0, T ] divided by T and its limit, resp., in other cases. We will abuse terminology and
continue to use these symbols, with the arguments indicating the variables on which
the quantities depend. In particular, if the initial condition x does not appear as an
argument of a function, then the function does not depend on it. If player i uses a
relaxed control ri(·), then define

kri(x, t) =

∫
Ui

ki(x, αi)ri,t(dαi, t).

If player 1 selects its control first and uses a relaxed feedback control and player
2 selects its control last and uses a relaxed control, then define (the use of lim inf is
just a convention)

γT (x,m1, r2) =
1

T
Em1,r2
x

∫ T

0

[k1,m1(x(s)) + k2,r2(x(s), s)] ds+
1

T
Em1,r2
x c′y(T ),

γ(x,m1, r2) = lim inf
T

γT (x,m1, r2).

If player 2 selects its control first and uses a relaxed feedback control and player 1
uses a relaxed control, define (the use of lim sup is just a convention)

γ(x, r1,m2) = lim sup
T

γT (x, r1,m2).

Representation of the cost in terms of a stationary system. Let m(·) be
a relaxed feedback control. The system (2.4) starts with an arbitrary initial condition
that does not necessarily have the stationary distribution. It turns out that the limit
(2.10) is the same as if the initial condition were distributed as µm(·). This is the
assertion of the next theorem.
Theorem 2.5 (this is [20, Theorem 4.1, Chapter 4]). Assume (A2.1)–(A2.5).

Let m(·) be a relaxed feedback control. Then the Emx yi(1) are continuous functions of
x and

γ(m) =

∫
km(x)µm(dx) +

∫
Emx [c′y(1)]µm(dx).

2.3. Existence of optimal controls for the upper and lower values. De-
fine the upper and lower values, resp., for the game (fb denotes relaxed feedback, and
rel denotes relaxed controls):

(2.11a) γ̄+ = inf
relaxed fb m1

sup
rel r2

γ(m1, r2),

(2.11b) γ̄− = sup
relaxed fb m2

inf
rel r1

γ(r1,m2).
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It is shown below that the use of relaxed controls for the player selecting last offers
no advantage over feedback controls. In section 4 it is shown that the game has a
value in that γ̄+ = γ̄− = γ̄. Then the numerical procedure converges to γ̄ as the
discretization level goes to zero (see section 3).

The definition (2.11a) is interpreted to mean that player 2 supposes that player
1 has selected a relaxed feedback control for itself, which will be fixed throughout the
game (i.e., player 1 selects first). Given this presumed choice of player 1, player 2 can
select any relaxed or relaxed feedback control and will choose so as to maximize. This
maximizing control will exist and will actually be of the relaxed feedback control form
(implied by Theorem 2.8). It will depend on the presumed choice of player 1. Given
this relationship, player 1 will select a minimizing control. By Theorem 2.8, it will
exist and be of the relaxed feedback form. The interpretation of (2.11b) is analogous.
Theorem 2.6 (this is [20, Theorem 4.3, Chapter 4], adapted to the notation of

the present case). Assume (A2.1)–(A2.5). For a sequence {mn(·)} of relaxed feedback
controls, let mn(x, ·) converge weakly to m(x, ·) for almost all x ∈ G as n→∞. Then,
as n→∞, γ(mn)→ γ(m).

For fixed m1(·), maximize over m2(·), and let {mn
2 (·)} be a maximizing sequence.

Consider measures over the Borel sets of G× U which are defined by

(2.12) mn(x, dα)dx = m1(x, dα1)m
n
2 (x, dα2)dx

and take a weakly convergent subsequence. The limit can be factored into the form

(2.13) m1(x, dα1)m̃2(x, dα2)dx,

where m̃2(·) is a relaxed feedback control for player 2. Since m̃2(·) depends on m1(·),
write it as m̃2(·) = m2(·;m1). Then, givenm1(·), the relaxed feedback controlm2(·;m1)
is maximizing for player 2 in that

sup
m2

γ(m1,m2) = γ(m1,m2(m1)).

The analogous result holds in the other direction, where player 2 chooses first.
Remark on the proof. First, note that owing to the product form any weak

sense limit of the sequence defined in (2.12) must be of the form (2.13), where m̃1(·) is
a relaxed feedback control. The reference [20, Theorem 4.3, Chapter 4] is concerned
with a minimization problem. Changing minimization to maximization and adapting
the notation to our case where there are two controls and one is fixed, it shows that
the limit m1(x, dα1)m̃2(x, dα2) is maximizing, which is the assertion of the second
paragraph of the theorem.

Relaxed controls for the player who chooses last. Suppose that with m1(·)
fixed, player 2 is allowed to use relaxed controls and not simply relaxed feedback
controls. The following theorem says that the maximization over this larger class will
not yield a better result for player 2. The analogue of the result for player 2 choosing
first also holds.
Theorem 2.7 (this is [20, Theorem 6.1, Chapter 4], adapted to the notation of

the present case). Assume (A2.1)–(A2.5), fix m1(·), and let m2(·;m1) be an optimal
relaxed feedback control and r2(·) an arbitrary relaxed control for player 2. Then for
each x ∈ G,

γ(x,m1, r2) ≤ γ(m1,m2(m1)).
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Theorem 2.8. Assume (A2.1)–(A2.5). Let player 1 go first. Then it has an
optimal control, denoted by m+

1 (·). The analogous result holds if player 2 chooses
first, and its optimal control is denoted by m−

2 (·).
Remark on the proof. The proof is essentially a consequence of [20, Theorem

4.3, Chapter 4], just as Theorem 2.6 was. Let player 1 go first and let {mn
1 (·)}

be a minimizing sequence of relaxed feedback controls. By Theorem 2.6, if player
1 uses mn

1 (·), then player 2 would use the (maximizing) relaxed feedback control
m2(·;mn

1 ). Following the method of the reference that was used to prove Theorem
2.6, take a weakly convergent subsequence of the sequence of measures on the Borel
sets of G × U that is defined by mn

1 (x, dα1)m2(x, dα2;m
n
1 )dx and denote the limit

by m+
1 (x, dα1)m̃2(x, dα2)dx. Any weak sense limit must have this form, where the

m+
1 (·) and m̃2(·) are relaxed feedback controls. For notational simplicity, let n index

the weakly convergent subsequence. Then we must have mn
1 (x, ·) ⇒ m+

1 (x, ·) and
m2(x, ·;mn

1 )⇒ m̃2(x, ·) for almost all x ∈ G.
We need to show that m+

1 (·) is optimal for player 1 if it chooses first and that
it can be supposed that m̃2(·) = m2(·;m+

1 ). Since {mn
1 (·)} is minimizing for player 1

when it chooses first, γ(mn
1 ,m2(m

n
1 )) → γ̄+. Suppose that γ̄+ < supm2

γ(m+
1 ,m2).

Then there is m̂2(·) such that γ̄+ < γ(m+
1 , m̂2). Now, let player 2 use m̂2(·) in-

stead of m2(·;mn
1 ) for large n. Since the sequence defined by mn

1 (x, dα1)m̂2(x, dα2)dx
converges weakly to the measure defined by m+

1 (x, dα1)m̂2(x, dα2)dx, Theorem 2.6
implies that γ(mn

1 , m̂2) → γ(m+
1 , m̂2) > γ̄

+. This contradicts the fact that {mn
1 (·)}

is minimizing, since it implies that there is ε > 0 such that γ(mn
1 , m̂2) ≥ γ̄+ + ε for

large n. Thus m+
1 (·) is optimal for player 1 if it chooses first. Since γ̄+ = γ(m+

1 , m̃2),
without loss of generality we can suppose that m̃2(·) = m2(·;m+

1 ).
Remark on smooth nearly optimal controls. In section 4 we will need the

fact that the optimal relaxed feedback controls for either player can be smoothed with
little loss. In particular, suppose that player 1 chooses first, let ε > 0, and replace
m+

1 (·) by the smoothed m+
1,ε(·) as defined above Theorem 2.3. It is true that

(2.14) lim
ε→0

sup
m2

γ(m+
1,ε,m2) = γ̄

+.

To prove (2.14), suppose that it does not hold in that there is δ > 0 such that

(2.15) lim
ε→0

sup
m2

γ(m+
1,ε,m2) ≥ γ̄+ + δ.

Then there are m2,ε(·) such that γ(m+
1,ε,m2,ε) ≥ γ̄+ + δ/2 for all small ε > 0. Let ε

index a weakly convergent subsequence of m+
1,ε(x, dα1)m2,ε(x, dα2)dx. The limit can

be written as m+
1 (x, dα1)m̃2(x, dα2)dx for some relaxed feedback control m̃2(·). By

Theorem 2.6, as ε → 0, γ(m+
1,ε,m2,ε) → γ(m+

1 , m̃2) ≥ γ̄+ + δ/2, a contradiction to

the optimality of m+
1 (·) for player 1 if it chooses first. Obviously, there is an analogue

if player 2 chooses first.

3. Convergence of the numerical procedure.

3.1. The Markov chain approximation method. The numerical method
to be employed is the Markov chain approximation method of [18, 19, 22]. The
approximating processes are the same. But the numerical problem to be solved is
an ergodic cost problem for a Markov chain. The method approximates the system
process (2.4) by a discrete parameter finite state controlled Markov chain that is
“locally consistent” with (2.4). The cost function is also approximated, and the
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game problem is then solved. Some basic facts from [22] concerning the procedure
will now be stated. Let h denote the approximation parameter. Many methods for
getting suitable approximating chains are in the references (e.g., see [22, Chapter 5]).
The approximating chain and local consistency conditions are the same for the game
problems of this paper. In the present case, where σ(x)σ′(x) is uniformly positive
definite, for each small fixed value of h the constructed chains can be selected to be
ergodic for each control [22, Chapter 7]), and this will be assumed to be the case. In
fact, the chains can be chosen such that for each small h, the rate of convergence of the
transition functions to the invariant measure (as time goes to infinity) will be uniform
in the control. See [22, Chapter 7] for a discussion of the setup and convergence for
the pure control problem.

To construct the approximation, one first defines Sh, a discretization of R
r. For

example, Sh might be a regular h-grid. The precise requirements are quite weak, and
it is only the points in G and their immediate neighbors that are of interest. The
state space for the chain is divided into two parts. The first part is Gh = G ∩ Sh, on
which the chain approximates the diffusion part of (2.4). If the chain tries to leave
Gh, then it is returned immediately, consistently with the local reflection direction.
Thus, define ∂G+

h to be the set of points not in Gh to which the chain might move in
one step from some point in Gh. The set ∂G

+
h is an approximation to the reflecting

boundary. The use of ∂G+
h simplifies the analysis and allows us to get a reflection

process zh(·) (resp., yh(·)) that is analogous to z(·) (resp., to y(·)).
Local consistency on Gh. Let u

h
n = (uh1,n, u

h
2,n) denote the controls used at step

n for the approximating chain ξhn. Let Eh,αx,n (resp., Covh,αx,n) denote the expectation

(resp., the covariance), given all of the data to step n, when ξhn = x, uhn = α. Then
the chain satisfies the following consistency condition. There is ∆th(x, α) = ∆th (it
does not depend on (x, α) for x ∈ G) such that ∆th → 0 as h→ 0 and

(3.1)

Eh,αx,n
[
ξhn+1 − x

]
= b(x, α)∆th + o(∆th),

Covh,αx,n
[
ξhn+1 − x

]
= a(x)∆th + o(∆th), a(x) = σ(x)σ′(x),

‖ξhn+1 − ξhn‖ ≤ K1h

for some real K1. The o(∆t
h) terms are uniform in (x, α). Let Ph(x, y|α1, α2) =

Ph(x, y|α) denote the one-step transition probabilities. With the methods in [22],
∆th is obtained automatically as a by-product of getting the Ph(x, y|α), and it is
used as an interpolation interval. More generally, ∆th can depend on x, α. But
for theoretical purposes for the ergodic cost problem, the problem is rescaled to get
constant intervals. See the discussion in [22, Chapter 7]. By (3.1), in G the conditional
mean first two moments of ξhn+1−ξhn are close to those of the differences of the solution
to (2.4).

The first two lines of (3.1) give the conditional moments for any fixed control
values α = (α1, α2). Suppose that the control for player i = 1, 2 is chosen at random,
depending only on the current state (i.e., it is randomized feedback). Let mh

i (x, dαi)
denote the associated probability, conditioned on the past and on the current state
value x, and define mh(x, dα) = mh

1 (x, dα1)m
h
2 (x, dα2). Then the transition proba-

bility is

∫
U

Ph(x, y|α1, α2)m
h
1 (x, dα1)m

h
2 (x, dα2).



APPROXIMATIONS OF STOCHASTIC DIFFERENTIAL GAMES 1923

The first two lines of (3.1) are now replaced by

(3.2)
Eh,m

h

x,n

[
ξhn+1 − x

]
= bmh(x)∆t

h + o(∆th),

Covh,m
h

x,n

[
ξhn+1 − x

]
= a(x)∆th + o(∆th), a(x) = σ(x)σ′(x).

Thus, the forms are the same as if relaxed feedback controls were used. Although
the actual sample paths would differ, the transition probabilities are the same for the
randomized and the relaxed feedback forms.

Local consistency on ∂G+
h . From points in ∂G+

h , the transitions of the chain
are such that they move to Gh, with the conditional mean direction being a reflection
direction at x. By (A2.2), it is always possible to construct such transitions. More
precisely,

(3.3) lim
h→0

sup
x∈∂G+

h

distance(x,Gh) = 0,

and there are θ1 > 0 and θ2(h)→ 0 as h→ 0 such that for all x ∈ ∂G+
h ,

(3.4)
Eh,αx,n

[
ξhn+1 − x

] ∈ {aγ : γ ∈ d(x), θ2(h) ≥ a ≥ θ1h} ,
∆th(x, α) = 0 for x ∈ ∂G+

h .

The last line of (3.4) says that the reflection from states on ∂G+
h is instantaneous.

Without loss of generality, we can suppose that the transition probabilities are con-
tinuous in the control variables for each x (see [22, Chapter 5] for typical methods of
construction).

Continuous time interpolation. Only the discrete time chain ξhn is needed for
the numerical computations. But, for the proofs of convergence, this chain must be in-
terpolated into a continuous time process which approximates x(·). The interpolation
intervals are suggested by the ∆th(·) in (3.1) and (3.4). We will use a Markovian in-
terpolation, called ψh(·). Recall that the intervals between jumps of a continuous time
Markov chain on a finite state space are (conditionally, given the current state value)
exponentially distributed. In our interpolation, the (conditional) mean values will
just be the interpolation intervals. This interpolation is used for analytical purposes
only. Let {∆τhn , n < ∞} be conditionally mutually independent and “exponential”
random variables in that

Ph,αx,n

{
∆τhn ≥ t

}
= e−t/∆t

h(x,α).

Note that ∆τhn = 0 if ξhn is on the reflecting boundary ∂G+
h . Define τh0 = 0, and

for n > 0, set τhn =
∑n−1
i=0 ∆τhi . The τ

h
n will be the jump times of ψh(·). Let Ehi

denote the expectation conditioned on the data to step i. Now define ψh(·) and the
interpolated reflection processes by

ψh(t) = x(0) +
∑
τh
i+1

≤t
[ξhi+1 − ξhi ],

Zh(t) =
∑
τh
i+1

≤t
[ξhi+1 − ξhi ]I{ξh

i
∈∂G+

h
},
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zh(t) =
∑
τh
i+1

≤t
Ehi [ξ

h
i+1 − ξhi ]I{ξh

i
∈∂G+

h
}.

Define the continuous time interpolations uhi (·) of the controls analogously. Let rhi (·)
denote the relaxed control representation of uhi (·). The process ψh(·) is a continuous
time Markov chain. When the state is x and control pair is α, the jump rate out of
x ∈ Gh is 1/∆th(x, α). So the conditional mean interpolation interval is ∆th(x, α);
i.e., Eh,αx,n [τ

h
n+1 − τhn ] = ∆th(x, α).

Define z̃h(·) by Zh(t) = zh(t) + z̃h(t). This representation splits the effects
of the reflection into two parts. The first is composed of the “conditional mean”
parts Ehi [ξ

h
i+1− ξhi ]I{ξh

i
∈∂G+

h
}, and the second is composed of the perturbations about

these conditional means [22, section 5.7.3]. Both components can change only at t,
where ψh(t) can leave Gh. Suppose that at some time t, Zh(t) − Zh(t−) �= 0, with
ψh(t−) = x ∈ Gh. Then by (3.4), zh(t) − zh(t−) points in a direction in d(Nh(x)),
where Nh(x) is a neighborhood with radius that goes to zero as h→ 0. The process
z̃h(·) is the “error” due to the centering of the increments of the reflection term about
their conditional means and has bounded (uniformly in x, h) second moments, and it
converges to zero, as will be seen in Theorem 3.1. It is convenient to represent zh(·)
in a form analogous to (2.6). By (A2.1), (A2.2), and the local consistency condition
(3.4), we can write (modulo an asymptotically negligible term)

zh(t) =
∑
i

diy
h
i (t),

where yhi (0) = 0, and yhi (·) is nondecreasing and can increase only when ψh(t) is
arbitrarily close (as h→ 0) to the ith face of ∂G.

A representation for ψh(·). The process ψh(·) has a representation which
resembles (2.4) and is useful in the convergence proofs. Let ξh0 = x. By [22, Sections
5.7.3 and 10.4.1], we can write

(3.5)
ψh(t) = x +

∫ t

0

b(ψh(s), uh(s))ds

+

∫ t

0

σ(ψh(s))dwh(s) + Zh(s) + εh(s),

where ψh(t) ∈ G. The process εh(·) is due to the o(·) terms in (3.1) and is asymptoti-

cally unimportant in that, for any T , limh supx,uh sups≤T E
h,uh

x |εh(s)|2 = 0. The pro-

cess wh(·) is a martingale with respect to the filtration induced by (ψh(·), uh(·), wh(·))
and converges weakly to a standard (vector-valued) Wiener process. The wh(t) is ob-
tained from {ψh(s), s ≤ t}. All of the processes in (3.5) are constant on the intervals
[τhn , τ

h
n+1).
Let |zh|(T ) denote the variation of the process zh(·) on the time interval [0, T ].

Then we have the following theorem from [22]. Recall that zh(0) = 0.
Theorem 3.1 (Theorem 11.1.3 and equation (5.7.5) [22]). Assume (A2.1),

(A2.2), the local consistency conditions, and let b(·) and σ(·) be bounded and mea-
surable. Then for any T < ∞, there are K2 < ∞ and δh, where δh → 0 as h → 0,
and which do not depend on the controls or initial condition, such that

(3.6) E
∣∣zh∣∣2 (T ) ≤ K2,
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(3.7) E sup
s≤T

∣∣z̃h(s)∣∣2 = δhE ∣∣zh∣∣ (T ).
Owing to the fact that the reflection directions at any corner or edge are linearly
independent, the inequalities hold for yh(·) replacing zh(·).

The cost function and upper and lower values for the discrete game. Re-
laxed feedback controls, when applied to the Markov chain, are equivalent to random-
ized controls. Let uh(·) = (uh1 (·), uh2 (·)) be feedback controls for the approximating
chain. Then the cost is

(3.8)
γhT (x, u

h) = γhT (x, u
h
1 , u

h
2 ) =

1

T
Eh,u

h

x

∫ T

0

kuh(ψ
h(s))ds+ Eh,u

h

x

c′yh(T )
T

,

γh(uh) = limT γ
h
T (x, u

h).

Now suppose that mh(·) represents a randomized control (as discussed above (3.2)).
Then the cost function can be written as

(3.9)
γhT (x,m

h) = γhT (x,m
h
1 ,m

h
2 ) =

1

T
Eh,m

h

x

∫ T

0

kmh(ψ
h(s))ds+ Eh,m

h

x

c′yh(T )
T

,

γh(mh) = limT γ
h
T (x,m

h).

With the relaxed feedback control representation of an ordinary feedback control,
(3.8) is a special case of (3.9). Also, we can always take the controls in (3.9) to be
randomized feedback.

Suppose that player 1 chooses its control first and uses the relaxed feedback (or
randomized feedback) control mh

1 (·). Then player 2 has a maximization problem for
a finite state Markov chain. The approximating chain is ergodic for any feedback
control, whether randomized or not. Then, since the transition probabilities and cost
rates are continuous in the control of the second player, the optimal control of the
second player exists and is a pure feedback control (not randomized) [8, volume 2],
[25]. The cost does not depend on the initial condition. The analogous situation holds
if player 2 chooses its control first. These facts will be used in the next theorem. We
use mh

i (·) to denote either a randomized feedback, relaxed feedback, or the relaxed
feedback representation of an ordinary feedback control. Define the upper and lower
values, resp.:

γ̄+,h = inf
mh1

sup
mh2

γh(mh
1 ,m

h
2 ),

γ̄−,h = sup
mh2

inf
mh1

γh(mh
1 ,m

h
2 ).

Under our hypotheses, the upper and lower values might be different, although The-
orem 3.2 says that they converge to the same value asymptotically. If the dynamics
are separated in the sense that Ph(x, y|α) can be written as a function of (x, y, α1)
plus a function of (x, y, α2), then γ̄

+,h = γ̄−,h. (The proof is similar to that giving
the analogous result in section 4, except that the state space is discrete here.) One
can choose the transition probability so that it is separated, if desired.
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3.2. Convergence of the numerical procedure.
Theorem 3.2. Assume (A2.1)–(A2.5) and suppose that 2

(3.10) γ̄+ = γ̄− = γ̄.

Then

(3.11) γ̄− ≤ lim inf
h

γ̄−,h ≤ lim sup
h

γ̄+,h ≤ γ̄+.

Hence

(3.12) lim
h
γ̄+,h = lim

h
γ̄−,h = γ̄,

and both the upper and lower values for the numerical approximation converge to the
value for the original game.

Proof. Let player 1 choose its control first and let ε > 0. Let m+
ε,1(·) be an

ε-smoothing of the optimal control m+
1 (·) for player 1, when it chooses first, as dis-

cussed at the end of section 2. That discussion implies that, given δ > 0, there is
ε > 0 such that m+

1,ε(·) is δ-optimal for player 1 for the original problem. Now, let

player 1 use m+
1,ε(·) on the approximating chain, either as a randomized feedback or a

relaxed feedback control. Given that player 1 chooses first and uses m+
1,ε(·), we have a

simple control problem for player 2. As noted above, the optimal control for player 2
exists and is pure feedback, and we denote it by ũh2 (·), with relaxed feedback control
representation m̃h

2 (·).
By the definition of the upper value,

(3.13) γ̄+,h ≤ sup
uh2

γh(m+
1,ε, u

h
2 ) = sup

mh2

γh(m+
1,ε,m

h
2 ) = γ

h(m+
1,ε, ũ

h
2 ),

where uh2 (·) denotes an arbitrary ordinary feedback control, and mh
2 (·) an arbitrary

randomized feedback control. The maximum value γh(m+
1,ε, ũ

h
2 ) of the control prob-

lem for player 2 with player 1’s control fixed at m+
1,ε(·) does not depend on the initial

condition. Hence, without loss of generality, the corresponding continuous time in-
terpolation ψh(·) can be considered to be stationary. Then, using the continuity
in (x, α2) of

∫
U1
b(x, α)m+

1,ε(x, dα1) and of
∫
U1
k(x, α)m+

1,ε(x, dα1) (and replacing the

minimization problem by a maximization problem) yields [22, Theorem 3.1, Chapter
11] that there is a relaxed control r̃2(·) for the original problem such that3

(3.14) lim sup
h

γ̄+,h ≤ lim sup
h

γh(m+
1,ε, ũ

h
2 ) = γ(m

+
1,ε, r̃2) ≤ γ̄+ + δ.

The last inequality of (3.14) follows from Theorem 2.7 and the δ-optimality of m+
1,ε(·)

in the class of relaxed feedback controls for player 1 if it chooses first.
Now, let player 2 choose first. Then there is an analogous result with analogous

notation: In particular, given δ > 0, there is an ε > 0 and an ε-smoothing m−
2,ε(·)

of the optimal control and a relaxed control r̃1(·) for the original problem (2.4) such
that

(3.15) lim inf
h

γ̄−,h ≥ lim inf
h

γh(ũh1 ,m
−
2,ε) = γ(r̃2,m

−
2,ε) ≥ γ̄− − δ.

Hence, since δ is arbitrary, (3.11) holds. This, with (3.10), yields the theorem.

2Equation (3.10) will be proved in the next section.
3In [22, Theorem 3.1, Chapter 11], the symbol m(·) is used for a relaxed control and not a relaxed

feedback control. That reference does not use relaxed feedback controls.
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4. Existence of the value of the game. An approach to the proof. The
existence of the value, namely (3.10), will be proved in this section. Before proceeding
with the proof, we will motivate what will be needed by outlining a tentative approach.
The outline is purely formal. But, later, it will be seen that the method can be carried
out.

Suppose for the moment that the game for the numerical approximation has a
value in that γ̄+,h = γ̄−,h, and let there be controls mh

1 (·),mh
2 (·) for the numerical

method (written in relaxed feedback form) which ttain the value, no matter who
chooses first; i.e., mh

i (·) is optimal for player i whether it chooses its control first or
last. Thus,

(4.1) γ̄+,h = γ̄−,h = γ̄h = γh(mh
1 ,m

h
2 ).

Suppose also that there are relaxed feedback controls m̃i(·) such that, for some sub-
sequence of h→ 0,

(4.2) mh
1 (x, dα1)m

h
2 (x, dα2)dx⇒ m̃1(x, dα1)m̃2(x, dα2)dx.

Finally, suppose that for any sequence (indexed by h → 0) of relaxed feedback con-
trols {mh

i (·)}, i = 1, 2, for which mh
1 (x, dα1)m

h
2 (x, dα2)dx converges weakly to, say,

m1(x, dα1)m2(x, dα2)dx, we have the convergence of the costs

(4.3) γh(mh
1 ,m

h
2 )→ γ(m1,m2).

Then by (3.11) it follows that

γ̄− ≤ γ(m̃1, m̃2) ≤ γ̄+.

We claim that, under the above hypotheses, the limit control m̃i(·) is optimal for
player i if it chooses first. To prove this claim one can proceed as follows. Suppose
that m̃1(·) is not optimal for player 1 if it chooses first, in that supm2

γ(m̃1,m2) > γ̄
+.

Then there are δ > 0 and m̂2(·) such that γ(m̃1, m̂2) ≥ γ̄++2δ. Following the approach
in Theorem 3.2, for ε > 0 let m̂2,ε(·) be an ε-smoothing of m̂2(·). Then, for small
ε > 0, γ(m̃1, m̂2,ε) ≥ γ̄+ + δ. Then apply m̂2,ε(·) to the approximating controlled
process ψh(·) to get a contradiction to the optimality of (mh

1 (·),mh
2 (·)) for small h.

Such a contradiction implies that supm2
γ(m̃1,m2) ≤ γ̄+. But, the strict inequality <

is impossible due to the definition of the upper value. Hence supm2
γ(m̃1,m2) = γ̄

+,
as desired.

To get the desired contradiction to the optimality of (mh
1 (·),mh

2 (·)) for small h,
let h index a weakly convergence subsequence of the measures defined in the left side
of (4.2). The limit must be of the form on the right side of (4.2) for some m̃i(·),
i = 1, 2, where mh

i (x, ·) ⇒ m̃i(x, ·) for almost all x ∈ G, i = 1, 2. Apply the control
pair (mh

1 (·), m̂2,ε(·)) to ψh(·). Then (along the chosen subsequence of h)

mh
1 (x, dα1)m̂2,ε(x, dα2)dx⇒ m̃1(x, dα1)m̂2,ε(x, dα2)dx.

Since (4.3) implies that γh(mh
1 , m̂2,ε) → γ(m̃1, m̂2,ε), for small enough ε and h,

we must have γh(mh
1 , m̂2,ε) ≥ γ̄+,h + δ/2, which is a contradiction to the optimality

of mh
1 (·). We can now conclude that

(4.4) sup
m2

γ(m̃1,m2) = γ̄
+ = γ(m̃1, m̃2).
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Thus, if player 1 chooses its control first and uses its optimal control m̃1(·), then
m̃2(·) is optimal for player 2. By repeating the procedure with the order of the
players reversed, we can finally conclude that, if (4.1)–(4.3) hold (at least for some
subsequence of h), then (3.10) holds.

The approach outlined above for proving (3.10) is attractive. But it cannot work
for the class of processes ψh(·) which are used for the actual Markov chain approxima-
tion numerical method in section 3, since for each h, the state space is only some finite
set. Hence, the controls are not defined for all x ∈ G, and the transition function is
not mutually absolutely continuous with respect to Lebesgue measure. However, in
this section we are concerned only with proving (3.10), and not with the numerical
procedure. Thus, we can use the approach which was outlined above for an appropri-
ately chosen alternative approximating process for which (3.11) also holds. A discrete
time process will be constructed for which (3.11) and (4.1)–(4.3) hold. This process is
to be used solely to prove (3.10). It is not suitable for numerical solution. For future
use, note that if the mh

i (·), i = 1, 2, are relaxed feedback controls for each h and the
mh
i (x, ·) are defined for almost all x, then there is always a subsequence and relaxed

feedback controls m̃i(·), i = 1, 2, for which (4.2) holds.
An alternative approximating process. To get the approximating process,

time will be discretized but not space. Let ∆ > 0 denote the time discretization inter-
val. We need to construct a process whose n-step transition functions P∆(x, n∆, ·|α)
have densities that are mutually absolutely continuous with respect to Lebesgue mea-
sure uniformly in (∆, control, t0 ≤ n∆ ≤ t1) for any 0 < t0 < t1 <∞.

Consider the following procedure. Start with the process (2.4) but with the
controls held constant on the intervals [l∆, l∆ + ∆), l = 0, 1, . . .. The discrete ap-
proximation will be the samples at times l∆, l = 0, 1, . . .. The controls are chosen at
t = 0, with one of the players selected to choose first, just as for the original game.
Let u∆

i (·), i = 1, 2, denote the controls if they are in pure feedback (not relaxed or
randomized) form. In relaxed control notation write the controls as m∆

i (·), i = 1, 2.
These controls are used henceforth, whenever control is applied. The chosen controls
are applied at random as follows. At each time, only one of the players will use its
control. At each time l∆, l = 0, 1, . . . , flip a fair coin. With probability 1/2, player 1
will use its control during the interval [l∆, l∆+∆) and player 2 will not. Otherwise,
player 2 will use its control, and player 1 will not. The values of the controls during
the interval will depend on the state at its start. The optimal controls will be feed-
back. Define x∆(t) = x(l∆) on [l∆, l∆ + ∆). For pure (not randomized or relaxed)
feedback controls u∆

i (·), i = 1, 2, the system can be written as

(4.5a) dx = b∆(x, u∆(x∆))dt+ σ(x)dw + dz,

where the value of b∆(·) is determined by the coin tossing randomization procedure at
the times l∆, l = 0, 1 . . . . In particular, at t ∈ [l∆, l∆+∆), b∆(x, u∆(x∆)) is defined
by 2bi(x(t), u

∆
i (x

∆(t))), for either i = 1 or i = 2 according to the random choice made
at l∆. If the controls u∆

i (x) are replaced by relaxed feedback controls m∆
i (x, ·), then

write the model as

(4.5b) dx = b∆(x,m∆(x∆))dt+ σ(x)dw + dz,

where at t ∈ [l∆, l∆+∆), b∆(x,m∆(x∆)) is 2
∫
Ui
bi(x(t), αi)m

∆
i (x(l∆), dαi), for either

i = 1 or i = 2 according to the random choice made at l∆. Following the Girsanov
transformation based usage in (2.4), the Wiener process w(·) should be indexed by
the controls u∆(·) or m∆(·), but we omit it for notational simplicity. In the rest of
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this section, we consider m∆(·) = (m∆
1 (·),m∆

2 (·)) to be a vector and not a product
measure.

Let E∆,i,αi
x(l∆) denote the expectation of functionals on [l∆, l∆+∆) when player i

acts on that interval and uses control action αi. Let P
∆
i (x, ·|αi) denote the measure

of x(∆), given that the initial condition is x, player i acts and uses control action
αi. The conditional mean increment in the total cost function on the time interval
[l∆, l∆+∆) is, for u∆

i (x(l∆)) = αi, i = 1, 2,

(4.6)

C∆(x(l∆), α)

=
1

2

∑
i=1,2

E∆,i,αi
x(l∆)

[∫ l∆+∆

l∆

2ki(x(s), αi))ds+ c
′ (y(l∆+∆)− y(l∆))

]
.

Note that C∆(x, α) is the sum of two terms, one depending on (x, α1) and the other
on (x, α2). The weak sense uniqueness of the solution to (2.4) for any control and
initial condition implies the following result. Define C∆(x,m∆(x)) analogously, and
we will sometimes write it as C∆(x,m∆

1 (x),m
∆
2 (x)).

Theorem 4.1. Assume (A2.1)–(A2.5). Then for each ∆ > 0, C∆(·) is con-
tinuous, and the measures P∆

i (·) are weakly continuous in that for any bounded and
continuous real-valued function f(·), ∫ f(y)P∆

i (x, dy|α) and C∆(x, α) are continuous
in (x, α).

The reason for choosing the acting controls at random at each time l∆, l =
0, 1, . . . , is that the randomization “separates” the cost rates and dynamics in the
controls for the two players. By separation, we mean that both the cost function and
transition function are the sum of two terms, one depending on (x, α1) and the other
on (x, α2). This separation is important since it gives the “Isaacs condition” which is
needed to assure the existence of a value for the game for the discrete time process,
as seen in Theorem 4.2. Proceeding formally at this point, let µ∆

m∆(·) denote the
invariant measure under the control m∆(·). Define the stationary cost increment

λ∆(m∆) =

∫
G

µ∆
m∆(dx)

[∫
U

C(x, α)m∆
1 (x, dα1)m

∆
2 (x, dα2)

]
.

Note that, due to the scaling, λ∆(m∆) is an average over an interval of length ∆:
hence λ∆(m∆) = ∆γ∆(m∆). Suppose for the moment that there is an optimal control

m∆
i (·), i = 1, 2, for each ∆ > 0, and define λ

∆
= λ∆(m∆). The “separation” is easily

seen from the formal Isaacs equation for the value of the discrete time problem,
namely,
(4.7)
λ̄∆ + g∆(x)

= inf
α1

sup
α2

[
1

2

∫
g∆(x+ y)P∆

1 (x, dy|α1) +
1

2

∫
g∆(x+ y)P∆

2 (x, dy|α2) + C
∆(x, α)

]
,

where g∆(·) is the relative value or potential function.
Theorem 4.2. Assume (A2.1)–(A2.5). Then (3.10) holds.
Proof. We will work with the approximating process x(l∆), l = 0, 1, . . . , just

described, where x(·) is defined by (4.5) with the piecewise constant control, and
verify the conditions imposed in the formal discussion at the beginning of the section.
Results from [20] will be exploited whenever possible. The result (3.11) holds (with ∆
replacing h) for the same reasons that it holds for the numerical approximating process
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of the last section. For any sequence of relaxed feedback controls m∆
i (·), i = 1, 2, there

is a subsequence (indexed by ∆ → 0) and relaxed feedback controls m̃∆
i (·), i = 1, 2,

such that

m∆
1 (x, dα1)m

∆
2 (x, dα2)dx⇒ m̃1(x, dα1)m̃2(x, dα2)dx.

One needs to show the analogue of (4.3), namely (along the same subsequence, indexed
by ∆)

(4.8) γ∆(m∆)→ γ(m̃).

The process {x(l∆)} based on (4.5) inherits the crucial properties of (2.4), as devel-
oped in [20, Chapter 4] and summarized in subsection 2.2. In particular, for each
positive ∆ and n the n-step transition probability P∆(x, n∆, ·|m∆) is mutually ab-
solutely continuous with respect to Lebesgue measure uniformly in the control and
in x ∈ G, n∆ ∈ [t0, t1], for any 0 < t0 < t1 < ∞, and it is a strong Feller process.
The invariant measures are mutually absolutely continuous with respect to Lebesgue
measure, again uniformly in the control. Then the proof of (4.8) is very similar to the
corresponding proof for (2.4) given in [20, Theorem 4.3, Chapter 4], and the details

are omitted. There are relaxed feedback controls m∆,+
i (·), i = 1, 2, which are optimal

if player 1 chooses its control first (i.e., for the upper value), and m∆,−
i (·), i = 1, 2,

which are optimal if player 2 chooses its control first (i.e., for the lower value).
We will concentrate on showing the analogue of (4.1), namely,

(4.9) γ̄+,∆ = γ̄−,∆.

By the (uniform in the controls) mutual absolute continuity (with respect to Lebesgue
measure) of the one-step transition probabilities for each ∆ > 0, the process satisfies
a Doeblin condition uniformly in the control. Hence it is uniformly ergodic (uniformly
in the control) [23, Theorems 16.2.1 and 16.2.3]. In particular it follows that there
are constants K∆ and ρ∆, with ρ∆ < 1 such that

sup
x,m∆

∣∣∣∣E∆,m∆

x

∫
U

C(x(n∆), α)m∆(x(n∆), dα)− λ∆(m∆)

∣∣∣∣ ≤ K∆ [ρ∆]
n
,

where λ∆(m∆) is defined above (4.7).
Define the relative value function

g∆(x,m∆) =

∞∑
l=0

[
E∆,m∆

x C(x(l∆),m∆(x(n∆))− λ∆(m∆)
]
.

The summands converge to zero exponentially, uniformly in (x,m∆(·)). Also, by the
strong Feller property the summands (for l > 0) are continuous. Define g∆,+(x) =
g∆(x,m∆,+) and g∆,−(x) = g∆(x,m∆,−). Then a direct evaluation yields

(4.10) λ̄∆,+ + g∆,+(x) = E∆,m∆,+

x

[
g∆,+(x(∆)) + C∆(x,m∆,+(x))

]
.

Next we show that under m∆,+
1 (·) for player 1 (and for almost all x)

(4.11) λ̄∆,+ + g∆,+(x) = sup
α2

[
E

∆,m∆,+
1 ,α2

x g∆,+(x(∆)) + C∆(x,m∆,+
1 (x), α2)

]
.
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By (4.10), (4.11) holds for almost all x with the equality replaced by the inequality ≤.
The function in brackets in (4.11) is continuous in α2 uniformly in x ∈ G. Suppose
that (4.11) does not hold on a set A ⊂ G of Lebesgue measure l(A) > 0. Let m̃∆

2 (·)
denote the (relaxed feedback control representation of the) maximizing control in
(4.11). Then

(4.12) λ̄∆,+ + g∆,+(x) ≤
[
E

∆,m∆,+
1 ,m̃∆

2
x g∆,+(x(∆)) + C∆(x,m∆,+

1 (x), m̃∆
2 (x))

]
,

with strict inequality for x ∈ A. Now, integrate both sides of (4.12) with respect to
the invariant measure µ∆

{m∆,+
1 ,m̃∆

2 }(·) corresponding to the control (m∆
1 (·), m̃∆

2 (·)) and
note that

(4.13)

∫
g∆,+(x)µ∆

{m∆,+
1 ,m̃∆

2 }(dx) =
∫ [

E
∆,m∆,+

1 ,m̃∆
2

x g∆,+(x(∆))

]
µ∆
{m∆,+

1 ,m̃∆
2 }(dx).

Also, by definition,

λ∆(m∆,+
1 , m̃∆

2 ) =

∫
C∆(x,m∆,+

1 (x), m̃∆
2 (x))µ

∆
{m∆,+

1 ,m̃∆
2 }(dx).

Then, canceling the terms in (4.13) from the integrated inequality and using the fact
that the invariant measure is mutually absolutely continuous with respect to Lebesgue
measure yields λ̄∆,+ < λ∆(m∆,+

1 , m̃∆
2 ), which contradicts the optimality of m∆,+

2 (·)
for player 2 if player 1 selects its control first. Thus, (4.11) holds.

Next, given that (4.11) holds, let us show that for almost all x

(4.14) λ̄∆,+ + g∆,+(x) = inf
α1

sup
α2

E∆,α1,α2
x

[
g∆,+(x(∆)) + C∆(x, α1, α2)

]
.

By (4.11), this last equation holds if m∆,+
1 (·) replaces α1 and the inf is dropped.

Suppose that (4.14) is false. Then there are A ∈ G with l(A) > 0 and ε > 0 such
that for x ∈ A the equality is replaced by the inequality ≥ plus ε, with the inequality
≥ holding for almost all other x ∈ G. More particularly, let m̂∆,+

1 (·) denote the
minimizing control for player 1 in (4.14). Then we have, for almost all x and any
m∆

2 (·),
(4.15)

λ̄∆,+ + g∆,+(x) ≥ E∆,m̂∆
1 ,m

∆
2

x

[
g∆,+(x(∆)) + C∆(x, m̂∆

1 (x),m
∆
2 (x))

]
+ εI{x∈A}.

Now, repeating the procedure used to prove (4.11), integrate both sides of (4.15)
with respect to the invariant measure associated with (m̂∆

1 (·),m∆
2 (·)), use the fact

that the invariant measure is mutually absolutely continuous with respect to Lebesgue
measure, uniformly in the controls, and cancel the terms which are analogous to those
in (4.13) to get that

λ̄∆,+ > sup
m∆

2

λ∆(m̂∆
1 ,m

∆
2 ).

This implies that m∆,+
1 (·) is not optimal for player 1 if it selects its control first, a

contradiction. Thus, (4.14) holds. The analogous procedure can be carried out for
the lower value where player 2 selects its control first.

Now the fact that the dynamics and cost rate are separated in the control implies
that infα1 supα2

= supα2
infα1 in (4.14). Thus, (4.14) holds with the order of the sup
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and inf inverted. By working with (4.14) with the sup and inf inverted and following
an argument similar to that used to prove (4.14), one can show that λ̄∆,+ = λ̄∆,−

and that m∆
i (·) is optimal for player i whether it selects first or last. The rest of the

details are left to the reader.
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Abstract. Given a weakly uniformly globally asymptotically stable closed (not necessarily com-
pact) set A for a differential inclusion that is defined on R

n, is locally Lipschitz on R
n\A, and satisfies

other basic conditions, we construct a weak Lyapunov function that is locally Lipschitz on R
n. Using

this result, we show that uniform global asymptotic controllability to a closed (not necessarily com-
pact) set for a locally Lipschitz nonlinear control system implies the existence of a locally Lipschitz
control-Lyapunov function, and from this control-Lyapunov function we construct a feedback that is
robust to measurement noise.

Key words. converse Lyapunov theorem, weak set stability, differential inclusions, control-
Lyapunov function, asymptotic controllability
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1. Introduction. Herein we consider the related questions of the existence of
a weak Lyapunov function for differential inclusions, and the existence of a control-
Lyapunov function for controlled differential equations, under the assumption of weak
asymptotic stability (respectively, asymptotic controllability) of (to) a closed, not
necessarily compact, set A.

The converse question in Lyapunov theory has received a great deal of attention.
In the case of the differential inclusion

ẋ ∈ F (x), x ∈ R
n,(1.1)

we ask the following question: Given the weak (or strong) asymptotic stability of
an attractor A, does there exist a positive definite, proper function V : R

n → R≥0

satisfying a specific decrease condition along at least one trajectory (respectively, all
trajectories)?

Numerous results on the existence of smooth, strong Lyapunov functions for strong
asymptotic stability have been established, that is, when all solutions of (1.1) satisfy
stability and uniform attractivity properties with respect to the set A. Among these
results is the pioneering work of Kurzweil [17] and Wilson [31] with recent results by
Lin, Sontag, and Wang [18], Clarke, Ledyaev, and Stern [7], and Teel and Praly [30].
A more complete summary of these results can be found in Teel and Praly [30].

All of the above references for strong asymptotic stability generate smooth Lya-
punov functions. Lower semicontinuous Lyapunov functions for weak stability (not
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asymptotic) were given by Roxin [21, Theorem 9.5] for arbitrary closed sets A and
by Deimling [10, Proposition 14.2] for A = {0}. Clarke, Ledyaev, and Stern [7, Re-
mark 1.5 and Theorem 6.1] noted that the existence of a continuously differentiable
Lyapunov function for weak asymptotic stability of A = {0} implies the existence of a
smooth Lyapunov function. However, they further demonstrated that the set-valued
map F (·) must satisfy a nongeneric covering condition to admit a continuously dif-
ferentiable weak Lyapunov function. Since we would like to consider inclusions which
do not satisfy this covering condition, we require a decrease condition for nondiffer-
entiable functions. We will make use of the Dini subderivate.

Definition 1. The Dini subderivate of a function V : R
n → R at a point x ∈ R

n

in the direction v ∈ R
n is defined as

DV (x; v) := lim inf
w→v,ε→0+

V (x+ εw)− V (x)

ε
.

For a locally Lipschitz function V : O → R (O open) at x ∈ O in the direction
v ∈ R

n this simplifies to (see [8, p. 136])

DV (x; v) = lim inf
ε→0+

V (x+ εv)− V (x)

ε
.

Therefore, in order to consider a more general class of inclusions (i.e., the class that
includes inclusions which do not satisfy the previously mentioned covering condition),
we search for a locally Lipschitz function V (·) and specify the decrease condition as

min
w∈F (x)

DV (x;w) ≤ −V (x) ∀x ∈ R
n.

Under appropriate conditions on the map F : R
n → subsets of R

n, the existence
of a locally Lipschitz weak Lyapunov function for (possibly) noncompact attractors
is asserted in Theorem 2.1. This result first appeared in Kellett and Teel [14]. We
note that, while their results were stated for controlled differential equations, Clarke
et al. [5] and Rifford [20] used differential inclusions as an intermediary. Implicitly,
Clarke et al. [5] constructed a weak Lyapunov function, locally Lipschitz on compact
sets disjoint from the origin, given, essentially, weak asymptotic stability of the origin.
Rifford [20] then combined these functions in a clever way to obtain a weak Lyapunov
function that is locally Lipschitz on R

n, given weak asymptotic stability to the origin.

Now consider the controlled differential equation

ẋ = f(x, u), x ∈ R
n, u ∈ U ,(1.2)

where U is the set of all possible controls, and, rather than a weak Lyapunov function,
we are interested in a control-Lyapunov function. An early result related to the exis-
tence of control-Lyapunov functions came from Roxin [22]. Results on the existence of
control-Lyapunov functions, given asymptotic controllability to the origin, came from
Sontag [24] (cf. Sontag and Sussman [29]), Clarke et al. [6], Sontag [28], and Clarke et
al. [5]. In [20], Rifford generated a locally Lipschitz control-Lyapunov function, given
asymptotic controllability to the origin, answering a longstanding question on the ex-
istence of same. A continuous control-Lyapunov function was generated by Albertini
and Sontag [1] under the assumption of asymptotic controllability to a closed (not
necessarily compact) set.
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It is well known that continuously differentiable control-Lyapunov functions fail
to exist for generic systems; i.e., systems which fail to satisfy Brockett’s covering
condition (see Brockett [4] or Ryan [23] for a definition). Again, we would like to
consider a broader class of systems, including those that do not satisfy Brockett’s
condition. Toward this end, we examine the differential inclusion obtained by allowing
the controls to range over the admissable control set; i.e.,

F (x) := {z ∈ R
n : z = f(x, u), u ∈ U} .

Intuitively, then, weak asymptotic stability of A for the differential inclusion thus
defined is equivalent to the asymptotic controllability of the differential equation to
A. That is, the trajectory of ẋ ∈ F (x) which does not wander too far from and is
attracted to the set A is generated by a particular control selection. The notion of
controllability used herein will be made precise in section 3. Following the arguments
presented for inclusions, the corresponding decrease condition of the control-Lyapunov
function then becomes

min
w∈f(x,U)

DV (x;w) ≤ −V (x) ∀x ∈ R
n .

That is, there exists a control selection such that the direction of the vector field
defining the system causes the Dini subderivate of V (·) to decrease. Note that this is
an intuitive discussion and we have avoided concerning ourselves with specifics such
as a necessary “small-control property,” precise regularity conditions on f(·, ·), and
other technical details. These specifics are addressed in the following sections.

Remark 1. The above decrease condition involving the Dini subderivate was also
used in Clarke et al. [5], [6]. In both references, use is also made of an equivalent
formulation in terms of the proximal subgradient; i.e.,

min
u∈U

〈f(x, u), ζ〉 ≤ −V (x) ∀x ∈ R
n ∀ζ ∈ ∂PV (x) .

The significance of this novel result stems from the important role that control-
Lyapunov functions have played in the development of stabilizing state feedbacks over
the years. As examples, we refer the reader to Artstein [2], Sontag [25], Freeman and
Kokotović [12], and Krstić, Kanellakopoulos, and Kokotović [16] for the case of contin-
uously differentiable control-Lyapunov functions and to Clarke et al. [6], Sontag [28],
and Clarke et al. [5] for locally Lipschitz control-Lyapunov functions. Similar to the
latter articles, in section 4 we present the design of a (discontinuous) stabilizing state
feedback that is robust to small additive disturbances and measurement noise using
our derived control-Lyapunov function.

Our approach is to convert the control system into a differential inclusion (which
is the approach also taken in Clarke et al. [5] and Rifford [20]) and then use the
result on the existence of a Lyapunov function for the differential inclusion to get the
promised control-Lyapunov function. The novelty of the current control-Lyapunov
function is that the result is derived for closed (possibly noncompact) attractors. The
proof technique is also novel in that it follows directly from a comparison function
formulation of the controllability or stability property. This result first appeared in
Kellett and Teel [15].

Our paper is organized as follows. Section 2 contains the precise statement of our
weak converse Lyapunov theorem for differential inclusions with the associated proof
in section 5. Section 3 contains our control-Lyapunov function result. A stabilizing
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feedback construction for use with locally Lipschitz control-Lyapunov functions, such
as the one presented in section 3, is given in section 4, with a robustness result for
this feedback given in section 4.4. Section 6 contains necessary technical proofs.

2. A weak converse Lyapunov theorem. Having given some insight for the
results which follow, we begin to make these ideas more precise. In what follows
we let | · | denote the Euclidean norm on R

n; i.e., |x| = √〈x, x〉. For a closed
set A ⊂ R

n we write the distance from a point x ∈ R
n to the set A as |x|A :=

infa∈A |x − a|. We let Bn(x, r) denote the closed ball in R
n of radius r centered

at x; i.e., Bn(x, r) := {ξ ∈ R
n : |ξ − x| ≤ r}. We define Bn := Bn(0, 1), where 0

denotes the origin in R
n. Recall that a function α : R≥0 → R≥0 belongs to class-

K∞ (α ∈ K∞) if it is continuous, zero at zero, strictly increasing, and unbounded.
A function β : R≥0 × R≥0 → R≥0 belongs to class-KL if, for each t ≥ 0, β(·, t) is
nondecreasing and lims→0+ β(s, t) = 0, and, for each s ≥ 0, β(s, ·) is nonincreasing
and limt→∞ β(s, t) = 0.

A function x : [0, T ] → R
n (T > 0) is said to be a solution of the differential

inclusion ẋ ∈ F (x) if it is absolutely continuous and satisfies, for almost all t ∈ [0, T ],
ẋ(t) ∈ F (x(t)). A function x : [0, T ) → R

n (0 < T ≤ +∞) is said to be a maximal
solution of the differential inclusion if it does not have an extension which is a solution
belonging to R

n; i.e., either T =∞ or there does not exist a solution y : [0, T+]→ R
n

with T+ > T such that y(t) = x(t) for all t ∈ [0, T ). We use φ(·, x) to denote
a solution of ẋ ∈ F (x) starting at x. We denote by S[0, T ](x), or S[0, T )(x), the
set of maximal solutions starting at x that are defined on the time interval [0, T ],
or [0, T ).

The following basic conditions guarantee existence of solutions for differential
inclusions.

Definition 2. The set-valued map F (·) is said to satisfy the basic conditions on
R
n if, for each x ∈ R

n, F (x) is nonempty, compact, and convex and if F (·) is upper
semicontinuous on R

n; i.e., for each x ∈ R
n and ε > 0 there exists δ > 0 such that,

for all ξ ∈ R
n satisfying |x− ξ| < δ, we have F (ξ) ⊆ F (x) + εBn.

Previous results which obtained lower semicontinuous Lyapunov functions (see
[21], [10]) assumed the set-valued F (·) was merely upper semicontinuous. Our stronger
result (i.e., existence of a locally Lipschitz Lyapunov function) will require a corre-
spondingly stronger regularity property.

Definition 3. A set-valued map F : R
n → subsets of R

n is locally Lipschitz
on O ⊆ R

n if for all x ∈ O there exists a neighborhood U ⊆ O of x and L > 0 such
that x1, x2 ∈ U implies F (x1) ⊆ F (x2) + L|x1 − x2|Bn. We say that this property is
uniform in distance to the closed set A if for any � > 0 the above neighborhood can
be defined as U := {x ∈ R

n : |x|A ≤ �}.
Definition 4. Analogous to our terminology for set-valued maps, we say that a

function g : R
n → R

n is locally Lipschitz, uniformly in distance to the closed set A,
if for any � > 0 and a closed set U := {x ∈ R

n : |x|A ≤ �} there exists L > 0 such
that for every x1, x2 ∈ U we have |g(x1)− g(x2)| ≤ L|x1 − x2|.

Our stability condition is phrased in the language of comparison functions (as is
our controllability condition in the next section). This presents a simple and concise
way to summarize both uniform boundedness and attractivity.

Definition 5. For the differential inclusion ẋ ∈ F (x), the closed set A ⊂ R
n

is said to be weakly uniformly globally asymptotically stable (weakly UGAS) if there
exists β ∈ KL such that, for each x ∈ R

n, there exists a solution φ ∈ S[0,∞)(x)
satisfying |φ(t, x)|A ≤ β(|x|A, t) for all t ≥ 0.
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We will make an assumption that follows [1, Definition 1.5]. This rules out finite
time trajectory escape unobservable through distance to the set A. Or, intuitively, it
prevents the trajectory escaping to infinity in a direction parallel to the set A.

Assumption 1. For each r > 0 there exists Mr > 0 such that |x|A ≤ r implies
supw∈F (x) |w| ≤ Mr.

We are now in a position to assert the existence of a locally Lipschitz weak
Lyapunov function.

Theorem 2.1. Suppose F (·) satisfies the basic conditions on R
n, is locally Lips-

chitz on R
n\A, satisfies Assumption 1, and, for ẋ ∈ F (x), the closed set A is weakly

UGAS. Then there exists a (weak Lyapunov) function V : R
n → R≥0 that is locally

Lipschitz on R
n and α1, α2 ∈ K∞ such that for all x ∈ R

n

α1(|x|A) ≤ V (x) ≤ α2(|x|A) and(2.1)

min
w∈F (x)

DV (x;w) ≤ −V (x) .(2.2)

Furthermore, if F (·) is locally Lipschitz on R
n\A, uniformly in distance to the set A,

then there exists a locally Lipschitz weak Lyapunov function for ẋ ∈ F (x) with respect
to A where the local Lipschitz property is uniform in distance to the set A.

The theorem is proved in section 5.
Remark 2. The use of the minimum is justified here, and throughout the paper,

in place of an infimum by virtue of the fact that the set over which the infimum is
taken is compact and the function is continuous; i.e., DV (x; ·) is locally Lipschitz for
all x ∈ R

n when V (·) is locally Lipschitz (see [8, Exercise 3.4.1a]).
3. A control-Lyapunov function. In this section we state our result that

uniform asymptotic controllability to a set implies the existence of a locally Lipschitz
control-Lyapunov function. In what follows, we take U to be a locally compact metric
space with a unique zero element, “0,” and, by abuse of notation, |u| := d(u, 0). We
define the closed unit ball in the metric space U as BU := {ξ ∈ U : d(ξ, 0) ≤ 1}.

Definition 6. Let A ⊂ R
n be a closed, nonempty set, and let σ : R≥0 → R≥0

be nondecreasing. We say that (1.2) is uniformly globally asymptotically controllable
(UGAC) to A with U ∩σ controls if there exists a function β ∈ KL such that for each
x ∈ R

n there exist a measurable, essentially bounded function u : [0,∞) → U and a
solution φ(·, x, u) of ẋ = f(x, u(t)) satisfying

|φ(t, x, u)|A ≤ β(|x|A, t),
|u(t)| ≤ σ(|φ(t, x, u)|A) for almost all t ≥ 0.

(3.1)

Remark 3. We note that U∩σ is an abuse of notation. It is shorthand for allowing
controls from U ∩ σ(|x|A)BU = {u ∈ U : |u| ≤ σ(|x|A)} for each x ∈ R

n.
Note that the usual definition of UGAC (such as in [24, Definition 2.2] or [27])

limits the control based on the size of the initial condition of the state, whereas for
UGAC with U ∩ σ controls we limit the control through the size of the trajectory.
The following lemma is proved in [13, section 5.3.6].

Lemma 3.1. The system (1.2) is UGAC to A with U ∩ σ controls if and only if
there exist βc ∈ KL and σc : R≥0 → R≥0 nondecreasing such that for each x ∈ R

n

there exist a measurable, essentially bounded function u : [0,∞) → U and a maxi-
mal solution φ(t, x, u(t)) of (1.2) such that ||u||∞ ≤ σc(|x|A) and |φ(t, x, u(t))|A ≤
βc(|x|A, t).

Definition 7. Let σ : R≥0 → R≥0 be nondecreasing. We say a locally Lipschitz
function V : R

n → R≥0 is a control-Lyapunov function with U ∩ σ controls for the
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system (1.2) if there exist α1, α2 ∈ K∞ such that α1(|x|A) ≤ V (x) ≤ α2(|x|A), and
V (·) satisfies the weak infinitesimal decrease property

min
w∈cof(x,U∩σ(|x|A)BU )

DV (x;w) ≤ −V (x) ∀x ∈ R
n .

Our result will require the following technical assumption which parallels As-
sumption 1 and which is essentially [1, Definition 1.5]. Again, this rules out finite
time escape of trajectories which is not observable through distance to the set A.

Assumption 2. For all r1, r2 ∈ R>0, there exists Mr1,r2 > 0 such that

sup
{|x|A≤r1,|u|≤σ(r2)}

|f(x, u)| ≤ Mr1,r2 .

With all the necessary definitions in hand, we state the following theorem.
Theorem 3.2. Suppose (1.2) satisfies Assumption 2 and is UGAC to the set A

with U ∩ σ controls. Furthermore, assume that the set-valued map

F (x) := cof
(
x,U ∩ σ(|x|A)BU

)
satisfies the basic conditions on R

n and is locally Lipschitz on R
n\A. Then there

exists a locally Lipschitz control-Lyapunov function with U ∩ σ controls for (1.2).
Furthermore, if F (·) is locally Lipschitz on R

n\A, uniformly in distance to the set
A, then there exists a locally Lipschitz control-Lyapunov function with U ∩ σ controls
which is locally Lipschitz, uniformly in distance to the set A.

Remark 4. Two examples of regularity conditions on f(·, ·) which would give rise
to a locally Lipschitz F (·) are as follows.

1. Let c > 0 be constant (possibly +∞) and σ(·) ≡ c. Furthermore, let f(x, ·)
be measurable for each x ∈ R

n and f(·, u) be locally Lipschitz uniformly in
u ∈ U ∩ cBU . Then F (·) is locally Lipschitz.

2. Consider U = R
m, and let σ(·) be locally Lipschitz (and nondecreasing) and

f(·, ·) be locally Lipschitz. Then F (·) is locally Lipschitz.
Note that we have not assumed that the set-valued map f

(
x,U ∩ σ(|x|A)BU

)
is con-

vex. However, if f
(
x,U ∩ σ(|x|A)BU

)
is Lipschitz, then cof

(
x,U ∩ σ(|x|A)BU

)
is also

Lipschitz (see [3, section 1.1, Proposition 6]).
These examples extend easily to the case of generating a set-valued map F (·)

which is locally Lipschitz, uniformly in distance to the set A. This is done by requiring
the corresponding Lipschitz property on f to be uniform in distance to the set A.

The proof follows by noting that the set A will be weakly UGAS for the set-valued
map F (·), allowing the application of Theorem 2.1. See [15] and [13] for details.

4. Control construction. By making use of the control-Lyapunov function
of Theorem 3.2, we can construct a (discontinuous) time-invariant feedback stabi-
lizer that, when implemented with a sample-and-hold strategy, guarantees semiglobal
practical asymptotic stability of the set A and robustness to small additive distur-
bances and measurement noise. By sample and hold we mean that the system state
is “sampled,” a control action is computed, and then it is implemented (or “held”)
for a fixed holding period. The procedure is then repeated.

Results of this type were presented by Clarke et al. [6] and Sontag [28] for the
case where A is compact, and a construction is given by Clarke et al. [5] that applies
to the case of noncompact sets A. Our construction resembles the constructions used



1940 CHRISTOPHER M. KELLETT AND ANDREW R. TEEL

in both of these references. In comparison to the construction in [5], we use proximal
aiming to a point that minimizes the control-Lyapunov function in a ball around the
current point rather than proximal aiming to a sublevel set of the control-Lyapunov
function. This permits a very concise statement of the control synthesis algorithm.

The following assumptions, under which we construct our feedback law, all follow
directly from Theorem 3.2. However, these assumptions are somewhat weaker as
they simplify the exposition. Specifically, as we use a sample-and-hold strategy to
implement our feedback control, we are concerned with only the semiglobal practical
qualities of the control-Lyapunov function.

4.1. Assumptions. For V : R
n → R and �1, �2 ∈ {−∞}⋃R such that �1 < �2,

we define V(�1, �2) := {x ∈ R
n : �1 ≤ V (x) ≤ �2}. We denote V(−∞, �2) by V(�2).

Suppose σ(·) is nondecreasing and we are given �1 < �2, ε2 > 0, ε3 > 0, ε4 > 0, c > 0,

LV > 0, Lf > 0, M̃ > 0 such that
1. for x1, x2 ∈ V(�1, �2 + ε2) + ε3Bn and u ∈ U ∩ σ(max {|x1|A, |x2|A}+ ε4)BU

(a) |V (x1)− V (x2)| ≤ LV |x1 − x2|,
(b) |f(x1, u)− f(x2, u)| ≤ Lf |x1 − x2|,
(c) minw∈cof(x,U∩σ(|x|A|)BU ) DV (x;w) ≤ −2c;

2. f(·, u) is continuous and bounded in norm by M̃ on V(�2 + ε2) + ε3Bn for all
u ∈ U ∩ σ(| · |A + ε4)BU .

Note again that, with appropriate values for the constants, these assumptions are all
satisfied by the control-Lyapunov function of Theorem 3.2.

4.2. Control design. For the control system

ẋ = f(x, u) + d, u ∈ U ∩ σ(|x|A + ε4)BU ,(4.1)

we define a (discontinuous) control law as follows.
1. Let r ∈ (0,min{ ε2

LV
, ε3, ε4,

c
LfLV

}].
2. For each x ∈ V(�1, �2 + ε2),

(a) let s ∈ Bn(x, r) be such that V (s) ≤ V (ξ) for all ξ ∈ Bn(x, r);
(b) let α ∈ U ∩ σ(|x|A + r)BU be such that 〈x− s, f(x, α)〉 ≤ − c

LV
|x− s|.

3. For any x �∈ V(�1, �2 + ε2) let α ∈ U ∩ σ(|x|A)BU be arbitrary.
4. Take u = α(x).

4.3. Closed-loop results. We let T1 > 0 be such that cT1

16LV
≤ r−

√
r2 − rcT1

4LV
.

Such a value exists since the derivative with respect to T1 of the function on the
right-hand side evaluated at T1 = 0 is equal to c

8LV
. We define M := M̃ + c

2LV
,

a1 :=M2Lf , a2 :=M(M + rLf ), a3 :=
cr

4LV
, and

T ∗ := min

{
T1,

�2 − �1
LVM

,
ε3
M

,

√
a2
2 + 4a1a3 − a2

2a1

}
.

We note that T ∗ > 0 and T ∗ → 0 as r → 0. This is evident from the last term that
defines T ∗.

Theorem 4.1. Suppose u = α(x) is implemented by sampling and holding with
holding period T ∈ (0, T ∗]. Then for every x0 ∈ V(�2), for all d(·) such that ||d||∞ ≤
c

2LV
, and for all t ≥ 0, the resulting solutions satisfy

V (x(t)) ≤ max

{
V (x0)− c2max {t− T, 0}

8LVM
, �1 + LVMT

}
+ LV r.
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An outline of the proof of this theorem may be found in [15] with full details to
be found in [13].

4.4. Robustness to measurement noise. In this section we will demonstrate
that our control design is robust with respect to small measurement errors. That
is, if we implement our control using a corrupted measurement x + n rather than
with the true state x, the trajectory of the controlled system will still approach the
set A. Similar results are established by Sontag [28] and Clarke et al. [5]. The
important observation here is that, while the measurement noise may be persistent,
nondifferentiable, and unknown, since we implement the control via a sample-and-hold
procedure, it is only the noise values at the sampling instants that are important.

Consider the system

ẋ = f(x, α(xi + ni)),

where ni represents samples of a bounded noise function n : R≥0 → R
n. We construct

a fake noise function nL(·) that is globally Lipschitz and matches n(·) at sampling
instances. If N is a bound for |n(·)| and T is the sampling period, then nL(·) can
be constructed so that it is bounded by N and its Lipschitz constant is 2N/T . Note
that such an approximation always exists. For instance, taking a linear interpolation
between each noise sample yields such a function. Also note that, in what follows,
precise knowledge of this signal is unnecessary. That is, we have not assumed that we
know this function, only that it is bounded and we know its Lipschitz constant. We
perform a coordinate change, z = x+ nL, in order to write

ż = f(z − nL, α(zi)) + ṅL .

We rewrite the system as

ż = f(z − nL, α(zi)) + f(z, α(zi))− f(z, α(zi)) + ṅL = f(z, α(zi)) + d ,

where we have defined d := f(z−nL, α(zi))−f(z, α(zi))+ ṅL. Utilizing the Lipschitz
constant for f(·, u) and the bound on |ṅL| we have that |d| ≤ N(Lf +2/T ). Therefore
the result of Theorem 4.1 applies if we insist that N ≤ Tc

2LV (2+LfT ) . That is, selecting

the noise bound N appropriately yields |d| ≤ c/2LV , which allows us to appeal to the
result of the theorem.

Remark 5. It is well known that fast sampling is advantageous for stability
properties. Specifically, fast sampling is needed for large states to guarantee stability
and is desirable for small states to decrease the size of the “practical stability” region.
However, as shown by the bound required on the noise, as the sampling time T
becomes small, the allowable noise also becomes small. Therefore, one wants to sample
fast but not too fast. This observation was also made by Sontag [28, Theorem 1].
However, the observation is worth repeating as the result is made transparent via the
above coordinate change.

5. Proof of weak converse result. We turn now to the proof of Theorem 2.1.
We prove the result without the assumption that F (·) is locally Lipschitz, uniform in
distance to the set A. It is easy to see that the Lyapunov function then inherits this
property.

5.1. Technical preliminaries. In what follows we will appeal to the follow-
ing lemma to demonstrate the local Lipschitz property of our Lyapunov function by
demonstrating an appropriate bound on the Dini subderivate (see [9, Corollary 3.7]).



1942 CHRISTOPHER M. KELLETT AND ANDREW R. TEEL

Lemma 5.1. Let the function V : O → (−∞,∞] be lower semicontinuous. Let
U ⊂ O be open and convex. The function V (·) is Lipschitz with Lipschitz constant M
on U if and only if DV (x; v) ≤ M |v|, for all x ∈ U , and all v ∈ R

n.

The following lemma is [26, Corollary 10].

Lemma 5.2. For each ω0 ∈ K∞ there exist ω1, ω2 ∈ K∞ such that ω0(rs) ≤
ω1(r)ω2(s) for all r, s ≥ 0.

Next, we state some lemmas that are proved in section 6. We start with a slight
refinement of Sontag’s lemma on KL-estimates wherein we specify the required regu-
larity property of one of the K∞ functions [26, Proposition 7].

Lemma 5.3. For each β ∈ KL and λ > 0, there exist α1, α2 ∈ K∞ such that α1(·)
is Lipschitz on its domain, continuously differentiable (C1) on (0,∞), α1(s) ≤ sα′

1(s)
for all s > 0, and α1(β(s, t)) ≤ α2(s)e

−λt for all (s, t) ∈ R≥0 × R≥0.

The next lemma comes from [19, Lemmas 11 and 12].

Lemma 5.4. For each continuous, positive definite function α : R≥0 → R≥0

there exists ρ ∈ K∞ such that ρ(·) is locally Lipschitz on its domain, continuously
differentiable on (0,∞), and ρ(s) ≤ α(s)ρ′(s) for all s > 0.

Lemma 5.5. For each ω2 ∈ K∞ there exist a locally Lipschitz, strictly increasing,
unbounded function κ : R≥0 → R≥1 and a continuous, nonincreasing function ϑ :
R≥0 → R>0 such that, with s0 := ω−1

2 (0.5),

κ(0) = 1,(5.1)

κ(t)κ(T ) ≥ κ(t+ T ) ∀t, T ≥ 0 ,(5.2)

κ(t)

κ(T )
≤ e2(t−T ) ∀t ≥ T ≥ 0 ,(5.3)

κ(t) ≤ min

{
et,

1

ω2(s0e−t)

}
∀t ≥ 0,(5.4)

max
s∈[0,T ]

κ(s)

κ(s+ t)
≤ 1− ϑ(T )t ∀t ∈ [0, 1] .(5.5)

The next fact follows [18, Lemma 4.3].

Lemma 5.6. Let A ⊂ R
n be a closed set. Suppose V : R

n → R≥0 is locally
Lipschitz on R

n\A, continuous on R
n, V (x) = 0 for all x ∈ A, and V (x) > 0 for

all x ∈ R
n\A. Then there exists a function ρ ∈ K∞ that is C1 on (0,∞), satisfies

ρ(s) ≤ sρ′(s) for all s > 0, and is such that VL := ρ ◦ V is locally Lipschitz on R
n

and DVL(x; v) = 0 for all x ∈ A and all v ∈ R
n.

The next lemma is used twice in the proof of our main result.

Lemma 5.7. Suppose we are given the following:

1. A function V : R
n → R≥0 defined as

V (x) := inf
φ∈S[0,∞)(x)

sup
t≥0

g(φ(t, x))κ(t),

where g(·) is locally Lipschitz on R
n and κ : R≥0 → R≥1 is locally Lipschitz, strictly

increasing, unbounded, κ(t)κ(T ) ≥ κ(t+ T ) for all t, T ≥ 0, and κ(0) = 1.

2. α1, α2 ∈ K∞ such that α1(|x|A) ≤ g(x), V (x) ≤ α2(|x|A).
3. A sequence {�j}∞j=1, where �j → 0 as j → ∞ such that |x|A = �j, implies

V (x) = g(x). Then V is continuous on R
n, locally Lipschitz on R

n\A, and there
exists a function T : R≥0 → R≥0 that is continuous on R>0 and, for each x ∈ R

n,



WEAK CONVERSE LYAPUNOV THEOREMS 1943

there exists φ∗ ∈ S[0,∞)(x) such that

V (x) = sup
t≥0

g(φ∗(t, x))κ(t) = max
t∈[0,T (|x|A)]

g(φ∗(t, x))κ(t) .

5.2. Construction and Lipschitz property of V (x). The following propo-
sition is the key to constructing our Lyapunov function and is proved in section 5.5.

Proposition 5.8. Under the assumptions of Theorem 2.1, there exists a family
of locally Lipschitz functions Wi : R

n → R≥0, i ∈ Z>0, that have the following
properties.

1. There exist α̃1, α ∈ K∞ such that, for each x ∈ R
n, i ∈ Z>0,

α̃1(|x|A) ≤ Wi(x) ≤ α(|x|A).(5.6)

2. There exists α̃2 ∈ K∞ such that, for every x ∈ R
n, there exists φ̂ ∈ S[0,∞)(x)

such that, for all i ∈ Z>0,

Wi(φ̂(t, x)) ≤ α̃2(|x|A)e−2t ∀t ≥ 0.(5.7)

3. For every i ∈ Z>0 and |x|A ≥ 1
i , there exists φi ∈ S[0,∞)(x) such that the

set
{
t : |φi(t, x)|A = 1

i

}
is nonempty and, with T := inf

{
t : |φi(t, x)|A = 1

i

}
,

Wi(φi(t, x)) ≤ Wi(x)e
−2t ∀t ∈ [0, T ] .(5.8)

Remark 6. Note that the functions Wi(·) are locally Lipschitz weak Lyapunov
functions on sets defined by |x|A ≥ 1

i . This follows from items 1 and 3 above.
Let α̃1, α̃2 ∈ K∞ come from Proposition 5.8, and let ω1, ω2 ∈ K∞ come from

Lemma 5.2 satisfying

α̃2 ◦ α̃−1
1 (rs) ≤ ω1(r)ω2(s) ∀r, s ≥ 0 .(5.9)

Define s0 := ω−1
2 (0.5), and let κ(·) and ϑ(·) come from Lemma 5.5 satisfying (5.1)–

(5.5). Let ω̃ ∈ K∞ satisfy

ω̃(s) ≤ s ∀s ≥ 0 and(5.10)

ω̃(s) ≤ s2
0

(
ω−1

1 (s)
)2

s
∀s ∈ (0, 1] .(5.11)

Let α ∈ K∞ also come from Proposition 5.8, and define

αf := α̃−1
2 ◦ ω̃ ◦ α̃1 ◦ α−1 ◦ α̃1 .(5.12)

The function αf (·) belongs to class-K∞. Also

αf (s) ≤ s ∀s ≥ 0(5.13)

since, from (5.6), α−1 ◦ α̃1(s) ≤ s, and from (5.6), (5.7) with t = 0, and (5.10),
α̃−1

2 ◦ ω̃ ◦ α̃1(s) ≤ s. Now choose a function q : Z≥0 → Z>0 satisfying

q(0) = 1 , q(j + 1) ≥ 1

αf (
1

q(j)+1 )
, j ∈ Z≥0 .(5.14)
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It follows from (5.13) that 1
q(j)+1 ≥ 1

q(j+1) ; i.e., q(j) + 1 ≤ q(j + 1). Therefore,

the sequence of integers q(j) is strictly increasing with j. Let the locally Lipschitz
functions λi : R

n → [0, 1] (i ∈ Z>0) be such that

1

q(j + 1)
≤ |x|A ≤ 1

q(j) + 1
=⇒ λq(j+1)(x) = 1 ,(5.15)

and for each x ∈ R
n there exists a finite index set Ix such that

∑
i λi(x) =

∑
i∈Ix λi(x)

= 1. Let the functions Wi(·) come from Proposition 5.8, and define

f(x) =
∑
i

λi(x)Wi(x) .(5.16)

Note that, on the strips defined by (5.15), this corresponds to f(x) =Wq(j+1)(x) and
a convex combination of the Wi(·) functions between these strips. It follows from the
properties of Wi(·), given in Proposition 5.8, and λi(·) that f(·) is locally Lipschitz,

α̃1(|x|A) ≤ f(x) ≤ α(|x|A) ∀x ∈ R
n,(5.17)

and, for each x ∈ R
n, there exists φ̂ ∈ S[0,∞)(x) such that

f(φ̂(t, x)) ≤ α̃2(|x|A)e−2t ∀t ≥ 0 .(5.18)

Next define

V1(x) := inf
φ∈S[0,∞)(x)

sup
t≥0

f(φ(t, x))κ(t)(5.19)

and note that, using (5.1) and (5.17), we have

V1(x) ≥ f(x)κ(0) ≥ α̃1(|x|A)(5.20)

and, using (5.4) and (5.18), we have

V1(x)≤sup
t≥0

f(φ̂(t, x))κ(t)≤ α̃2(|x|A) .(5.21)

The following claim is proved at the end of this section.
Claim 1. There exists a decreasing sequence {�j}∞j=1 such that �j → 0 as j → ∞

and |x|A = �j implies V1(x) = f(x).
Since (5.1) and (5.2) hold, we can apply Lemma 5.7 with V (x) := V1(x), g(x) :=

f(x), α1(s) := α̃1(s), α2(s) := α̃2(s), and the sequence {�j}∞j=1 constructed in Claim 1.
So V1(·) is continuous on R

n, locally Lipschitz on R
n\A, and there exists a function

T : R≥0 → R≥0 that is continuous on R>0 and for each x ∈ R
n there exists φ∗ ∈

S[0,∞)(x) such that

V1(x) = max
t∈[0,T (|x|A)]

f(φ∗(t, x))κ(t) .(5.22)

We define α3 : R≥0 → R≥0 by α3(0) = 0 and

α3(s) := min
r∈[α̃−1

2 (s),α̃−1
1 (s)]

ϑ(T (r) + 1)s .(5.23)
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Since ϑ(·) is continuous and positive, T (·) is continuous, and α̃−1
1 (·) and α̃−1

2 (·) are
continuous, α3(·) is continuous. It is also positive definite. We apply Lemma 5.4 with
α3(·) to get ρ1 ∈ K∞, locally Lipschitz on its domain, and C1 on (0,∞) such that
ρ1(s) ≤ α3(s)ρ

′
1(s) for all s > 0. We define V2 := ρ1 ◦ V1, and we note that V2(·) is

continuous on R
n, locally Lipschitz on R

n\A, and from (5.20) and (5.21) we have

ρ1 ◦ α̃1(|x|A) ≤ V2(x) ≤ ρ1 ◦ α̃2(|x|A) .(5.24)

It follows that we can apply Lemma 5.6 with V2(·) to get ρ2 ∈ K∞ that is C1 on (0,∞)
such that ρ(s) ≤ sρ′(s) for all s > 0 and V := ρ2 ◦ V2 is locally Lipschitz on R

n and
satisfies DV (x; v) = 0 for all x ∈ A and all v ∈ R

n. Moreover, it follows from (5.24)
that (2.1) holds with the class-K∞ functions α1 := ρ2 ◦ ρ1 ◦ α̃1 and α2 := ρ2 ◦ ρ1 ◦ α̃2.

5.3. Infinitesimal decrease. The infinitesimal decrease condition holds for
each x ∈ A since DV (x; v) = 0 = −V (x), for any x ∈ A, and v ∈ R

n. Let x ∈ R
n\A,

and let φ∗ ∈ S[0,∞)(x) satisfy (5.22). Define T := T (|x|A), and let t∗ ∈ (0, 1] be
such that T (|φ∗(t, x)|A) ≤ T + 1 for all t ∈ [0, t∗]. With (5.22), for each t ∈ [0, t∗] let
ψ∗ ∈ S[0,∞)(φ∗(t, x)) satisfy

V1(φ
∗(t, x)) = max

s∈[0,T (|φ∗(t,x)|A)]
f(ψ∗(s, φ∗(t, x)))κ(s) .

Then, for each t ∈ [0, t∗], we have

V1(φ
∗(t, x)) = max

s∈[0,T (|φ∗(t,x)|A)]
f(ψ∗(s, φ∗(t, x)))κ(s) ≤ max

s∈[0,T+1]
f(φ∗(s+ t, x))κ(s)

= max
s∈[0,T+1]

f(φ∗(s+ t, x))κ(s+ t)
κ(s)

κ(s+ t)

≤ sup
τ≥0

f(φ∗(τ, x))κ(τ) [1− ϑ(T + 1)t] = V1(x) [1− ϑ(T + 1)t] .(5.25)

For almost all s, let g(s) be the unique closest point in F (x) to
˙︷ ︸︸ ︷

φ∗(s, x). Such a unique
closest point exists since F (x) is convex (see [11, section 5, Lemma 2]). Since F (·) is
locally Lipschitz on R

n\A, x ∈ R
n\A, φ∗(·, x) is (absolutely) continuous,

˙︷ ︸︸ ︷
φ∗(s, x) ∈

F (φ∗(s, x)) for almost all s, and F (·) is locally bounded, there exist s̄,M,L > 0 such
that, for almost all s ∈ [0, s̄],

|g(s)−
˙︷ ︸︸ ︷

φ∗(s, x)| ≤ L|x− φ∗(s, x)| ≤ LMs .(5.26)

We can also write

φ∗(t, x)− x

t
= t−1

∫ t

0

˙︷ ︸︸ ︷
φ∗(s, x)ds = t−1

∫ t

0

g(s)ds+ t−1

∫ t

0

[
˙︷ ︸︸ ︷

φ∗(s, x)− g(s)]ds .

(5.27)

Then note that the first term on the right-hand side belongs to F (x) for all t since
F (x) is convex (see [11, section 5, Lemma 12]) and the second term on the right-hand
side converges to zero as t converges to zero (using (5.26)).

Call the first term on the last line of (5.27) v(t) and the sum w(t). Since F (x)
is compact, there exists an accumulation point v ∈ F (x) for v(t), i.e., a sequence of
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times tj converging to zero so that v(tj)→ v. So, we can write φ∗(tj , x) = x+tjw(tj),
where w(tj)→ v as tj → 0. Then, using (5.23) and (5.25),

DV1(x; v) ≤ lim inf
j→∞

[V1(x+ tjw(tj))− V1(x)]/tj = lim inf
j→∞

[V1(φ
∗(tj , x))− V1(x)]/tj

≤ −V1(x)ϑ(T (|x|A) + 1) ≤ −α3(V1(x)).

Since V2 = ρ1 ◦V1 and ρ1(s) ≤ α3(s)ρ
′
1(s) for all s > 0, we have, for all x ∈ R

n\A,
min

w∈F (x)
DV2(x;w) ≤ −ρ′1(V1(x))α3(V1(x)) ≤ −ρ1(V1(x)) = −V2(x).

Similarly, since V = ρ2◦V2 and ρ2(s) ≤ sρ′2(s) for all s > 0, we have, for all x ∈ R
n\A,

min
w∈F (x)

DV (x;w) ≤ −ρ′2(V2(x))V2(x) ≤ −ρ2(V2(x)) = −V (x).

5.4. Proof of Claim 1. For each j ∈ Z≥0 define

�j := α̃−1
1 ◦ ω̃−1 ◦ α̃2

(
1

q(j + 1)

)
.(5.28)

Since q(j) is strictly increasing and unbounded, it follows that �j decreases mono-
tonically to zero. We now restrict our attention to integers j sufficiently large so
that α(�j) ≤ 1. We consider x ∈ R

n\A such that |x|A = �j , and we will show that
V1(x) = f(x). Clearly, V1(x) ≥ f(x). It remains to show that V1(x) ≤ f(x). First,
it follows from (5.17) that 0 < f(x) ≤ 1. Second, it follows from (5.17), (5.18) with
t = 0, and (5.28) that

|z|A = 1

q(j + 1)
=⇒ f (z) ≤ ω̃(f(x)) .(5.29)

Third, it follows from (5.11) and 0 < f(x) ≤ 1 that

ω̃(f(x)) ≤ s2
0

ω−1
1 (f(x))2

f(x)
.(5.30)

Fourth, since α̃−1
1 ◦ ω̃−1 ◦ α̃2(s) ≥ s for all s ≥ 0, it follows from (5.28) that

|x|A ≥ 1
q(j+1) . From property 3 of Proposition 5.8, there exists a trajectory φq(j+1) ∈

S[0,∞)(x) such that the set {t : |φq(j+1)(t, x)|A = 1
q(j+1)} is nonempty and for all

t ∈ [0, T ], where T := inf{t : |φq(j+1)(t, x)|A = 1
q(j+1)}, we have

Wq(j+1)(φq(j+1)(t, x)) ≤ Wq(j+1)(x)e
−2t.(5.31)

It follows from the definition of T that, for all t ∈ [0, T ],

|φq(j+1)(t, x))|A ≥ 1

q(j + 1)
.(5.32)

With (5.6), |x|A = �j , (5.28), (5.12), and (5.14), one can show that (5.31) implies
that, for all t ∈ [0, T ], |φq(j+1)(t, x)|A ≤ 1

q(j)+1 . Combining this with (5.32), (5.31),

(5.15), and (5.16), we have

f(φq(j+1)(t, x)) ≤ f(x)e−2t ∀t ∈ [0, T ](5.33)
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and thus, using (5.4), we have for all t ∈ [0, T ],

f(φq(j+1)(t, x))κ(t) ≤ f(x)e−2tκ(t) ≤ f(x) .(5.34)

Now define z := φq(j+1)(T, x) and note that

|z|A = 1

q(j + 1)
.(5.35)

Let φ̃ ∈ S[0,∞)(z) satisfy (see (5.18))

f(φ̃(t, z)) ≤ α̃2(|z|A)e−2t ∀t ≥ 0 .(5.36)

Define ψ̃ ∈ S[0,∞)(x) as

ψ̃(t, x) :=

{
φq(j+1)(t, x), t ∈ [0, T ],
φ̃(t− T, z), t ≥ T.

Now, using (5.36), (5.3), (5.17), (5.33), (5.9), (5.4), (5.35), (5.29), and (5.30) one may
show that, for t ≥ T , f(φ̃(t− T, z))κ(t) ≤ f(x). Combining this with (5.34), we have
f(ψ̃(t, x))κ(t) ≤ f(x) for all t ≥ 0, which implies V1(x) ≤ f(x).

5.5. Proof of Proposition 5.8. Given ẋ ∈ F (x), where F (·) satisfies the basic
conditions and is locally Lipschitz on R

n\A, let M1 come from Assumption 1. We
define a modified inclusion

ẋ ∈ Fi(x) := F (x) + γi(|x|A) [M1 + 1]Bn,(5.37)

where γi : [0,∞)→ [0, 1] is locally Lipschitz and γ(s) = 0 for s ≥ 1
i and γ(s) = 1 for

s ≤ 1
i+1 . It follows from the properties of F (·) and γi(·) that Fi(·) satisfies the basic

conditions on R
n and is locally Lipschitz on R

n\A.
Note that F (x) ⊆ Fi(x) for all x ∈ R

n by taking the origin in Bn. Furthermore,
note that for all

|x|A ≤ 1

i+ 1
=⇒ Bn ⊆ Fi(x).(5.38)

To see this, let x1 ∈ Bn and x2 ∈ F (x), where |x|A ≤ 1
i+1 . Therefore, −x2 + x1 ∈[

maxz∈F (x) |z|+ 1
]Bn ⊆ [M1 + 1]Bn, which implies that x1 = x2 + (−x2 + x1) ∈

F (x) + [M1 + 1]Bn = Fi(x). We will denote the set of maximal solutions of (5.37)
starting at the point x as Si(x).

Since F (x) ⊆ Fi(x), the assumption of weak-UGAS of A for ẋ ∈ F (x) gives

φ̂ ∈ Si[0,∞)(x) such that

|φ̂(t, x)|A ≤ β(|x|A, t) ∀t ≥ 0 .(5.39)

Let λ = 4, and then let α̂1 ∈ K∞ and α̂ ∈ K∞ come from Lemma 5.3 so that
α̂1(·) is Lipschitz on its domain, C1 on (0,∞), α̂1(s) ≤ sα̂′

1(s) for all s ∈ (0,∞), and

α̂1(β(s, t)) ≤ α̂(s)e−4t ∀s ≥ 0, t ≥ 0 .(5.40)
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We make the following definitions:
• W̃i(x) := infφ∈Si[0,∞)(x) supt≥0 α̂1(|φ(t, x)|A)e2t;
• β2(s, t) := α̂ ◦ α̂−1

1

(
α̂(s)e−4t

)
(note that β2 ∈ KL);

• applying Lemma 5.3 with β2 ∈ KL and λ = 2, we get αm ∈ K∞ and α̃2 ∈ K∞
such that αm(·) is Lipschitz on its domain, C1 on (0,∞), αm(s) ≤ sα′

m(s)
for all s ∈ (0,∞), and

αm(β2(s, t)) ≤ α̃2(s)e
−2t ∀s ≥ 0, t ≥ 0;(5.41)

• Wi := αm ◦ W̃i, α := αm ◦ α̂, α̃1 := αm ◦ α̂1.

5.5.1. Proof of (5.6). Given the bound for φ̂ ∈ Si[0,∞)(x) in (5.39) and the
KL-estimate given by (5.40), we have

Wi(x) ≤ αm

(
sup
t≥0

α̂1(β(|x|A, t))e2t
)

≤ αm

(
sup
t≥0

α̂(|x|A)e−2t

)
≤ α(|x|A),(5.42)

while the lower bound follows from

Wi(x) ≥ αm

(
inf

φ∈Si[0,∞)(x)
α̂1(|φ(t, x)|A)e2t

∣∣∣∣
t=0

)
= αm(α̂1(|x|A)) = α̃1(|x|A).(5.43)

5.5.2. Proof of (5.7). From the upper bound onWi(x), theKL-bound in (5.39),
and the KL-estimates in (5.40) and (5.41) we can write, for all x ∈ R

n and all t ≥ 0,

Wi(φ̂(t, x)) ≤ α(|φ̂(t, x)|A) = αm ◦ α̂(|φ̂(t, x)|A) ≤ αm ◦ α̂(β(|x|A, t))
≤ αm ◦ α̂ ◦ α̂−1

1

(
α̂(|x|A)e−4t

)
= αm (β2(|x|A, t)) ≤ α̃2(|x|A)e−2t .

5.5.3. Proof of (5.8). We make the following claim and defer its proof to the
end of this section.

Claim 2. For |x|A ≤ 1
i+1 , we have W̃i(x) = α̂1(|x|A).

Construct any decreasing sequence {�j}∞j=1 such that �j → 0 as j → ∞ and

�1 =
1

i+1 . Apply Lemma 5.7 with V (x) := W̃i(x), α1(s) := α̂1(s), α2(s) := α̂(s),

κ(t) = e2t, and the sequence {�j}∞j=1 constructed above. Therefore, for each x ∈ R
n,

there exists φ̃i ∈ Si[0,∞)(x) such that W̃i(x) = supt≥0 α̂1(|φ̃i(t, x)|A)e2t. Then

W̃i(x)e
−2t = sup

τ≥0
α̂1(|φ̃i(τ, x)|A)e2τe−2t ≥ sup

τ≥t
α̂1(|φ̃i(τ, x)|A)e2(τ−t)

= sup
s≥0

α̂1(|φ̃i(s+ t, x)|A)e2s ≥ inf
φ∈Si[0,∞)(φ̃i(t,x))

sup
s≥0

α̂1(|φ(s, φ̃i(t, x))|A)e2s

= W̃i(φ̃i(t, x)).(5.44)

If we define U(t) := αm(W̃i(x)e
−2t), then U(·) is C1 on (0,∞) since αm(·) is C1

on (0,∞), and we can write U̇(t) = (−2W̃i(x)e
−2t)α′

m(W̃i(x)e
−2t) ≤ −2U(t), where

the inequality follows from the property αm(s) ≤ sα′
m(s) for all s ∈ (0,∞). By

a standard comparison lemma we obtain U(t) ≤ U(0)e−2t; i.e., αm(W̃i(x)e
−2t) ≤

αm(W̃i(x))e
−2t. Combining this result with (5.44) we get

Wi(φ̃i(t, x)) = αm(W̃i(φ̃i(t, x))) ≤ αm

(
W̃i(x)e

−2t
)
≤ αm

(
W̃i(x)

)
e−2t

=Wi(x)e
−2t.(5.45)
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Fix i ∈ Z>0, and let |x|A ≥ 1
i . It follows from (5.45) with (5.6) that the set

{t : |φ̃i(t, x)|A = 1
i } is nonempty. Moreover, since Fi(x) = F (x) on the set |x|A ≥

1
i , it follows, with T := inf{t : |φ̃i(t, x)|A = 1

i }, that φ̃ ∈ S[0, T ](x). Let ψ ∈
S[0,∞)(φ̃i(T, x)) be arbitrary. Define

φi(t, x) :=

{
φ̃i(t, x), t ∈ [0, T ],
ψ(t− T, φ̃i(T, x)), t ≥ T .

Therefore, φi ∈ S[0,∞)(x). Furthermore, for all t ∈ [0, T ], Wi(φi(t, x)) ≤ Wi(x)e
−2t.

5.5.4. Local Lipschitz property of Wi(x). From Lemma 5.7 we know that

W̃i(·) is locally Lipschitz on R
n\A. Consequently, since αm(·) is locally Lipschitz,

Wi(·) is locally Lipschitz on R
n\A. This, coupled with Claim 2 and the local Lipschitz

property of α̂1(·) and αm(·), implies that Wi(·) is locally Lipschitz on R
n.

5.5.5. Proof of Claim 2. Via the same argument as in (5.43), we observe that

W̃i(x) ≥ α̂1(|x|A). So, we just need to show that W̃i(x) ≤ α̂1(|x|A) for all |x|A ≤ 1
i+1 .

Let |x|A ≤ 1
i+1 , a ∈ A, be a closest point to x, and define

ψ(t, x) :=

{
x+ a−x

|a−x| t ∀t ∈ [0, |a− x|],
a ∀t ≥ |a− x| .(5.46)

We see that ψ(·, x) is absolutely continuous and
∣∣∣∣ ddtψ(t, x)

∣∣∣∣ =
{ ∣∣∣ a−x

|a−x|
∣∣∣ = 1 ∈ Bn ∀t ∈ (0, |a− x|),

0 ∈ Bn ∀t > |a− x|,

which, with (5.38), implies that (5.46) is a solution to (5.37); i.e., ψ ∈ Si[0,∞)(x).
For t ∈ [0, |a− x|] we can write

|x− ψ(t, x)| =
∣∣∣ a−x
|a−x| t

∣∣∣ = t and

|ψ(t, x)− a| =
∣∣∣(x− a)

(
1− 1

|a−x| t
)∣∣∣ = |x− a| − t

(5.47)

so that |a − x| = |x − ψ(t, x)| + |ψ(t, x) − a|. Furthermore, |x − a| = |x|A, and
|x|A ≤ 1

i+1 . These facts, together with (5.47), imply that |ψ(t, x)|A ≤ 1
i+1 for all

t ≥ 0.

Now, for some t ∈ (0, |a− x|], assume there exists b ∈ A such that |b− ψ(t, x)| <
|a− ψ(t, x)|; i.e., b is closer than a to ψ(t, x). The triangle inequality yields

|x− b| ≤ |x− ψ(t, x)|+ |b− ψ(t, x)| < |x− ψ(t, x)|+ |a− ψ(t, x)| = |x− a| ,

which contradicts that a ∈ A is a closest point to x. Therefore, a ∈ A is also a
closest point to ψ(t, x) for t ∈ [0, |a − x|]. More explicitly, |ψ(t, x)|A = |ψ(t, x)− a|.
Combining this with (5.47) yields, for almost all t ∈ [0, |a− x|],

d

dt
|ψ(t, x)|A = d

dt
(|x− a| − t) = −1 .(5.48)
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Using (5.47) and (5.48), and since α̂1(·) is C1 on (0,∞) and α̂1(s) ≤ sα̂′
1(s), we

can write, for almost all t ∈ [0, |a− x|],
d

dt

(
α̂1(|ψ(t, x)|A)e2t

)
=

(
2α̂1(|ψ(t, x)|A) + α̂′

1(|ψ(t, x)|A)(
˙︷ ︸︸ ︷

|ψ(t, x)|A)
)
e2t

≤ α̂′
1(|ψ(t, x)|A) (2(|x|A − t)− 1) e2t ≤ 0,

where the final step follows from |x|A ≤ 1
i+1 ≤ 1

2 . Furthermore, for t > |a − x| we
have

d

dt

(
α̂1(|ψ(t, x)|A)e2t

)
=

d

dt

(
α̂1(0)e

2t
)
= 0 .

This gives d
dt

(
α̂1(|ψ(t, x)|A)e2t

) ≤ 0 for almost all t ≥ 0. It follows by integrating that

supt≥0 α̂1(|ψ(t, x)|A)e2t = α̂1(|x|A). So W̃i(x) ≤ α̂1(|x|A) for all |x|A ≤ 1
i+1 .

6. Proofs of Lemmas 5.3–5.7. Collected in this section are the proofs of lem-
mas utilized in proving Theorem 2.1.

6.1. Proof of Lemma 5.3. The proof relies on the proof of [30, Lemma 3]. First
we pick ρ ∈ K∞ and a function θ : R≥0 → R>0 continuous and strictly decreasing
with limt→∞ θ(t) = 0 such that, for all t ≥ 0, β(ρ(t), t) ≤ θ(t). (The proof that such
functions exist can be found at the beginning of [30, Lemma 3].) Next, let θ−1(·)
be the inverse of θ(·), which is defined and continuous on (0, θ(0)]. It is also strictly
decreasing with lims→0 θ

−1(s) = +∞. It follows that the function e−2λθ−1(s) is well
defined, continuous, positive and strictly increasing on (0, θ(0)]. Then we define a
continuous, positive definite, nondecreasing function π(·) as

π(s) :=



0, s = 0,

1
θ(0)e

−2λθ−1(s), s ∈ (0, θ(0)],
1

θ(0) , s ≥ θ(0).

We then define α1(s) :=
∫ s
0
π(τ)dτ . It follows that α1(·) is Lipschitz on its domain

(with global Lipschitz constant 1
θ(0) ), continuously differentiable on (0,∞), and of

class-K∞. From the definition of α1(·), α1(s) ≤ sπ(s) = sα′
1(s), for all s > 0, and

α1(·) satisfies, for any s ∈ (0, θ(0)],
α1(s) ≤ sπ(s) ≤ θ(0)π(s) ≤ e−2λθ−1(s) .(6.1)

One may now follow [30, Lemma 3].

6.2. Proof of Lemma 5.4. We follow the proofs of [19, Lemmas 11 and 12].
Without loss of generality, we assume that α(·) is C1 at the origin, α(s) ≤ s, and
α′(0) = 0. Now define ρ(0) = 0 and

ρ(s) := exp

(
2

∫ s

1

1

α(τ)
dτ

)
∀s > 0 .(6.2)

Since α(s) ≤ s, for s ≥ 1 we have ρ(s) ≥ exp
(
2
∫ s
1

dτ
τ

)
= s2 and for s ≤ 1 we

have ρ(s) ≤ exp(−2 ∫ 1

s
dτ
τ ) = s2. It follows with the fact that ρ(·) is C1 on (0,∞)

that ρ ∈ K∞. By differentiating (6.2), we have, for all s > 0, ρ′(s) = 2ρ(s)
α(s) so

that ρ(s) = 1
2α(s)ρ

′(s) ≤ α(s)ρ′(s). The Lipschitz property for ρ(·) on its domain,
demonstrated by showing the boundedness of ρ′(s) for small s, follows from the proof
of [19, Lemma 12].
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6.3. Proof of Lemma 5.5. Pick κ(t) = 1+
∫ t
0
q(s)ds, where q : R≥0 → (0, 1] is

piecewise continuous, nonintegrable (so that κ(·) is unbounded), nonincreasing, and
such that

1 +

∫ t

0

q(s)ds ≤ 1

ω2(s0e−t)
.(6.3)

We can always pick a nonintegrable, nonincreasing, piecewise continuous function q(·)
taking values in (0, 1] satisfying (6.3) as follows: We take q(·) to be piecewise constant
with q(s) = qj for s ∈ [j − 1, j), where {qj}∞j=1 is a sequence of nonincreasing strictly

positive numbers chosen inductively as follows: Define q0 = 1. Let κi =
∑i

j=0 qj .

Note that 1 = κ0 ≤ 1/ω2(s0e
−0) = 2. Define

mi :=
1

ω2(s0e−i)
− κi(6.4)

and pick qi+1 = min {mi, qi}. It follows that qi is nonincreasing. It also follows that

κi+1 = κi + qi+1 ≤ 1

ω2(s0e−i)
<

1

ω2(s0e−(i+1))
,

from which it follows that mi > 0 and so qi > 0. Let t ≥ 0, and let i be such that
t ∈ [i, i+ 1). Then

κi ≤ 1 +

∫ t

0

q(s)ds ≤ κi+1 ≤ 1

ω2(s0e−i)
≤ 1

ω2(s0e−t)
.(6.5)

Now, suppose that q(·) is integrable. Since the function 1
ω2(s0e−t)

is unbounded, (6.4)

and (6.5) imply that limi→∞mi =∞, which implies that there exists j > 0 such that
qk = qj > 0 for all k ≥ j. This contradicts q(·) being integrable.

That κ(·) is strictly increasing and (5.1) holds (i.e., κ(0) = 0) is obvious from the
definition. We observe that

κ(t)

κ(T )
=

κ(T ) +
∫ t
T
q(s)ds

κ(T )
≤ 1 +

t− T

κ(T )
≤ 1 + (t− T ) ≤ et−T ;(6.6)

that is, (5.3) holds. Furthermore, by considering T = 0 in (6.6) and the constraint
(6.3) we see that (5.4) holds.

Since q(s) > 0 for all s ∈ R≥0 and q(·) is nonincreasing, we have

κ(t)κ(T ) ≥ 1 +

∫ t

0

q(s)ds+

∫ T

0

q(s)ds ≥ 1 +

∫ t

0

q(s)ds+

∫ t+T

t

q(s)ds

= 1 +

∫ t+T

0

q(s)ds = κ(t+ T );

that is, (5.2) holds.
To see that we can simultaneously satisfy (5.5), let qs : R≥0 → (0, 1] be continuous,

nonincreasing, and such that qs(t) ≤ q(t). Then, using the mean value theorem for
locally Lipschitz functions, we have that for all t ∈ [0, 1],

max
s∈[0,T ]

κ(s)

κ(s+ t)
= max

s∈[0,T ]
1− κ(s+ t)− κ(s)

κ(s+ t)
≤ 1− qs(T + 1)

κ(T + 1)
t =: 1− ϑ(T )t .

Clearly, ϑ(·) is continuous, nonincreasing, and takes values in R>0.
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6.4. Proof of Lemma 5.6. We require some preliminary definitions. Let Ω ⊂
R
n\A denote the set (of measure zero) where the gradient of V (·) is not defined in

R
n\A. For (c, d) ∈ R≥0 × (0, 1] define

η(c, d) := sup
{|x|≤c,V (x)∈[d,1],x/∈Ω}

|∇V (x)| .

For each (c, d) ∈ R≥0 × (0, 1], η(c, d) is finite since for these (c, d) the set
{x ∈ R

n : |x| ≤ c, V (x) ∈ [d, 1]}
is a compact subset of R

n\A, the latter being a set on which V (·) is locally Lipschitz.
Also η(·, d) is nondecreasing and η(c, ·) is nonincreasing so that σ : R>0 → R≥0 defined
as

σ(s) :=


 η

(
1

s
, s

)
∀s ∈ (0, 1),

η (1, 1) ∀s ≥ 1

is nonincreasing. We claim that

x ∈
{
ξ ∈ (Rn\A) \Ω : max {1, |ξ|} ≤ 1

V (ξ)

}
=⇒ |∇V (x)| ≤ σ(V (x))(6.7)

since, in the indicated set, V (x) ∈ (0, 1], |x| ≤ 1
V (x) so that σ(V (x)) ≥ η (|x|, V (x)) ≥

|∇V (x)|.
Let ϕ : R≥0 → [0, 1] be continuous, zero at zero, positive definite, nondecreasing,

and let π : R≥0 → R≥0 be continuous, positive definite, nondecreasing and such that

π(s)σ(s) ≤ ϕ(s) ≤ 1 ∀s > 0 .(6.8)

Define ρ(r) :=
∫ r
0
π(s)ds. Since π(·) is continuous, positive definite, and nondecreas-

ing, we have that ρ ∈ K∞ and ρ(r) ≤ rπ(r) = rρ′(r) for all r > 0.
We now demonstrate the local Lipschitz property for VL := ρ ◦ V on R

n. Since
both ρ(·) and V (·) are continuous on R

n, VL := ρ ◦ V is continuous on R
n. Since

ρ(·) is locally Lipschitz and V (·) is locally Lipschitz on R
n\A and on the interior of

A, VL(·) is locally Lipschitz on R
n\A and on the interior of A. To show that VL(·)

is locally Lipschitz on R
n it is sufficient to establish that, for each x ∈ bdryA (the

boundary of A), there exists M > 0 and an open, convex neighborhood U of x such
that DVL(ξ; v) ≤ M |v| for all ξ ∈ U , v ∈ R

n, and then use Lemma 5.1. Using int(A)
for the interior of A,

ξ ∈ int(A) =⇒ DVL(ξ; v) = 0 ∀v ∈ R
n .(6.9)

Also, it follows from (6.7), (6.8), and ρ′(s) = π(s) that

ξ ∈
{
ζ ∈ (Rn\A) \Ω , max {1, |ζ|} ≤ 1

V (ζ)

}
=⇒ |∇VL(ξ)| ≤ ϕ(V (ξ)) ≤ 1.

That DVL(ξ; v) ≤ lim supy→ξ {〈∇VL(y), v〉 : y /∈ Ω} is a combination of [8, Corollary
2.8.2] and [8, Exercise 3.4.1]. Consequently, we have

ξ ∈
{
ζ ∈ R

n\A : max {1, 2|ζ|} ≤ 1

V (ζ)

}
=⇒ DVL(ξ; v) ≤ |v| ∀v ∈ R

n.(6.10)
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With (6.9) and (6.10), we will be done if we can show that

x ∈ bdryA =⇒ DVL(x; v) = 0 ∀v ∈ R
n .(6.11)

Since V (x) = 0 and V (ξ) ≥ 0 for all ξ ∈ R
n, we just need to show DVL(x; v) ≤ 0. Let

x ∈ bdryA. Since ϕ ◦ V (·) is continuous and ϕ(V (x)) = 0, for each ε > 0 there exists
a convex neighborhood U of x such that

ξ ∈ (Rn\A) ∩ U =⇒
{
max {1, |ξ|} ≤ 1

V (ξ) ,

ϕ(V (ξ)) ≤ ε.

It follows from (6.7), (6.8), and ρ′(s) = π(s) that

ξ ∈ ((Rn\A) \Ω) ∩ U =⇒ |∇VL(ξ)| ≤ ε .(6.12)

It follows from continuity of VL(·) that for each ξ ∈ (Rn\A)⋂U there exists s∗(ξ) ∈
(0, 1) such that

VL(x+ s(ξ − x)) ≥ VL(ξ)

2
∀s ∈ [s∗(ξ), 1] ,

VL(x+ s∗(ξ)(ξ − x)) =
VL(ξ))

2
.

It follows from the convexity of U that ξ ∈ (Rn\A) ∩ U , and s ∈ [s∗(ξ), 1] imply
x + s(ξ − x) ∈ (Rn\A) ∩ U . So, with (6.12) and the mean value theorem for locally
Lipschitz functions (see [8, Theorem 2.2.4]) together with [8, Theorem 2.8.1], for all
ξ ∈ (Rn\A)⋂U ,

0 ≤ VL(ξ)− VL(x) = 2

(
VL(ξ)− VL(x+ s∗(ξ)(ξ − x))

)
≤ 2ε(1− s∗(ξ))|ξ − x| ≤ 2ε|ξ − x|.

Since, for every ξ ∈ A⋂U , we have VL(ξ)− VL(x) = 0, it follows that, for all ξ ∈ U ,
we have 0 ≤ VL(ξ) − VL(x) ≤ 2ε|ξ − x|. Since ε > 0 can be taken arbitrarily small,
(6.11) holds.

6.5. Proof of Lemma 5.7. For ẋ ∈ F (x) we denote byR≤T (C) the set of points
reachable from a compact set C ⊂ R

n in time T > 0; i.e., R≤T (C) := {ξ ∈ R
n : ξ =

φ(t, x), t ∈ [0, T ], x ∈ C, φ ∈ S(x)}.
Definition 8. The differential inclusion is said to be forward complete if, for

every x ∈ R
n, all φ ∈ S(x) are defined on [0,∞).

We require several preliminary lemmas prior to proving Lemma 5.7. The first is
also [11, section 7, Theorem 3].

Lemma 6.1. Let F (·) satisfy the basic conditions on R
n, and suppose ẋ ∈ F (x) is

forward complete. For each compact set C ⊂ R
n and T ∈ R>0, R≤T (C) is a compact

subset of R
n and S[0, T ](C) is a compact set in the metric of uniform convergence.

An easy corollary of the above appeared as [30, Lemma 5].
Lemma 6.2. Let F (·) satisfy the basic conditions on R

n, and let ẋ ∈ F (x) be for-
ward complete. Then each sequence {φn}∞n=1 of solutions satisfying φn ∈ S[0,∞)(xn),
where xn → x, has a subsequence converging to a function φ ∈ S[0,∞)(x), and the
convergence is uniform on each compact time interval.
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The following appeared as [30, Lemma 10] (which derives from [10, Lemma 8.3]
and [8, Theorem 4.3.11]) and describes how solutions to locally Lipschitz inclusions
depend on initial conditions in a locally Lipschitz manner.

Lemma 6.3. Let F (·) satisfy the basic conditions on R
n and be locally Lipschitz

on the open set O ⊆ R
n. For each T > 0 and each compact set C ⊂ O, there exist L

and δ > 0 such that, for each ξ ∈ C, each φ ∈ S(ξ), and each v̄ satisfying |v̄| ≤ δ, there
exists ψ ∈ S(ξ + v̄) with the property |φ(t, ξ) − ψ(t, ξ + v̄)| ≤ L|v̄| for all t ∈ [0, Tφ],
where Tφ ∈ [0, T ] is such that φ(t, ξ) ∈ C for all t ∈ [0, Tφ].

6.5.1. Preliminaries. We define, for all (s, µ) ∈ R≥0 × R≥0,

γ(s, µ) :=




1 if s ≤ 2 + µ,
3 + µ− s if s ∈ [2 + µ, 3 + µ],

0 if s ≥ 3 + µ.

It follows from this definition that γ(·, µ) is Lipschitz of rank one (i.e., Lipschitz with
a Lipschitz constant of one). We define the set-valued map

Fµ(x) := γ (|x|A, µ)F (x) .

We note that, for each µ, Fµ(·) satisfies the basic conditions and is locally Lip-
schitz on R

n\A. Also, using Assumption 1 and the definition of Fµ(x), we have
maxw∈Fµ(x) |w| ≤ M3+µ for all x ∈ R

n. Therefore, for each µ ≥ 0, the inclusion
ẋ ∈ Fµ(x) is forward complete. We define Sµ(x) to be the set of maximal solutions
for ẋ ∈ Fµ(x). We let Qµ(x) be the subset of Sµ(x) whose elements φ(·, x) satisfy

|φ(t, x)|A ≤ α−1
1 (α1(1 + µ)/κ(t)) ≤ 1 + µ ∀t ≥ 0 .(6.13)

Notice that Qµ(x) may be empty. It follows from the definitions of γ(·, µ) and Fµ(·)
and (6.13) that when Qµ(x) is nonempty we have Qµ(x) ⊆ S[0,∞)(x).

6.5.2. An optimal trajectory. We require the following claim.
Claim 3. There exists φ∗ ∈ S[0,∞)(x) such that V (x) = supt≥0 g(φ

∗(t, x))κ(t)
and, for every µ ≥ α−1

1 ◦ α2(|x|A), φ∗ ∈ Qµ(x).
Proof. Let µ ≥ α−1

1 ◦ α2(|x|A), which, since α1 ∈ K∞, implies α1(1 + µ) −
α2(|x|A) > 0, and let ε > 0 be such that ε ≤ α1(1 + µ) − α2(|x|A). Let {φk}∞k=1 be
a sequence within S[0,∞)(x), and let {εk}∞k=1 be a sequence of positive real numbers
satisfying εk ≤ ε and monotonically decreasing to zero such that

sup
t≥0

g(φk(t, x))κ(t) ≤ V (x) + εk .(6.14)

Since V (x) + εk ≤ α2(|x|A) + ε ≤ α1(1 + µ) and g(x) ≥ α1(|x|A), it follows that
|φk(t, x)|A ≤ α−1

1 (α1(1 + µ)/κ(t)) ≤ 1 + µ for all t ≥ 0; i.e., φk ∈ Qµ(x) ⊆ Sµ(x).
Since ẋ ∈ Fµ(x) is forward complete and Fµ(·) satisfies the basic conditions, it follows
from Lemma 6.2 that the sequence φk has a converging subsequence converging to
an element φ∗ ∈ Sµ(x) and that the convergence is uniform on each compact time
interval. (We now use φk to refer to this converging subsequence and εk to refer to
the corresponding values in (6.14).)

We claim that φ∗ ∈ Qµ(x). If not, then there exist t̃ ≥ 0 and ρ̃ > 0 such that

|φ∗(t̃, x)|A ≥ α−1
1 (α1(1 + µ)/κ(t)) + ρ̃ .(6.15)
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From the uniform convergence of φk to φ∗ on the interval [0, t̃] and since | · |A is

Lipschitz of rank one, there exists k̃ such that

|φ
k̃
(t̃, x)|A ≥ |φ∗(t̃, x)|A − ρ̃

2
.(6.16)

Combining (6.15) and (6.16), we get that φ
k̃
/∈ Qµ(x), which is a contradiction.

Next we claim that

V (x) = V ∗(x) := sup
t≥0

g(φ∗(t, x))κ(t) .(6.17)

Since Qµ(x) ⊆ S[0,∞)(x), we have that V (x) ≤ V ∗(x). So if (6.17) does not hold,
then there exists ρ > 0 and t ≥ 0 such that

sup
t∈[0,t]

g(φ∗(t, x))κ(t) ≥ V (x) + ρ.(6.18)

Now, from the uniform convergence of φk to φ
∗ on the interval [0, t], the compactness

of Rµ

≤t
({x}) (the set of points reachable from x in time t for the modified inclusion

ẋ ∈ Fµ(x)) from Lemma 6.1, and the continuity of g(·), there exists k such that
εk < ρ/2 and

sup
t∈[0,t]

g(φk(t, x))κ(t) ≥ sup
t∈[0,t]

g(φ∗(t, x))κ(t)− ρ

2
.(6.19)

Combining (6.19) with (6.18) and εk < ρ/2 we get

sup
t∈[0,t]

g(φk(t, x))κ(t) ≥ V (x) +
ρ

2
> V (x) + εk,

which contradicts (6.14). This establishes (6.17).

6.5.3. The local Lipschitz property. We make the following claim.
Claim 4. V (·) is lower semicontinuous on R

n; i.e., for each x ∈ R
n and any

sequence xk → x, lim infk→∞ V (xk) ≥ V (x).
Proof. Fix x ∈ R

n, and let µ ≥ α−1
1 ◦ α2 (|x|A + 1). Let xk be a sequence

converging to x and, without loss of generality, assume that |xk − x| ≤ 1 for all k so
that µ ≥ α−1

1 ◦ α2 (|xk|A) for all k. Define V (x) := lim infk→∞ V (xk). By extracting
a suitable subsequence from xk (and using xk to denote the subsequence), we can
construct a sequence εk monotonically decreasing to zero so that

V (xk) ≤ V (x) + εk .(6.20)

Let φ∗
k ∈ S[0,∞)(xk) come from Claim 3 so that φ∗

k ∈ Qµ(xk). With Lemma 6.2
this sequence has a converging subsequence converging to an element ψ ∈ Sµ(x), and
the convergence is uniform on each compact time interval. (We now use φk and xk
to refer to this convergent subsequence and εk to refer to the corresponding values in
(6.20).) We can use the same argument as in the proof of Claim 3 to establish that
ψ ∈ Qµ(x). We claim

V (x) ≥ sup
t≥0

g(ψ(t, x))κ(t) .(6.21)
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If this is not the case, then there exist ρ > 0 and t ≥ 0 such that

sup
t∈[0,t]

g(ψ(t, x))κ(t) ≥ V (x) + ρ .(6.22)

Now, from the uniform convergence of φ∗
k(·, xk) to ψ(·, x) on the interval [0, t], the

compactness of Rµ

≤t
({x} + Bn) from Lemma 6.1, and the continuity of g(·), there

exists k such that εk < ρ/2 and

sup
t∈[0,t]

g(φ∗
k(t, xk))κ(t) ≥ sup

t∈[0,t]

g(ψ(t, x))κ(t)− ρ

2
.(6.23)

Combining (6.23) with (6.22) and εk < ρ/2 we get

V (xk) ≥ sup
t∈[0,t]

g(φ∗
k(t, xk))κ(t) ≥ V (x) +

ρ

2
> V (x) + εk,

which contradicts (6.20); i.e., (6.21) holds. Using (6.21) and ψ ∈ Qµ(x) ⊆ S[0,∞)(x),
it follows that V (x) ≥ V (x).

We now proceed to set ourselves up to apply Lemma 5.1 in order to prove that V (·)
is locally Lipschitz. Without loss of generality, we can assume that the sequence �j
is strictly decreasing. For notational convenience, we set �0 = +∞. For s > 0, define
j(s) := inf {j : s ≥ �j} and then let Υ : R>0 → R>0 be a continuous, nondecreasing
function satisfying Υ(s) ≤ �j(s)+3. To see that such a function exists, we note that

j(s) is nonincreasing and j(s)→ ∞ as s → 0. Consequently, �j(s)+3 is nondecreasing

and �j(s)+3 → 0 as s → 0.

We note that s ≥ �j(s) ≥ �j(s)+3 ≥ Υ(s). With the fact that s ≤ α−1
1 ◦ α2(s) for

all s ≥ 0 and that κ(·) has a continuous inverse on [1,∞), this allows us to define
T : R≥0 → R≥0 by T (0) = 0 and

T (s) := κ−1

(
α1(1 + α−1

1 ◦ α2(s+ 2))

α1(Υ(s))

)
∀s > 0 .

It follows that T (·) is continuous on R>0.
Let ζ ∈ R

n\A, j := j(|ζ|A), µ := α−1
1 ◦ α2(|ζ|A + 1) and

U := {ζ}+ 1

2
min {1, (�j−2 − �j−1), (�j − �j+1)}Bn.

Notice that U is open and convex and that �j ≤ |ζ|A < �j−1. Since µ > �j > �j+2,

we can define T := κ−1(α1(1+µ)
α1((j+2)

). It follows from the definition of U and since | · |A is

globally Lipschitz of rank one that, for all ξ ∈ U ,

|ζ|A − 1

2
min {1, (�j − �j+1)} ≤ |ξ|A ≤ |ζ|A + 1

2
min {1, �j−2 − �j−1} .(6.24)

Therefore for all ξ ∈ U we have that

µ ≥ α−1
1 ◦ α2(|ξ|A) ,(6.25)

|ξ|A + 2 ≥ |ζ|A + 1 , and(6.26)

|ξ|A ≥ �j+1 .(6.27)
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Finally, using the upper bound on |ξ|A and |ζ|A < �j−1 one may show that
|ξ|A ≤ �j−2. We note that from the definition of j we have that j(s) ≥ i+1 if s < �i.
Consequently, j(|ξ|A) ≥ j − 1, which implies

Υ(|ξ|A) ≤ �j(|ξ|A)+3 ≤ �j+2 .(6.28)

Inequalities (6.28) and (6.26) imply that T ≤ minξ∈U T (|ξ|A).
Define C := Rµ

≤T
(U)⋂ {z : |z|A ≥ �j+2}. It follows that C is a compact subset

of R
n\A, the latter being an open set where Fµ(·) is locally Lipschitz. We apply

Lemma 6.3 to generate L > 0 and δ > 0.
Let ξ ∈ U . Using (6.25), let φ∗ ∈ Qµ(ξ) come from Claim 3 so that

V (ξ) = sup
t≥0

g(φ∗(t, ξ))κ(t) and(6.29)

|φ∗(t, ξ)|A ≤ α−1
1 (α1(1 + µ)/κ(t)) ∀t ≥ 0 .(6.30)

It follows from combining (6.30) and (6.27) that the set {t : |φ∗(t, ξ)|A = �j+2} is
nonempty and Tξ := inf {t : |φ∗(t, ξ)|A = �j+2} is well defined. Since φ∗(·, ξ) is con-
tinuous, we see that

�j+2 = |φ∗(Tξ, ξ)|A ≤ α−1
1 (α1(1 + µ)/κ(Tξ)) ,(6.31)

which leads to κ(Tξ) ≤ α1(1 + µ)/α1(�j+2) = κ(T ), which, since κ(·) is strictly
increasing, implies that Tξ ≤ T .

Again since φ∗(·, ξ) is continuous, it follows that |φ∗(t, ξ)|A ≥ �j+2 for all t ∈
[0, Tξ]; i.e., φ

∗(t, ξ) ∈ C for all t ∈ [0, Tξ]. According to the result of Lemma 6.3, for
all v̄ ∈ R

n such that |v̄| ≤ δ, there exists ψ ∈ Sµ(ξ + v̄) such that

|φ∗(t, ξ)− ψ(t, ξ + v̄)| ≤ L|v̄| ∀t ∈ [0, Tξ] .(6.32)

We define δ1 := min
{
δ, 1

L ,
1
L (�j+1 − �j+2) ,

1
2 (�j − �j+1)

}
. Henceforth we assume

|v̄| ≤ δ1. It follows with (6.24) that

|ξ + v̄|A ≥ |ξ|A − 1

2
(�j − �j+1) ≥ |ζ|A − (�j − �j+1) ≥ �j+1(6.33)

and with (6.32) that

|φ∗(t, ξ)− ψ(t, ξ + v̄)| ≤ L|v̄| ≤ min {1, (�j+1 − �j+2)} ∀t ∈ [0, Tξ].(6.34)

The relations (6.34), (6.30), and (6.31) imply that

|ψ(t, ξ + v̄)|A ≤ |φ∗(t, ξ)|A + 1 ≤ 2 + µ ∀t ∈ [0, Tξ] and(6.35)

|ψ(Tξ, ξ + v̄)|A ≤ |φ∗(Tξ, ξ)|A + �j+1 − �j+2 = �j+1 .(6.36)

It follows from (6.35) and the definition of Fµ(x) that

ψ ∈ S[0, Tξ](ξ + v̄) .(6.37)

The inequalities (6.33) and (6.36) imply that the set {t : |ψ(t, ξ + v̄)|A = �j+1} is
nonempty and we can define Tψ,v̄ := inf {t : |ψ(t, ξ + v̄)|A = �j+1}. We see that Tψ,v̄ ≤
Tξ ≤ T , and, since ψ(·, ξ+ v̄) is continuous, |ψ(Tψ,v̄, ξ+ v̄)|A = �j+1. For clarity, define
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z := ψ(Tψ,v̄, ξ + v̄). From the third assumption of the lemma g(z) = V (z); so, with
(6.37) and κ(τ)κ(Tψ,v̄) ≥ κ(τ + Tψ,v̄) for all τ ≥ 0, Tψ,v̄ ≥ 0, we have

max
t∈[0,Tψ,v̄ ]

g(ψ(t, ξ + v̄))κ(t) = max

{
max

t∈[0,Tψ,v̄ ]
g(ψ(t, ξ + v̄))κ(t), V (z)κ(Tψ,v̄)

}

= max

{
max

t∈[0,Tψ,v̄ ]
g(ψ(t, ξ + v̄))κ(t), inf

φ∈S[0,∞)(z)
sup
τ≥0

g(φ(τ, z))κ(τ)κ(Tψ,v̄)

}
≥ inf

φ∈S[0,∞)(ξ+v̄)
sup
t≥0

g(φ(t, ξ + v̄))κ(t) = V (ξ + v̄).(6.38)

One consequence of this calculation, which comes by taking v̄ = 0 and ψ = φ∗ so that
(6.32) is satisfied, is that for each ξ ∈ U ,

V (ξ) ≥ max
t∈[0,T (|ξ|A)]

g(φ∗(t, ξ))κ(t) ≥ max
t∈[0,Tφ∗,0]

g(φ∗(t, ξ))κ(t) ≥ V (ξ) ;

i.e., maxt∈[0,T (|ξ|A)] g(φ
∗(t, ξ))κ(t) = V (ξ). Let LC > 0 be such that |g(x1)− g(x2)| ≤

LC |x1 − x2| for all x1, x2 ∈ C + Bn. From (6.29), (6.32), and (6.38) it follows that

V (ξ) ≥ max
t∈[0,Tψ,v̄ ]

g(φ∗(t, ξ))κ(t) ≥ max
t∈[0,Tψ,v̄ ]

g(ψ(t, ξ + v̄))κ(t)− LLC |v̄|κ(T )

≥ V (ξ + v̄)− LLC |v̄|κ(T ) .
Therefore, with the definition M := LLCκ(T ) for all ξ ∈ U and all v ∈ R

n, we have

DV (ξ; v) = lim inf
w→v,ε→0+

V (ξ + εw)− V (ξ)

ε
≤ lim inf

w→v,ε→0+
LLC |w|κ(T ) =M |v| .

Having already shown that V (·) is lower semicontinuous on R
n (Claim 4), it follows

from Lemma 5.1 that V (·) is locally Lipschitz on the open, convex set U with Lipschitz
constant M . Since ζ ∈ R

n\A was arbitrary, V (·) is locally Lipschitz on R
n\A. With

this Lipschitz property and the relation 0 ≤ V (x) ≤ α2(|x|A), it follows that V (·) is
continuous on R

n.
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Abstract. We develop a fast algorithm to construct the robustness degradation function, which
describes quantitatively the relationship between the proportion of systems guaranteeing the ro-
bustness requirement and the radius of the uncertainty set. This function can be applied to predict
whether a controller design based on an inexact mathematical model will perform satisfactorily when
implemented on the true system.
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1. Introduction. In recent years, there has been growing interest in the devel-
opment of probabilistic methods for robustness analysis and design problems aimed
at overcoming the computational complexity and the conservatism issue of the deter-
ministic worst-case framework [16, 17, 14, 12, 19, 2, 5, 4, 18, 8, 9, 6, 7, 21, 22, 15, 3]. In
the deterministic worst-case framework, one is interested in knowing if the robustness
requirement is guaranteed for every value of the uncertainty. However, it should be
borne in mind that the uncertainty set may include worst cases which never happen in
reality. Instead of seeking the worst-case guarantee, it is sometimes “acceptable” that
the robustness requirement is satisfied for most of the cases. It has been demonstrated
that the proportion of systems guaranteeing the robustness requirement can be close
to 1 even if the radii of the uncertainty set are much larger than the worst-case de-
terministic robustness margin [2, 13, 4, 8, 18]. Therefore, it is of practical importance
to construct a function which describes quantitatively the relationship between the
proportion of systems guaranteeing the robustness requirement and the radius of the
uncertainty set. Such a function can serve as a guide for control engineers in evaluating
the robustness of a control system once a controller design is completed. Such a func-
tion, referred to as a robustness degradation function, has been proposed by a number
of researchers [2, 8]. For example, Barmish, Lagoa, and Tempo [2] have constructed a
curve of the robustness margin amplification versus risk in a probabilistic setting. In
a similar spirit, Calafiore, Dabbene, and Tempo [8, 9] have constructed a probability
degradation function in the context of real and complex parametric uncertainty.

In this paper, allowing the robustness analysis to be performed in a distribution-
free manner, we introduce the concept of proportion and adopt the assumption from
the classical robust control framework that uncertainty is deterministic and bounded.
It follows naturally that the robustness of a system can be reasonably measured by
the ratio of the volume (Lebesgue measure) of the set of uncertainty guaranteeing the
robustness requirement to the overall set of uncertainty [19]. Evaluation of such a
measure of robustness requires generating samples with uniform distribution over un-
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certainty sets such as a spectral normal ball or an lp ball. The difficulty of generating
such samples has been successfully resolved in [8, 9].

The conventional method for constructing the robustness function is to perform,
independently, a certain number of simulations for each value of the uncertainty ra-
dius and then plot the function. Although such a curve can be applied to evaluate
the robustness of the control system, it may be computationally expensive. This is
especially true when many cycles of controller synthesis and robustness analysis are
needed in the development of a high performance control system. Motivated by this
situation, we focus on the machinery that can make the construction of such a function
efficient. We have developed a sample reuse algorithm that allows the simulations to
be conducted in an iterative manner. The idea is to start simulation from the larger
uncertainty set and save appropriate evaluations of the robust requirement for the use
of later simulations on the smaller uncertainty set. In this way the total number of
simulations can be reduced significantly as compared to the conventional method.

In addition to deriving our sample reuse algorithm from the worst-case deter-
ministic framework, we show that the technique is also applicable when considering
the random nature of the uncertainty. In such cases, the worst-case properties of
uniform distribution given in the pioneering work [5, 2, 1] allow our algorithm to be
applied to efficiently solve a wide variety of robustness analysis problems. In partic-
ular, the radial truncation theory [2] can be applied to robustness analysis problems
with uncertainty bounding sets defined as spectral norm balls and lp balls.

The organization of the paper is as follows. Section 2 gives the problem formu-
lation. Section 3 presents our sample reuse algorithm. Section 4 is the performance
analysis of the algorithm. Section 5 applies the algorithm to examples. Section 6
shows the justification of the algorithm for the case of random uncertainties. Section
7 is the conclusion. The proofs of the theorems are included as an appendix.

2. Problem formulation. We adopt the assumption, from the classical robust
control framework, that the uncertainty is deterministic and bounded. We formulate
a general robustness analysis problem as follows.

Let P denote a robustness requirement. The definition of P can be a fairly
complicated combination of the following:

• stability or D-stability;
• H∞ norm of the closed-loop transfer function;
• time specifications such as overshoot, rise time, settling time, and steady state
error.

Let B(r) denote the set of uncertainties with size smaller than r. In applications,
we are usually dealing with uncertainty sets such as the following:

• lp ball Bp(r) := {∆ ∈ Rn : ||∆||p ≤ r} , where ||.|p denotes the lp norm and
p = 1, 2, . . . ,∞. In particular, B∞(r) denotes a box.

• Spectral norm ball Bσ(r) := {∆ ∈ ∆ : σ̄(∆) ≤ r}, where σ̄(∆) denotes the
largest singular value of ∆. The class of allowable perturbations is

∆ := {blockdiag[q1Ir1 , . . . , qsIrs ,∆1, . . . ,∆c]},(2.1)

where qi ∈ F, i = 1, . . . , s are scalar parameters with multiplicity r1, . . . , rs
and ∆i ∈ F

ni×mi , i = 1, . . . , c are possibly repeated full blocks. Here F is
either the complex field C or the real field R.
• Homogeneous star-shaped bounding set BH(r) := {r(∆−∆0) + ∆0 : ∆ ∈ Q} ,
where Q ⊂ Rn and ∆0 ∈ Q (see [2] for a detailed illustration).

Throughout this paper, B(r) refers to any type of uncertainty set described above.
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Define a function �(.) such that, for any X,

�(X) := min{r : X ∈ B(r)},
i.e., B(�(X)) includes X exactly in the boundary. By such definition,

�(X) = min

{
r :

X −∆0

r
+∆0 ∈ Q

}
,

�(X) = σ̄(X),

and

�(X) = ||X||p
in the context of a homogeneous star-shaped bounding set, spectral norm ball, and lp
ball, respectively.

To allow the robustness analysis to be performed in a distribution-free manner, we
introduce the notion of proportion as follows. For any ∆ ∈ B(r) there is an associated
system G(∆). We define proportion as follows:

P(r) :=
vol({∆ ∈ B(r) : The associated system G(∆) guarantees P})

vol(B(r))
with

vol(S) :=

∫
q∈S

dq,

where the notion of dq is illustrated as follows:

• (I): If q = [xrs]n×m is a real matrix in Rn×m, then dq =
∏n
r=1

∏m
s=1 dxrs.

• (II): If q = [xrs + jyrs]n×m is a complex matrix in Cn×m, then dq =∏n
r=1

∏m
s=1(dxrsdyrs).

• (III): If q ∈ ∆, i.e., q possesses a block structure defined by (2.1), then
dq = (

∏s
i=1 dqi)(

∏c
i=1 d∆i), where the notion of dqi and d∆i is defined by (I)

and (II).

It follows that P(r) is a reasonable measure of the robustness of the system [8, 20].
In the worst-case deterministic framework, we are interested only in knowing if P is
guaranteed for every ∆. However, one should bear in mind that the uncertainty set
in our model may include worst cases which never happen in reality. Thus, it would
be “acceptable” in many applications if the robustness requirement P is satisfied for
most of the cases. Hence, due to the inaccuracy of the model, we should also obtain
the value of P(r) for uncertainty radius r which exceeds the deterministic robustness
margin.

Clearly, P(r) is deterministic in nature. However, we can resort to a probabilistic
approach to evaluate P(r). To see this, one needs to observe that a random variable
with uniform distribution over B(r), denoted by ∆u, guarantees that

Pr{∆u ∈ S} = vol(S
⋂B(r))

vol(B(r))
for any S, and thus

P(r) = Pr{The associated system G(∆u) guarantees P}.
It follows that a Monte Carlo method can be employed to estimate P(r) based on
independently and identically distributed (i.i.d.) observations of ∆u.

It is interesting to know how the function P(r) degrades with respect to r when
r increases from a to b, where b > a ≥ 0. In a similar spirit, such a function has been
proposed as a confidence degradation function in [2] and as a probability degradation
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function in [8, 9]. In this paper, we refer to the function P(.) as a robustness degrada-
tion function for the following reasons. First, we introduce the confidence interval for
assessing the accuracy of the estimate of P(r). To be useful, every numerical method
should be associated with an assessment for the accuracy of the estimate. Monte
Carlo simulation is no exception. To avoid confusion, we reserve the notion of “con-
fidence” for the purpose of interval estimation. Second, we introduce the concept of
proportion for measuring robustness, which has no probabilistic content. Third, P(r)
is a robustness measure and is usually decreasing with respect to r when P(r) is close
to 1.

To construct such a function of practical importance, the conventional way is to
grid the interval [a, b] as a = ρ1 < ρ2 < · · · < ρl = b and estimate P(ρi) by conducting
N i.i.d. sampling experiments for each ρi. In total, we need Nl samples. In the next
section we show that the number of experiments can be significantly reduced.

3. Sample reuse algorithm. To improve efficiency, we shall make use of the
following simple yet important observation.

Let q∗ be an observation of a random variable with uniform distribution over
B(r∗) ⊇ B(r) such that q∗ ∈ B(r). Then q∗ can also be viewed as an observation of a
random variable with uniform distribution over B(r).

In our algorithm, we flip the order of ρi by defining

ri = ρl+1−i
for i = 1, 2, . . . , l. Thus, the direction of simulation is backward. Our algorithm is
described as follows.

Sample Reuse Algorithm

• Input: Sample size N , confidence parameter δ ∈ (0, 1) and uncertainty radii
ri, i = 1, 2, . . . , l.
• Output: Proportion estimate P̂i and the related confidence interval for i =
1, . . . , l. In the following, mi1 denotes the number of sampling experiments
conducted at ri, and mi2 denotes the number of observations guaranteeing P
during the mi1 sampling experiments.
• Step 1 (initialization). Let M = [mij ]l×2 be a zero matrix.
• Step 2 (backward iteration). For i = 1 to i = l do the following:

– Let r ← ri.
– While mi1 < N do the following:
∗ Generate uniform sample q from B(r). Evaluate the robustness re-
quirement P for q.

∗ Let ms1 ← ms1 + 1 for any s such that r ≥ rs ≥ �(q).
∗ If robustness requirement P is satisfied for q, then letms2 ← ms2+1
for any s such that r ≥ rs ≥ �(q).

– Let P̂i ← mi2
N and construct the confidence interval of confidence level

100(1− δ)%.

It follows that q can be viewed as an observation of a random variable with
uniform distribution over B(rj) if and only if r ≥ rj ≥ �(q). Hence, if the robustness
requirement P has been evaluated for B(ri) at sample q, the result can be accepted
without repeated evaluation of P for all B(rj) such that r ≥ rj ≥ �(q). Thus, sample
reuse allows us to save both the sample generation and the evaluation of P for the
sample. It is also interesting to point out that the samples collected for each ri are i.i.d.
and thus the confidence interval can be rigorously constructed based on the evaluation
of P for the samples.
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4. Sample reuse factor. Let ni be the number of simulations required at ri.
Define sample reuse factor as follows:

Freuse := Nl

E [∑l
i=1 ni]

,

where E(X) denotes the expectation of random variable X. Obviously, Freuse mea-
sures the improvement of efficiency upon the conventional method. We demonstrate
that the improvement can be significant in most applications.

Theorem 1. The sample reuse factor Freuse = l/l −∑l
i=2

(
ri
ri−1

)d
, where d = n

for lp ball Bp(r) and homogeneous star-shaped bounding set BH(r); and

d =

s∑
i=1

κ(qi) +

c∑
j=1

κ(∆j)

for spectral norm ball Bσ(r) with κ(.) defined as

κ(X) :=

{
2mn if X is a variable in Cn×m

mn if X is a variable in Rn×m.

See the appendix for proof. For illustration purposes, we choose ri = b− (b−a)(i−1)
l−1

for i = 1, 2, . . . , l. By Theorem 1, Freuse = l/l −∑l
i=2

(
1− 1

l−1
1− a

b
−i+2

)d
. Figures 1

and 2 show that the improvement over the conventional approach is significant when
d is not large. These figures also reveal that the sample reuse factor does not scale well
with the uncertainty dimension. For example, when d > 160, the efficiency gained
from sample reuse techniques may not be attractive.
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Fig. 1. Performance improvement (A : l = 200, b = 2a; B : l = 100, b = 2a; C : l = 100, a =
0; D : l = 20, b = 2a).

5. Illustrative examples. In this section we demonstrate through examples the
power of the sample reuse algorithm in solving a wide variety of complicated robust-
ness analysis problems which are intractable in the classical deterministic framework.

First, we consider an example which has been studied in [11] by a deterministic
approach. The system is as shown in Figure 3.

The compensator is C(s) = s+2
s+10 and the plant is P (s) = 800(1+0.1δ1)

s(s+4+0.2δ2)(s+6+0.3δ3)

with parametric uncertainty ∆ = [δ1, δ2, δ3]
T. The nominal system is stable. The

closed-loop roots of the nominal system are
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Fig. 2. Performance improvement (A : l = 200, b = 2a; B : l = 100, b = 2a; C : l = 100, a =
0; D : l = 20, b = 2a).

P(s)C(s)

r +

_

e c

Fig. 3. Uncertain system.

z1 = −15.9178, z2 = −1.8309, z3 = −1.1256 + 7.3234i, z4 = −1.1256− 7.3234i.

The H∞ norm of the nominal closed-loop transfer function is ||T 0||∞ = 2.78. The
peak value, rise time, and settling time of step response of the nominal system are,
respectively, P 0

peak = 1.47, t0r = 0.185, and t0s = 3.175. In all of the following
examples, we take l = 100. To guarantee that the absolute error of the estimate for
the proportion is less than 0.01 with confidence level 99%, we choose N = 26, 492
based on the well-known Chernoff bound (see [12, 19] for “sharper” bounds). Since
the Chernoff bound is conservative, we also performed a post-experimental evaluation
of the estimates by constructing confidence intervals with confidence level 99% based
on Clopper–Pearson’s method [10].

Figure 4 is the robustness degradation curve for robust stability over uncertainty
set B∞(r) := {∆ : ||∆||∞ ≤ r}. It demonstrates that a significant enhancement of
the robustness margin can be achieved at the price of a small risk.

Figure 5 is the robustness degradation curve, with the robustness requirement P
defined as stability and H∞ norm < 170% ||T 0||∞, and the uncertainty set defined as
the ellipsoid B2(r) := {∆ : ||∆||2 ≤ r}.

Figure 6 is the robustness degradation curve with the robustness requirement P
defined as D-stability with the domain of poles defined as: real part < −1.5, or it falls
within one of the two disks centered at z3 and z4 with radius 0.3. The uncertainty
set is defined as the polytope

BH(r) :=

{
r∆+ (1− r)

∑4
i=1 ∆

i

4
: ∆ ∈ conv{∆1,∆2,∆3,∆4}

}
,
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Fig. 4. Robustness degradation curve (reuse factor = 41).
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Fig. 5. Robustness degradation curve (reuse factor = 43).

where “conv” denotes the convex hull of ∆i = [ 12 sin(
2i−1

3 π), 1
2 cos(

2i−1
3 π), −

√
3

2 ]T

for i = 1, 2, 3 and ∆4 = [0, 0, 1]T.

Figure 7 is the robustness degradation curve for the case where the uncertainty
set is B∞(r) := {∆ : ||∆||∞ ≤ r}, the robustness requirement P is: stability, and
rise time tr < 135% t0r = 0.25, settling time ts < 110% t0s = 3.5, and overshoot
Ppeak < 116% P 0

peak = 1.7.

Finally, we consider the same example in [8] where the class of uncertainty is
defined as

∆ := {blockdiag[q1I5, q2I5, ∆1]},
where ∆1 ∈ C4×4, and I5 denotes the identity matrix of 5 × 5. By Theorem 1, we
have d = 34. Figure 8 shows the robustness degradation curve. An improvement (of
efficiency) about fivefold is achieved by our algorithm.

6. A probabilistic perspective. In sections 2 and 3, we have derived our
sample reuse algorithm from the worst-case deterministic framework. In this section,
we show that the proposed algorithm is also applicable from the perspective of the
random nature of uncertainty. In situations where we need to take into account the
random nature of uncertainty, the pioneering work of Barmish, Lagoa, Tempo, Bai,
and Fu [2, 1] allows our sample reuse algorithm to be applied to solve efficiently a
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Fig. 6. Robustness degradation curve (reuse factor = 49).
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Fig. 7. Robustness degradation curve (reuse factor = 38).

wide variety of robustness problems. The following theorem plays an important role.

Theorem 2 (see [2]). Suppose that uncertainty ∆ is a random variable with a
density function f(∆) which depends only on �(∆) and is nonincreasing with respect
to �(∆). Then

Pr{The associated system G(∆) guarantees P | ∆ ∈ B(r)} ≥ inf
0≤ρ≤r

P(ρ).

Remark 1. A remarkable fact of Theorem 2 is that no assumption needs to be
imposed on the robustness requirement P. The assumption in Theorem 2 is roughly
interpreted to mean that the probability measure of the uncertainty is radially sym-
metrical with respect to the nominal value. In many applications, small perturbations
are more likely than large perturbations, and the uncertainty is sufficiently unstruc-
tured so as to be treated equally likely in the surface of B(r) [2].

Remark 2. It should be noted that Theorem 2 applies to a homogeneous star-
shaped bounding set, lp ball, and spectral norm ball. We introduce in Theorem 2
a conditional probability based on the following reason: It does not seem logical to
treat the uncertainty as different bounded random variables. For example, if the
uncertainty possesses a certain distribution over B(r1), it would be a contradiction
that the uncertainty possesses another distribution over B(r2) for r2 > r1. In fact, if
the uncertainty is of random nature, then the associated distribution is unique.
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Fig. 8. Robustness degradation curve (reuse factor = 5).

Based on Theorem 2, we can apply the sample reuse algorithm to estimate P(r)
for r ∈ [0, b], from which we can construct the lower bounds for Pr{G(∆) guarantees
P | ∆ ∈ B(r)}.

7. Conclusion. We develop a fast algorithm for computing the robustness degra-
dation function which overcomes the computational complexity and conservatism issue
of the deterministic worst-case methods. We also demonstrate that our algorithm can
provide efficient solutions for a wide variety of robustness analysis problems which are
intractable by the deterministic worst-case methods. We derive our algorithm from
the worst-case deterministic framework and also show that the algorithm is applicable
from a probabilistic perspective.

Appendix. Proof of Theorem 1.
The following lemma follows essentially from the definition of volume function

vol(.).
Lemma 3. Let X = {∆ ∈ Cn×m : σ̄(∆) ≤ r} and Y = {∆ ∈ Cm×n : σ̄(∆) ≤ r}.

Let Z = {∆ ∈ Rn×m : σ̄(∆) ≤ r} and W = {∆ ∈ Rm×n : σ̄(∆) ≤ r}. Then
vol(X) = vol(Y ) and vol(Z) = vol(W ).
Lemma 4. Let m ≥ n. Define spectral norm ball BCσ (r) = {∆ ∈ Cn×m : σ̄(∆) ≤

r} and spectral norm ball BRσ (r) = {∆ ∈ Rn×m : σ̄(∆) ≤ r}. Then vol(BCσ (r)) =
vol(BCσ (1))rd with d = 2mn and vol(BRσ (r)) = vol(BRσ (1))rd with d = mn.

Proof. By Theorem 1 of [8], we have

ΥC
vol(BCσ (r))

∫
r≥σ1>σ2>···>σn>0

n∏
i=1

σ
2(m−n)+1
i

×
∏

1≤i<k≤n
(σ2
i − σ2

k)
2 dσ1dσ2 · · · dσn = 1

with ΥC = 2nπmn∏n

k=1
(n−k)!(m−k)! . Performing a change of variables with xi = σi

r for

i = 1, . . . , n, we have

r2mnΥC
vol(BCσ (r))

∫
1≥x1>x2>···>xn>0

n∏
i=1

x
2(m−n)+1
i

×
∏

1≤i<k≤n
(x2
i − x2

k)
2 dx1dx2 · · · dxn = 1.
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Thus

vol(BCσ (1)) = ΥC

∫
1≥x1>x2>···>xn>0

n∏
i=1

x
2(m−n)+1
i

×
∏

1≤i<k≤n
(x2
i − x2

k)
2 dx1dx2 · · · dxn,

and

vol(BCσ (r)) = vol(B(1)) r2mn.
Similarly, by Theorem 2 of [8], we can show that vol(BRσ (r)) = vol(BRσ (1))rd with

d = mn.

Lemma 5. vol(B(r)) = vol(B(1))rd where d = n for lp ball Bp(r) and homoge-
neous star-shaped bounding set BH(r); and d =

∑s
i=1 κ(qi) +

∑c
j=1 κ(∆j) for spectral

norm ball Bσ(r).
Proof. The truth is obvious for cases of an lp ball and homogeneous star-shaped

bounding set. To prove the lemma for the case of a spectral norm ball, we need to
apply Lemmas 3 and 4.

Lemma 6. For i = 1, . . . , l − 1,

E [ni+1] = N −
i∑

j=1

(
ri+1

rj

)d
E [ni] .

Proof. Let q1, q2, . . . , qnj be the samples generated on rj . For l = 1, . . . ,nj , define
binomial random variable X l

j,i+1 such that

X l
j,i+1 :=

{
1 if ql fall in B(ri+1),
0 otherwise.

By the rule of the sample reuse algorithm,

N = ni+1 +

i∑
j=1

nj∑
l=1

X l
j,i+1.

Thus for i = 1, . . . , l − 1,

E [ni+1] = N −
i∑

j=1

E
[

nj∑
l=1

X l
j,i+1

]

= N −
i∑

j=1

∑
n∈Ωnj

n∑
l=1

E [X l
j,i+1 | nj = n

]
Pr{nj = n},

where Ωnj denotes the sample space of nj . Since q
l is a random variable with uniform

distribution over B(ri), it follows from Lemma 5 that

E [X l
j,i+1 | nj = n] =

vol(B(ri+1))

vol(B(rj)) =

(
ri+1

rj

)d
.

Therefore,

E [ni+1] = N −
i∑

j=1

∑
n∈Ωnj

n

(
ri+1

rj

)d
Pr{nj = n}

= N −
i∑

j=1

(
ri+1

rj

)d ∑
n∈Ωnj

nPr{nj = n}
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= N −
i∑

j=1

(
ri+1

rj

)d
E [ni] .

Lemma 7. For i = 2, · · · , l,

E [ni] = N −N
(

ri
ri−1

)d
.

Proof. We use induction. Obviously,

E [n1] = N.

By Lemma 6, we get

E [n2] = N −N
(
r2
r1

)d
.

Suppose it is true that

E [ni] = N −N
(

ri
ri−1

)d
.

Then

i∑
j=1

(
ri+1

rj

)d
E [nj ] =

i∑
j=1

(
ri+1

rj

)d [
N −N

(
rj
rj−1

)d]

=

i∑
j=1

[
N

(
ri+1

rj

)d
−N

(
ri+1

rj−1

)d]

= N

(
ri+1

ri

)d
.

It follows from Lemma 6 that

E [ni+1] = N −
i∑

j=1

(
ri+1

rj

)d
E [nj ]

= N −N
(
ri+1

ri

)d
.

The proof of Lemma 7 is thus completed by induction.

Now we are in the position to prove Theorem 1. By Lemmas 6 and 7, we have

E
[

l∑
i=1

ni

]
= N +

l∑
i=2

[
N −N

(
ri
ri−1

)d]
= Nl −N

l∑
i=2

[
1−

(
ri
ri−1

)d]
.

Therefore,

Freuse =
Nl

E [∑l
i=1 ni]

=
l

l −∑l
i=2

(
ri
ri−1

)d
and thus the proof of Theorem 1 is completed.
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Abstract. We consider a Faustmann timber harvesting problem arising in the literature on
rational forest management by modeling the value of the harvested resource as a time homogeneous,
regular, and linear diffusion. We state a set of easily verifiable general conditions under which the
existence and uniqueness of an optimal cutting value and, consequently, an optimal impulse control,
are guaranteed. We also present a set of conditions under which increased volatility increases both the
value and the optimal harvesting threshold at which the irreversible harvesting strategy is exercised.

Key words. optimal rotation, impulse control, recursive optimal stopping, diffusions, minimal
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1. Introduction. Assume that a forest stand value is subject to a given poten-
tially state-dependent and random growth rate (i.e., the growth dynamics are stochas-
tic). Assume also that the discount rate (i.e., the rate of intertemporal preference)
is a known exogenously determined constant. Given these assumptions, consider now
the following problem: When should the forest stand be optimally harvested? Put
somewhat differently, what is the optimal rotation period of the forest stand? This
problem, which is known as the optimal rotation problem or the so-called Faustmann
problem (or the ongoing rotation problem; cf. [27]) is probably the best known impulse
control problem in natural resource economics (see, for example, [9], [14], [15], [17],
[19], [23], [26], [27], [31], [32], [33], [34], and [36]). The Faustmannian tradition relies
on the net present value (NPV) of all future harvests from the present up to a poten-
tially infinite future, the relevance of which has been postulated on the seminal study
[28], where the economic foundations of different approaches to the optimal rotation
problem were also discussed.

While attempts to both characterize and solve this general stochastic rotation
problem have been made (cf. [15], [27], [32], [34], and [35]), nobody has yet established
easily verifiable sufficient conditions under which the general optimal rotation problem
is solvable. This is somewhat surprising especially in light of the vast literature on
the classical theory of linear diffusions and its representation theorems of r-excessive
mappings and Markovian functionals in general (see, for example, [10], [18], and
[20]). Moreover, given the recent studies emphasizing the mean reverting nature of
commodity prices (cf. [16], [17], [30], and [34]) it is clear that a general analysis valid
for a broad class of stochastic models of the value of a forest stand could provide us
with valuable information on the general properties of the optimal rotation policy and
its value.

Motivated by these arguments, we plan to consider in this study the general
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stochastic optimal ongoing rotation problem when the value of the forest stand is
assumed to evolve according to a general time homogeneous, regular, and linear dif-
fusion. By relying on a combination of the classical theory of diffusions, stochastic
calculus, and ordinary nonlinear programming, we first state, in terms of the growth
rate of the value of the forest stand, the reforestation costs, and the discount rate, a
set of easily verifiable conditions under which the considered stochastic impulse control
problem is solvable (see [1], [2], [4], and [5] for a similar approach to singular control
and [7] and [8] for a similar approach to optimal stopping). In economic terms, our
condition essentially requires that the appreciation rate of the NPV of the forest stand
has to be declining and negative for sufficiently high values of the forest stand. Since
this condition is satisfied by all mean reverting diffusion models for the value of a
forest stand, we find that our conditions imply that the ongoing rotation problem is
always solvable in such a case. We then present an algebraic equation from which the
unique optimal cutting value can be determined. Interestingly, and in line with previ-
ous studies of optimal stopping and singular stochastic control, a direct implication
of this equation is that the smooth-fit principle can be viewed as an ordinary first
order necessary condition for an optimum (cf. [1], [2], [5], [8], and [11]). Given the
optimal cutting value, we then derive the expected cumulative present value of the
future harvests from the present up to an arbitrarily distant future in terms of the
increasing minimal r-excessive mapping for the controlled diffusion. In this way, we
generalize previous results obtained in studies relying on explicit diffusion models for
the value growth of the forest stand (cf. [15], [27], [32], [34], and [35]). Given our
general results, we are able to present a representation for the Faustmann formula in
terms of the underlying diffusion process characterizing the value growth of the forest
stand. In line with previous studies of the optimal rotation problem (see, for example,
[9], [32], and [34]), we also establish a close connection between the optimal ongoing
rotation problem and an associated optimal stopping problem, which is also known as
the Wicksellian rotation problem (i.e., the single rotation problem where the cutting
decision is viewed as a once-and-for-all strategy; cf. [27]). In line with the results
obtained in explicit models, we are able to prove that the optimal cutting value in the
single rotation case dominates the optimal cutting value in the infinite rotation case.
Consequently, we are able to confirm that the required exercise premium is typically
higher in the single rotation model than in the ongoing rotation model. Moreover, we
also consider the impact of increased volatility on the value of the optimal rotation
problem and show that typically increased volatility increases the expected cumulative
present value of the future harvests and expands the set where harvesting is suboptimal
and thus is postponed into the future. Consequently, we are able to confirm that in-
creased volatility increases the required exercise premium of a rational harvester and
therefore postpones the optimal exercise of the irreversible policy.

It is at this point worth mentioning that there are many different approaches
to the optimal rotation problem in the presence of uncertainty (for a survey of de-
terministic models, see [28]; see also [14] and [19]). In the studies [9] and [31], the
stumpage price process is assumed to be stochastically fluctuating but differentiable
with respect to time. Consequently, the nondifferentiability of diffusion processes is
avoided and both the optimal policy and its value are derived by relying on standard
optimization techniques. One of the major advantages of that approach is that it can
be applied to establishing that the relationship between increased uncertainty and the
optimal rotation period is positive (by relying on arguments first derived by Sandmo
in [29]). However, it also simultaneously limits the class of stochastic processes which
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can actually be applied for such a modeling effort, since one is left with the problem
of finding a stochastic model satisfying the required differentiability properties. The
analysis of the above studies was later extended to the diffusion case in, among others,
[33] and [36]. However, in those studies the rotation problem is considered by relying
on a discrete approximation of the original continuous time diffusion model (the au-
thors rely on the Cox–Ross–Rubinstein-type binomial approximation of a diffusion).
In this way the optimal policy and its value can be derived numerically by relying
on standard recursive dynamic programming techniques. Another approach to the
rotation problem relies on option valuation techniques and models the value of the
optimal policy as a European forward contract written on a dividend paying asset
and with known maturity (the rotation length). For studies relying on this approach
and its variants, see, for example, [15], [17], [26], and [27]. Finally, the authors of [35]
consider the optimal rotation problem under the assumption that both the timber
volume and the timber price evolve according to two potentially correlated geometric
Brownian motions. They consider the rotation strategies under different criteria and
present a comparison of the various policies.

The contents of this study are as follows. In section 2 we present the considered
optimal rotation problem and prove a set of useful results needed for the verification
of optimality and the analysis of the comparative static properties of the value. In
section 3 we then solve the considered optimal impulse control problem and present an
associated optimal stopping problem when the increasing minimal r-excessive map-
ping for the controlled diffusion is convex. Section 4 extends our results to the case
where the increasing minimal r-excessive mapping for the controlled diffusion is not
necessarily globally convex. Our results are then explicitly illustrated in section 5 in a
model based on logistic growth subject to a stochastic intrinsic growth rate. Finally,
some concluding comments are presented in section 6.

2. The optimal rotation problem. Let (Ω,F , {Ft}t≥0,P) be a filtered proba-
bility space, and assume that the dynamics of the controlled diffusion process (i.e., the
stochastic forest stand value growth) are described up to extinction by the generalized
Itô equation (cf. [34])

Xν
t = x +

∫ t

0

µ(Xν
s )ds +

∫ t

0

σ(Xν
s )dWs −

∑
τk≤t

ζk, 0 ≤ t ≤ τν(0),(2.1)

where τν(0) = inf{t ≥ 0 : Xν
t ≤ 0} ≤ ∞ denotes the possibly finite first exit time from

the state-space (0,∞) (i.e., the extinction date) and µ : R+ �→ R and σ : R+ �→ R+

are known sufficiently smooth (at least continuous) mappings for guaranteeing the
existence of a solution for (2.1). In order to avoid interior singularities, we also
assume that σ(x) > 0 for all x ∈ (0,∞). As in [34], a cutting strategy for the system
(2.1) is a possibly finite sequence

ν = (τ1, τ2, . . . , τk, . . . ; ζ1, ζ2, . . . , ζk, . . . )k≤N (N ≤ ∞),

where {τk}k≤N is an increasing sequence of Ft-stopping times (known as the cutting
times) for which τ1 ≥ 0, and {ζk}k≤N denote a sequence of nonnegative impulses (i.e.,
ζk ≥ 0 for all k ≤ N , which can be interpreted as the cutting values) exerted at the
corresponding intervention times {τk}k≤N , respectively. In line with previous studies
of the optimal rotation problem, we assume that whenever the cutting decision is
made, the system is instantaneously driven to a known state x0 ∈ R+. More precisely,
if the forest stand is cut when the system is in the state y ∈ R+, it is instantaneously
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driven to the new lower state y− (y−x0) = x0 (i.e., y−x0 is the size of the impulse).
Consequently, given the optimal threshold value y∗x0

at which the irreversible cutting
decision is made, the subsequent value of the implemented impulse control is always a
known constant. That is, if the initial state of the system is above the optimal cutting
value y∗x0

, then the value of the first impulse is (x− x0)+. The size of the subsequent
impulses is then always a constant y∗x0

− x0 (i.e., ζk = y∗x0
− x0 for k ≥ 2). We denote

as V the class of admissible impulse controls ν = (τ1, τ2, . . . , . . . ; ζ1, ζ2, . . . )k≤N and
assume that τk → τν(0) almost surely for all ν ∈ V and x ∈ R+. In accordance with
the economic and biologic literature considering impulse control models, we assume
that the upper boundary ∞ is natural for the controlled diffusion in the absence of
regulation. Since the unregulated diffusion dominates the controlled diffusion almost
surely, we find that the controlled diffusion is never expected to become arbitrarily
great in finite time. If the lower boundary is regular for the unregulated diffusion, we
assume that it is killing (in line with the concept of extinction). As usual, we denote
as

A =
1

2
σ2(x)

d2

dx2
+ µ(x)

d

dx

the differential operator representing the infinitesimal generator of the controlled dif-
fusion. Given the stochastic forest stand value growth described in (2.1) and our as-
sumptions, define the expected cumulative NPV of all future harvests from the present
up to a potentially infinite future as

Jν(x) = Ex

[
N∑
k=1

e−rτk(Xν
τk
− c)

]
,(2.2)

where c > 0 denotes the reforestation cost of the forest stand. Given the definition of
Jν(x), we consider the optimal rotation problem

V (x) = sup
ν∈V

Jν(x), x ∈ R+,(2.3)

and to determine an admissible cutting policy ν∗ ∈ V for which

Jν
∗
(x) = V (x), x ∈ R+.

That is, we plan to consider and determine the rotation policy maximizing the ex-
pected cumulative NPV of the future harvests from the present up to a potentially
arbitrarily distant future.

Denote now as Xt the controlled diffusion in the absence of interventions. For the
sake of boundedness, we will assume throughout this study that

Ex[e−rt(Xt − c); t < τ(0)] <∞

for all (t, x) ∈ R
2
+. Given our assumptions above, we now define the value of the

associated single rotation (Wicksellian) problem as

V̄ (x) = sup
τ

Ex
[
e−rτ (Xτ − c)

]
,(2.4)

where τ is an arbitrary Ft-stopping time.
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In line with the standard literature on diffusion processes and their resolvent
operators, we denote as L1(R+) the class of measurable mappings f : R+ �→ R

satisfying the uniform integrability condition

Ex

∫ τ(0)

0

e−rs|f(Xs)|ds <∞,

where τ(0) = inf{t ≥ 0 : Xt ≤ 0}. Given the class L1(R+), we define for f ∈ L1(R+)
the (resolvent) functional (Rrf) : R+ �→ R as

(Rrf)(x) = Ex

∫ τ(0)

0

e−rsf(Xs)ds.

As is well known from the literature on linear diffusions, if f ∈ L1(R+), then

(Rrf)(x) = B−1ϕ(x)

∫ x

0

ψ(y)f(y)m′(y)dy + B−1ψ(x)

∫ ∞

x

ϕ(y)f(y)m′(y)dy,

where ψ(x) denotes the increasing and ϕ(x) the decreasing fundamental solution of
the ordinary second order differential equation (Au)(x) = ru(x) (defined on the do-
main of the operator of the diffusion {Xt; t ∈ [0, τ(0))}; see [10, pp. 18–20] for a
thorough characterization of the fundamental solutions and the Green function of a

linear diffusion), B = ψ′(x)
S′(x)ϕ(x) − ϕ′(x)

S′(x)ψ(x) > 0 denotes the constant (with respect

to the scale) Wronskian determinant,

S′(x) = exp

(
−
∫ x 2µ(y)

σ2(y)
dy

)

denotes the density of the scale function S of X, and

m′(x) =
2

σ2(x)S′(x)

denotes the density of the speed measure m of X. It is worth pointing out that since∞
was assumed to be natural, we know that limx→∞ ψ(x) =∞, limx→∞ ψ′(x)/S′(x) =
∞, limx→∞ ϕ(x) = 0, and limx→∞ ϕ′(x)/S′(x) = 0. It is also worth pointing out that
the fundamental solutions ψ(x) and ϕ(x) constitute the minimal r-excessive mappings
for the underlying diffusion {Xt; t ∈ [0, τ(0))} in the sense that any nontrivial r-
excessive mapping for {Xt; t ∈ [0, τ(0))} can be expressed in terms of these mappings
(an integral representation of r-excessive mappings; cf. [10, p. 32]). Before proceeding
any further in our analysis, we first prove the following.

Lemma 2.1. Assume that θ ∈ L1(R+), where θ : R+ �→ R is defined as θ(x) =
µ(x)− rx (the net value appreciation rate of X). Then, for all x ∈ R+ we have that

ψ′′(x) =
2S′(x)

σ2(x)

[
r

∫ x

0

ψ(y)θ(y)m′(y)dy − θ(x)
ψ′(x)

S′(x)

]
.(2.5)

In particular, if 0 is unattainable for X, then

ψ′′(x) =
2rS′(x)

σ2(x)

∫ x

0

ψ(y)(θ(y)− θ(x))m′(y)dy.(2.6)
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Proof. As in [3] and [6], we find by applying Dynkin’s theorem to the identity
mapping x �→ x that for all x ∈ (a, b) ⊆ (0,∞) we have that

Ex

[
e−rτ

∗
Xτ∗

]
= x + Ex

∫ τ∗

0

e−rsθ(Xs)ds,(2.7)

where τ∗ = inf{t ≥ 0 : Xt �∈ (a, b)} denotes the first exit time of the diffusion X from
the set (a, b). It is well known from the classical theory of diffusions that (2.7) can be
rewritten as

a
ϕ̂(x; b)

ϕ̂(a; b)
+ b

ψ̂(x; a)

ψ̂(b; a)
= x +

∫ b

a

G̃(x, y)θ(y)m′(y)dy,(2.8)

where

G̃(x, y) =

{
B̃−1ϕ̂(x; b)ψ̂(y; a), x ≥ y,

B̃−1ϕ̂(y; b)ψ̂(x; a), x ≤ y,

denotes the Green function of the diffusion X killed at a and b,

ψ̂(x; a) = ψ(x)− ψ(a)

ϕ(a)
ϕ(x),

ϕ̂(x; b) = ϕ(x) +
ϕ(b)

ψ(b)
ψ(x),

and B̃ = Bϕ(a)/ϕ̂(a; b) = Bψ(b)/ψ̂(b; a) denotes the Wronskian of the fundamental

solutions ψ̂(x; a) and ϕ̂(x; b). Standard differentiation of (2.8) now yields that

a
ϕ̂′(x; b)

ϕ̂(a, ; b)
+ b

ψ̂′(x; a)

ψ̂(b; a)
= 1 + B̃−1ϕ̂′(x; b)

∫ x

a

ψ̂(y; a)θ(y)m′(y)dy

+ B̃−1ψ̂′(x; a)

∫ b

x

ϕ̂(y; b)θ(y)m′(y)dy.

Dividing this equation first with the term ψ̂′(x; a) and reordering terms then yield

1

ψ̂′(x; a)
=

aϕ̂′(x; b)

ψ̂′(x; a)ϕ̂(a; b)
+

b

ψ̂(b; a)
− B̃−1 ϕ̂

′(x; b)

ψ̂′(x; a)

∫ x

a

ψ̂(y; a)θ(y)m′(y)dy

− B̃−1

∫ b

x

ϕ̂(y; b)θ(y)m′(y)dy.

Differentiating this equation with respect to x and observing that

d

dx

[
ϕ̂′(x; b)

ψ̂′(x; a)

]
=

2rB̃S′(x)

σ2(x)ψ̂′2(x; a)

then yield

ψ̂′′(x; a)

ψ̂′2(x; a)
=

2S′(x)

σ2(x)ψ̂′2(x; a)

[
r

∫ x

a

ψ̂(y; a)θ(y)m′(y)dy − θ(x)
ψ̂′(x; a)

S′(x)
− arB

ϕ(a)

]
.(2.9)
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Equation (2.5) then follows from (2.9) after we notice that lima↓0 ψ̂(x; a) = ψ(x),

lima↓0 ψ̂′′(x; a) = ψ′′(x), and lima↓0 a/ϕ(a) = 0 and invoke the assumption θ ∈
L1(R+). Equation (2.6) then follows from (2.5) after we notice that

ψ′(x)

S′(x)
= r

∫ x

0

ψ(y)m′(y)dy

whenever 0 is unattainable for X.
Lemma 2.1 presents an integral representation of the second derivative of the

increasing fundamental solution ψ(x). Two key consequences of this representation
are now summarized in the following corollary.

Corollary 2.2. (A) Assume that 0 is unattainable (i.e., either natural or en-
trance) for X, that θ ∈ L1(R+), and that there is a threshold x̃ ∈ [0,∞] such that
µ(x) ≤ 0 for x ≥ x̃ and θ(x) is nonincreasing on (0, x̃). Then ψ(x) is strictly convex
on R+.

(B) Assume that 0 is attainable (i.e., either regular or exit) for X, that θ ∈
L1(R+), that limx↓0 µ(x) ≤ 0, and that there is a threshold x̃ ∈ [0,∞] such that
µ(x) ≤ 0 for x ≥ x̃ and θ(x) is nonincreasing on (0, x̃). Then ψ(x) is strictly convex
on R+.

Proof. (A) Assume now that 0 is unattainable for X and that there is a threshold
x̃ ∈ [0,∞] such that µ(x) ≤ 0 for x ≥ x̃ and θ(x) is nonincreasing on (0, x̃). It is clear
that the r-harmonicity of ψ(x) implies that for all x ∈ [x̃,∞) we have

1

2
σ2(x)ψ′′(x) = rψ(x)− µ(x)ψ′(x) > 0,

since ψ(x) > 0, ψ′(x) > 0, and µ(x) ≤ 0 on [x̃,∞). On the other hand, the assumed
monotonicity of θ(x) and (2.6) implies that ψ′′(x) > 0 on R+, that is, that ψ(x) is
strictly convex on R+.

(B) As in the case of part (A), ψ(x) is strictly convex on [x̃,∞). Define the
functional I : R+ �→ R as

I(x) = r

∫ x

0

ψ(y)θ(y)m′(y)dy − θ(x)
ψ′(x)

S′(x)
.

It is clear that

lim
x↓0

I(x) = − lim
x↓0

µ(x)
ψ′(x)

S′(x)
≥ 0,

since ψ′(x)/S′(x) > 0 and limx↓0 µ(x) ≤ 0. Assume now that 0 < x1 < x2 < x̃. Then

I(x2)− I(x1) = r

∫ x2

x1

ψ(y)θ(y)m′(y)dy + θ(x1)
ψ′(x1)

S′(x1)
− θ(x2)

ψ′(x2)

S′(x2)

≥ rθ(x2)

∫ x2

x1

ψ(y)m′(y)dy + θ(x1)
ψ′(x1)

S′(x1)
− θ(x2)

ψ′(x2)

S′(x2)

= (θ(x1)− θ(x2))
ψ′(x1)

S′(x1)
≥ 0,

proving that I(x) is nondecreasing on the set where θ(x) is nonincreasing. Con-
sequently, we find that ψ′′(x) > 0 on R+, that is, that ψ(x) is strictly convex on
R+.
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Corollary 2.2 states a set of conditions under which the increasing minimal r-
excessive mapping for the controlled diffusion {Xt; t ∈ [0, τ(0))} is strictly convex
on R+. As we will later observe, the strict convexity of the increasing fundamental
solution is useful when proving the existence and uniqueness of the optimal cutting
policy and its value. Another auxiliary result which is helpful in proving the existence
of an optimal exercise threshold in both the single rotation (Wicksellian) and the
ongoing rotation (Faustmannian) case is now summarized in the following (extending
the results obtained in Proposition 1 in [8]).

Lemma 2.3. Assume that there is a threshold x̌ ∈ R+ such that θ(x) + rc � 0

when x � x̌. Then there is a threshold ȳ = argmax
{ (x−c)
ψ(x)

}
> max(x̌, c) satisfying the

ordinary first order condition

ψ(ȳ) = ψ′(ȳ)(ȳ − c).(2.10)

Moreover,

d

dx

[
x− c

ψ(x)

]
� 0, x � ȳ.

In particular, τ̄ = inf{t ≥ 0 : Xt �∈ (0, ȳ)} is the optimal stopping time and

V̄ (x) = ψ(x) sup
y≥x

[
y − c

ψ(y)

]
=

{
x− c, x ≥ ȳ,
ψ(x)
ψ′(ȳ) , x < ȳ.

(2.11)

Proof. Since the mapping x − c is bounded on any bounded and open interval
(0, y) ⊂ R+, Dynkin’s theorem implies that for all x ∈ R+ we have that

Ex

[
e−rτ(0,y)(Xτ(0,y) − c)

]
= x− c + Ex

∫ τ(0,y)

0

e−rs(θ(Xs) + rc)ds,(2.12)

where τ(0, y) = inf{t ≥ 0 : Xt �∈ (0, y)} and y ∈ (0,∞). It is well known from the
classical theory of diffusions that for x ∈ (0, y) (2.12) can be rewritten as

(y − c)
ψ(x)

ψ(y)
− c

ϕ̄(x)

ϕ̄(0)
= x− c + B−1ϕ̄(x)

∫ x

0

ψ(t)(rc + θ(t))m′(t)dt

+ B−1ψ(x)

∫ y

x

ϕ̄(t)(rc + θ(t))m′(t)dt,(2.13)

where ϕ̄(x) = ϕ(x) − ϕ(y)ψ(x)/ψ(y). Dividing (2.13) now with ψ(x) and differenti-
ating then yield

d

dx

[
x− c

ψ(x)

]
=

S′(x)

ψ2(x)

[
cB

ϕ̄(0)
+

∫ x

0

ψ(y)(rc + θ(y))m′(y)dy

]
.

Letting y tend to infinity in ϕ̄(x) and simplifying then yield

ψ(x)− ψ′(x)(x− c) = S′(x)

[
cB

ϕ(0)
+

∫ x

0

ψ(y)(rc + θ(y))m′(y)dy

]
.

Since S′(x) > 0, it is sufficient to consider the behavior of the functional

I(x) =
cB

ϕ(0)
+

∫ x

0

ψ(y)(rc + θ(y))m′(y)dy.
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It is clear that I(x) > 0 as long as x ≤ x̌. If x > K > x̌, then the mean value theorem
implies that

I(x) = I(K) +

∫ x

K

ψ(y)(rc + θ(y))m′(y)dy = I(K) +
rc + θ(ξ)

r

[
ψ′(x)

S′(x)
− ψ′(K)

S′(K)

]
,

where ξ ∈ (K,x). Since rc + θ(ξ) < 0 and limx→∞ ψ′(x)/S′(x) = ∞, we find that
limx→∞ I(x) = −∞. Since I(x) is continuous on R+ and monotonically decreasing on
(x̌,∞), we find that there is a unique threshold ȳ for which I(ȳ) = 0 and, consequently,
for which ψ(ȳ) = ψ′(ȳ)(ȳ − c).

Denote now the proposed value function as V̄p(x). Since V̄p(x) = Ex[e−rτ̄ (X(τ̄)−
c)] and the stopping time in (2.4) is arbitrary, we immediately find that V̄ (x) ≥ V̄p(x).
In order to prove the opposite inequality, we first observe that the proposed value
function is continuously differentiable on R+ and twice continuously differentiable on
R+\{ȳ} and dominates the exercise payoff (x − c) for all x ∈ R+. Moreover, since
(AV̄p)(x) = rV̄p(x) on (0, ȳ) and

(AV̄p)(x)− rV̄p(x) = θ(x) + rc < 0

on (ȳ,∞), we find that V̄p(x) is an r-excessive majorant of the exercise payoff x− c.
However, since V (x) is the least of such majorants, we find that V̄ (x) ≤ V̄p(x),
completing the proof of our theorem.

Lemma 2.3 states a set of weak conditions under which the single rotation problem
(2.4) is solvable and under which the mapping ψ(x)− ψ′(x)(x− c) has a unique root
on (0,∞). In economic terms, Lemma 2.3 essentially states that if there is a threshold
above which the expected present value of the NPV of the project is decreasing (that is,
if there is a threshold above which the futures price effect dominates the option effect;
cf. [22]), then there is a unique threshold at which the harvesting opportunity should
be irreversibly exercised. As we will later observe, this finding plays an important role
in the determination of the optimal threshold in the ongoing rotation case as well.

3. The nonlinear programming approach. Having presented the considered
optimal rotation problem and a set of auxiliary results, it is our purpose to now solve
the stochastic impulse control problem (2.3) explicitly. It is now clear that if there
is a state y ∈ R+ at which the diffusion is instantaneously driven to the lower state
x0 ∈ (0, y) (a suboptimal impulse control), then for all x < y we have that the value
of such a cutting strategy reads as

Fy(x) = Ex

[
e−rτ(0,y)

(
Xτ(0,y) − c + Fy(x0)

)]
= (y − c + Fy(x0))

ψ(x)

ψ(y)
,(3.1)

where τ(0, y) = inf{t ≥ 0 : Xt ≥ y} and ψ : R+ �→ R+ denotes the increasing
fundamental solution of the ordinary second order differential equation (Au)(x) =
ru(x) subject to the boundary condition ψ(0) = 0 whenever 0 is a regular boundary
for Xt. It is now clear from (3.1) that letting x tend to y yields the value-matching
condition

Fy(y) = y − c + Fy(x0).(3.2)

Similarly, letting x ↓ x0 in (3.1) then yields that

Fy(x0) = (y − c + Fy(x0))
ψ(x0)

ψ(y)
,



STOCHASTIC FOREST VALUE AND TIMBER HARVESTING 1981

implying that

Fy(x0) =
ψ(x0)(y − c)

ψ(y)− ψ(x0)
.(3.3)

Plugging (3.3) into (3.1) then yields that for all x ∈ (0, y) we have that

Fy(x) =
ψ(x)(y − c)

ψ(y)− ψ(x0)
,(3.4)

which can be rewritten as

Fy(x) =
Ex[e−rτ(y)(Xτ(y) − c)]

1−Ex0
[e−rτ(y)]

,

where τ(y) = inf{t ≥ 0 : Xt = y}. Consequently, we find that for all potentially
suboptimal rotation policies described in the beginning of this section the expected
cumulative present value of the future harvests from the present up to a potentially
infinite future reads as

Fy(x) =

{
x− c + ψ(x0)g(y), x ≥ y,

ψ(x)g(y), x < y,
(3.5)

where

g(y) =
(y − c)

ψ(y)− ψ(x0)
.

Standard differentiation now yields that

g′(y) =
[ψ(y)− ψ(x0)− ψ′(y)(y − c)]

(ψ(y)− ψ(x0))2
.(3.6)

Therefore, if a threshold y∗x0
maximizing the mapping g(y) on the set (x0,∞) exists,

it has to satisfy the ordinary first order condition

ψ(y∗x0
) = ψ(x0) + ψ′(y∗x0

)(y∗x0
− c).(3.7)

Since

g′′(y∗x0
) = − ψ′′(y∗x0

)

ψ′(y∗x0
)(ψ(y∗x0

)− ψ(x0))
,

we find that y∗x0
can be a maximum of g(y) on the set (x0,∞) provided that the

condition ψ′′(y∗x0
) > 0 is satisfied (i.e., the increasing fundamental solution has to

be locally convex at the optimal threshold). Moreover, if a threshold y∗x0
∈ (x0,∞)

satisfying the necessary condition (3.7) exists, then g(y∗x0
) = 1/ψ′(y∗x0

) and, therefore,

Fy∗x0 (x) =



x− c + ψ(x0)

ψ′(y∗x0 ) , x ≥ y∗x0
,

ψ(x)
ψ′(y∗x0 ) , x < y∗x0

.
(3.8)

It is at this point worth observing that dividing the necessary condition (3.7) with
the term ψ(y∗x0

) and reordering terms then yield

1− ψ(x0)

ψ(y∗x0
)

=
ψ′(y∗x0

)

ψ(y∗x0
)

(y∗x0
− c).
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Since x0 < y∗x0
and, consequently, Ex0

[e−rτ(y
∗
x0

)] = ψ(x0)/ψ(y∗x0
), we observe that the

equation above can be rewritten as

1−Ex0 [e−rτ(y
∗
x0

)] =
ψ′(y∗x0

)

ψ(x0)
Ex0 [e−rτ(y

∗
x0

)(Xτ(y∗x0 ) − c)].

A simple algebraic manipulation of this equation then yields that

Ex0 [e−rτ(y
∗
x0

)]

Ex0
[e−rτ(y

∗
x0

)(Xτ(y∗x0 ) − c)]

rψ(y∗x0
)

ψ′(y∗x0
)

=
r

1−Ex0
[e−rτ(y

∗
x0

)]
.(3.9)

Invoking now the r-harmonicity of the fundamental solution ψ(x) then yields that
rψ(y∗x0

) = µ(y∗x0
)ψ′(y∗x0

)+ 1
2σ

2(y∗x0
)ψ′′(y∗x0

) and, therefore, that (3.9) can be rewritten
as

Ex0
[e−rτ(y

∗
x0

)B(Xτ(y∗x0 ))]

Ex0
[e−rτ(y

∗
x0

)(Xτ(y∗x0 ) − c)]
=

r

1−Ex0
[e−rτ(y

∗
x0

)]
,(3.10)

where B(x) = µ(x)+ 1
2σ

2(x)ψ′′(x)/ψ′(x) = µ(x)+ 1
2σ

2(x) d
dx lnψ′(x). Equation (3.10)

is the stochastic version of the well-known Faustmann formula for the optimal rotation
period (cf. [34]). As is clear from (3.10), the major difference between the stochastic

and the deterministic version of the Faustmann formula is the term 1
2σ

2(x)ψ
′′(x)
ψ′(x)

measuring the required risk premium of the decision maker. It is also clear that the
deterministic Faustmann formula for the optimal rotation period can be obtained
from (3.10) simply by letting σ(x) ↓ 0. Given the results of Corollary 2.2, we can now
prove the following.

Corollary 3.1. Assume that the conditions of Corollary 2.2 are met. Then

Ex0 [e−rτ(y
∗
x0

)µ(Xτ(y∗x0 ))]

Ex0
[e−rτ(y

∗
x0

)(Xτ(y∗x0 ) − c)]
≤ r

1−Ex0
[e−rτ(y

∗
x0

)]
.(3.11)

Proof. Given the conditions of Corollary 2.2, ψ(x) is strictly convex and, therefore,
B(x) ≥ µ(x) for all x ∈ R+.

Although our analysis above demonstrates what an optimal policy has to satisfy
whenever it exists, it is not clear whether an optimal exercise threshold (i.e., the
optimal cutting value) exists. Fortunately, we can now prove the following.

Lemma 3.2. Assume that x0 < c and that the conditions of Corollary 2.2 and
Lemma 2.3 are met. Then there is a unique threshold y∗x0

∈ (c, ȳ) satisfying (3.7).
Proof. Consider now the mapping f : R+ �→ R defined as

f(y) = ψ(y)− ψ(x0)− ψ′(y)(y − c).

Since f ′(y) = −ψ′′(y)(y− c) and ψ(x) is strictly convex given the conditions of Corol-

lary 2.2, we find that f ′(y) � 0 when y � c, implying that c = argmax{f(y)}, that is,

that the mapping f(y) attains its global maximum at c. Since ψ(x) is increasing, we
find that f(c) = ψ(c)− ψ(x0) > 0. However, since

f(ȳ) = ψ(ȳ)− ψ(x0)− ψ′(ȳ)(ȳ − c) = −ψ(x0) < 0

and ψ(y) < ψ′(y)(y − c) for all y > ȳ by Lemma 2.3, we find that the mapping f(y)
has a unique root y∗x0

∈ (c, ȳ). Combining this finding with (3.6) then implies that
y∗x0

= argmax{g(y)}.
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Lemma 3.2 essentially establishes that if the increasing fundamental solution is
strictly convex, the conditions of Lemma 2.3 are met, and x0 < c, then a unique
threshold y∗x0

maximizing g(y) always exists. It is worth noticing that if x0 > c, then
f(c) = ψ(c) − ψ(x0) < 0 and, therefore, in that case the necessary condition (3.7)
can never be satisfied. If c = x0, then the equation f(y) = 0 has a unique root at
c (as was noted in [34]). However, since f(y) does not change sign in that case, we
find that c constitutes an inflection point for g(y) and, therefore, that no interior
root maximizing g(y) exists. It is worth pointing out that the results of Lemma 3.2
extend the results obtained in [34], since they show not only that an optimal threshold
y∗x0

exists but that the threshold y∗x0
also maximizes the representation Fy(x) on the

continuation set x ∈ (0, y) (i.e., in the do-nothing region). As we will observe in the
subsequent analysis, the findings of Lemma 3.2 play a key role in the verification of
the existence and uniqueness of an optimal cutting strategy. Before stating the main
result of our study, we assume from now on that x0 < c. Given this assumption,
consider the recursive optimal stopping problem

H(x) = sup
τ<τ(0)

Ex
[
e−rτ (Xτ − c + H(x0))

]
,(3.12)

where τ is an arbitrary Ft-stopping time satisfying the constraint τ < τ(0). Since
H(x) ≥ x − c + H(x0) for all x ∈ R+, we find by letting x → x0 that especially
H(x0) ≥ x0 − c + H(x0), that is, that x0 ≤ c. Consequently, we find that the
assumption x0 < c is actually a consistency condition needed for the existence of a
solution for the recursive stopping problem (3.12). We can now prove the following.

Lemma 3.3. Assume that x0 < c and that the mapping M : R+ �→ R+ is
r-excessive for the diffusion {Xt; t ∈ [0, τ(0))} and satisfies the recursive condition
M(x) ≥ x− c + M(x0) for all x ∈ R+. Then

M(x) ≥ sup
τ<τ(0)

Ex
[
e−rτ (Xτ − c + M(x0))

]
for all x ∈ R+.

Proof. Our assumptions imply that for all x ∈ R+ we have that

M(x) ≥ Ex
[
e−rτnM(Xτn)

] ≥ Ex
[
e−rτn(Xτn − c + M(x0))

]
,

where τn = n ∧ inf{t ≥ 0 : Xt �∈ (n−1, n)} ∧ τ is an almost surely finite Ft-stopping
time. Letting n→∞ and invoking Fatou’s lemma then yield

M(x) ≥ Ex
[
e−r(τ(0)∧τ)(Xτ(0)∧τ − c + M(x0))

]
.

Since this inequality is valid for an arbitrary stopping time, it must be valid for the
optimal one as well and, therefore,

M(x) ≥ sup
τ<τ(0)

Ex
[
e−rτ (Xτ − c + M(x0))

]
for all x ∈ R+.

Having stated the auxiliary Lemma 3.3, we are now in a position to state our
main results on the optimal cutting strategy and its value. These results are now
summarized in the following.

Theorem 3.4. Assume that x0 < c and that the conditions of Lemma 3.2 are met.
Then the optimal stopping time is τ(0, y∗x0

) = inf{t ≥ 0 : Xt ≥ y∗x0
} and the value of
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the optimal stopping problem (3.12) reads as H(x) = Fy∗x0 (x), where Fy∗x0 (x) is defined

as in (3.8) and y∗x0
is the optimal exercise threshold satisfying (3.7) and defined as in

Lemma 3.2. Moreover, the optimal cutting value is y∗x0
and V (x) = H(x) = Fy∗x0 (x)

for all x ∈ R+.
Proof. It is now clear that since the stopping time in (3.12) is arbitrary and the

threshold y∗x0
exists and is unique under the conditions of our theorem, we have that

H(x) ≥ Fy∗x0
(x). To prove the opposite inequality, we first observe that the proposed

value function Fy∗x0
(x) is nonnegative, that Fy∗x0

∈ C1(R+)∩C2(R+\{y∗x0
}), and that

∞ > limx↑y∗x0 F
′′
y∗x0

(x) =
ψ′′(y∗x0 )

ψ′(y∗x0 ) ≥ 0 = limx↓y∗x0 F
′′
y∗x0

(x) (i.e., Fy∗x0
(x) is stochastically

of class C2(R+); cf. [12], [13], and [24, pp. 215–216]). Since Fy∗x0
(x) satisfies the

ordinary second order linear differential equation (AFy∗x0 )(x) = rFy∗x0 (x) on (0, y∗x0
),

it is sufficient to consider the sign of the mapping D(x) = (AFy∗x0 )(x)− rFy∗x0 (x) on

(y∗x0
,∞). The convexity of the increasing fundamental solution implies that rψ(x) >

µ(x)ψ′(x) for all x ∈ R+. Thus we find that for all x ∈ (y∗x0
,∞)

D(x) =
1

ψ′(x)

[
µ(x)ψ′(x)− rψ′(x)(x− c)− r

ψ(x0)

ψ′(y∗x0
)
ψ′(x)

]

≤ r

[
ψ(x)

ψ′(x)
− (x− c)− ψ(x0)

ψ′(y∗x0
)

]
.(3.13)

However, since ψ(x)− ψ′(x)(x− c) < ψ(x0) for all x ∈ (y∗x0
,∞), we find that

D(x) ≤ ψ(x0)

ψ′(x)
− ψ(x0)

ψ′(y∗x0
)

=
ψ(x0)(ψ′(y∗x0

)− ψ′(x))

ψ′(x)ψ′(y∗x0
)

≤ 0,

proving that Fy∗x0
(x) is r-superharmonic for the diffusion X (cf. [25, Chapter 10]).

Since the class of nonnegative r-superharmonic mappings coincides with the class of
r-excessive mappings, we find that Fy∗x0

(x) is r-excessive for the diffusion X. Consider
now the difference

Fy∗x0
(x)− (x− c + Fy∗x0

(x0)) =




0, x ≥ y∗x0
,

ψ(x)−ψ(x0)−ψ′(y∗x0 )(x−c)
ψ′(y∗x0 ) , x < y∗x0

,

and define the twice continuously differentiable mapping M̃ : R+ �→ R as

M̃(x) =
ψ(x)− ψ(x0)− ψ′(y∗x0

)(x− c)

ψ′(y∗x0
)

.

It is now clear that M̃ ′(x) = (ψ′(x)−ψ′(y∗x0
))/ψ′(y∗x0

) and that M̃ ′′(x) = ψ′′(x)/ψ′(y∗x0
)

> 0. Consequently, y∗x0
is a global minimum of the mapping M̃(x). Since M̃(y∗x0

) = 0,

we find that M̃(x) > 0 for all x ∈ R+. Consequently, we find that Fy∗x0 (x) satisfies
the conditions of Lemma 3.3 and, therefore, that

Fy∗x0 (x) ≥ sup
τ<τ(0)

Ex

[
e−rτ (Xτ − c + Fy∗x0 (x0))

]
.

However, since Fy∗x0
(x) satisfies the recursive relation

Fy∗x0 (x) = Ex

[
e−rτ(0,y

∗
x0

)(Xτ(0,y∗x0 ) − c + Fy∗x0 (x0))
]
,
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we find that τ(0, y∗x0
) is optimal and that Fy∗x0 (x) ≥ H(x), finally proving that

Fy∗x0
(x) = H(x). It remains to prove that Fy∗x0

(x) = V (x). Since Xν
t ∈ (0, y∗x0

)
for all t > 0 under the proposed cutting policy, we find that

lim
k→∞

Ex[e−rτkFy∗x0 (Xν
τk

)] = 0.

Combining this finding with our previous results then proves that Fy∗x0
(x) satisfies

the conditions of part (b) of Theorem 2.1 in [25] and, therefore, that Fy∗x0
(x) = V (x)

as well.
Theorem 3.4 states a set of conditions under which the stochastic impulse control

problem (2.3) is solvable. In line with previous studies relying on explicit parametric
models, we find that the optimal cutting strategy is such that there is a critical
threshold y∗x0

at which the irreversible cutting decision should be exercised and at
which the controlled diffusion is instantaneously driven to the lower state x0. The
results of Theorem 3.4 are general, since they show that an optimal cutting policy may
exist even in the presence of extinction risk, i.e., in cases where the lower boundary
may be attainable for the controlled diffusion Xt (this can be also interpreted as
liquidation or default risk). This observation is of interest since it demonstrates the
surprising robustness of the modified Faustmann formula (3.10). It is also worth
pointing out that the proof of Theorem 3.4 also shows that Fy(x) as defined in (3.5)
is r-excessive for {Xt; t ∈ [0, τ(0))} and satisfies the inequality Fy(x) ≥ x − c +
Fy(x0) only when y = y∗x0

. Consequently, we find that Fy∗x0
(x) is the unique r-

excessive mapping for {Xt; t ∈ [0, τ(0))} satisfying the recursive condition (3.1) and
the inequality Fy(x) ≥ x − c + Fy(x0). An important consequence of the findings of
Theorem 3.4 is now summarized in the following.

Corollary 3.5. Assume that the conditions of Theorem 3.4 are met. Then
the value of the ongoing rotation problem dominates the value of the single rotation
problem; that is, then V (x) ≥ V̄ (x).

Proof. As was demonstrated in the proof of Theorem 3.4, V (x) is r-excessive for
the diffusion {Xt; t ∈ [0, τ(0))} and satisfies the condition V (x) ≥ x − c + V (x0) for
all x ∈ R+. Consequently,

V (x) ≥ Ex
[
e−rτnV (Xτn)

] ≥ Ex
[
e−rτn(Xτn − c + V (x0))

] ≥ Ex
[
e−rτn(Xτn − c)

]
,

where τn = n ∧ inf{t ≥ 0 : Xt �∈ (n−1, n)} ∧ τ is an almost surely finite Ft-stopping
time and τ is an arbitrary stopping time. Letting n→∞ and invoking Fatou’s lemma
then prove the alleged result.

Corollary 3.5 shows the intuitively clear result that the value of the ongoing rota-
tion (Faustmann’s tree cutting problem) impulse control problem dominates the value
of the associated single rotation (Wicksell’s tree cutting problem) optimal stopping
problem. The reason for this finding is clear in light of the recursive stopping prob-
lem (3.12). Interestingly, we find that the impulse control problem (2.3) is actually
very closely related to the optimal stopping problem presented in Corollary 3.5. Our
main result on this relationship is summarized in the following.

Theorem 3.6. Assume that the conditions of Theorem 3.4 are met and that the
lower boundary 0 is exit, killing, or natural for {Xt; t ∈ [0, τ(0))}. Then the following
hold.

(A) limx0↓0 y
∗
x0

= ȳ = argmax
{
x−c
ψ(x)

}
and limx0↓0 V (x) = V̄ (x), where V̄ (x) is

defined as in (2.11).
(B) The single rotation (Wicksellian) boundary ȳ dominates the ongoing rotation

(Faustmannian) boundary y∗x0
; that is, ȳ > y∗x0

.
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Proof. (A) If 0 is exit, killing, or natural for {Xt; t ∈ [0, τ(0))}, then limx0↓0 ψ(x0) =
0, implying the alleged results. The rest is a direct consequence of Proposition 1 in
[8]. Part (B) then follows directly from Theorem 3.4.

Theorem 3.6 shows that the associated optimal stopping problem (3.12) is solv-
able under the conditions of our Theorem 3.4 and under a set of suitable boundary
conditions at 0. As one can also immediately observe from Theorem 3.6, the exercise
threshold of the single rotation stopping problem dominates the threshold of the con-
sidered optimal rotation problem. Consequently, our results establish the intuitively
clear result that the required exercise premium is higher in the single rotation problem
than in the optimal rotation problem (2.3). It is also worth observing that in line with
the modified Faustmann rule (3.10), the single rotation rule (2.10) can be rewritten as

Ex[e−rτ(ȳ)B(Xτ(ȳ))]

Ex[e−rτ(ȳ)(Xτ(ȳ) − c)]
= r,(3.14)

implying that

Ex[e−rτ(ȳ)B(Xτ(ȳ))]

Ex[e−rτ(ȳ)(Xτ(ȳ) − c)]
≤ r

1−Ex[e−rτ(ȳ)]

and that given the conditions of Corollary 2.2 we have that

Ex[e−rτ(ȳ)µ(Xτ(ȳ))]

Ex[e−rτ(ȳ)(Xτ(ȳ) − c)]
≤ r ≤ r

1−Ex[e−rτ(ȳ)]
.(3.15)

Having considered the existence and uniqueness of a solution for the optimal
rotation problem (2.3), it is our purpose to now consider the risk sensitivity of the
optimal policy and its value. To accomplish this task, define the process

X̃ν
t = x +

∫ t

0

µ(X̃ν
s )ds +

∫ t

0

σ̃(X̃ν
s )dWs −

∑
τk≤t

ζk, 0 ≤ t ≤ τ̃ν(0),(3.16)

where τ̃ν(0) = inf{t ≥ 0 : X̃ν
t ≤ 0} ≤ ∞ and σ̃ : R+ �→ R+ is a continuous mapping

satisfying the inequality σ̃(x) ≤ σ(x) for all x ∈ R+. In accordance with our previous
notation, we denote as

Ã =
1

2
σ̃2(x)

d2

dx2
+ µ(x)

d

dx

the differential operator representing the infinitesimal generator of {X̃t; t ∈ [0, τ̃(0))}
and as Ṽ (x) the value of the impulse control problem (2.3) in the presence of the less
volatile process X̃t. Our main results on the risk sensitivity of the optimal policy and
its value are now summarized in the following.

Theorem 3.7. Assume that the conditions of Theorem 3.4 are met. Then,
Ṽ (x) ≤ V (x) for all x ∈ R+. That is, increased volatility increases the value of the
optimal rotation problem (2.3).

Proof. Theorem 3.4 shows that V (x) is convex and r-excessive for {Xt; t ∈
[0, τ(0))}. Moreover, for all x ∈ R+\{y∗x0

} we have that

(ÃV )(x)− rV (x) = ((Ã − A+A)V )(x)− rV (x) ≤ 1

2
(σ̃2(x)− σ2(x))V ′′(x) ≤ 0.
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Consequently, we find that V (x) is r-excessive for {X̃t; t ∈ [0, τ̃(0))} as well (cf.
[3]). Since V (x) ≥ x − c + V (x0) and limk→∞Ex[e−rτkV (Xν

τk
)] = 0, we find that

V (x) satisfies the conditions of part (a) of Theorem 2.1 in [25] and, therefore, that
V (x) ≥ Ṽ (x) for all x ∈ R+.

Theorem 3.7 shows that given the conditions of Theorem 3.4, increased volatility
increases the value of the optimal rotation problem (2.3). In other words, Theorem
3.7 demonstrates that increased volatility increases the expected NPV of the future
harvests from the present up to an arbitrarily distant future. The impact of increased
volatility on the optimal exercise threshold and rotation length is summarized in the
following.

Theorem 3.8. Assume that the conditions of Theorem 3.4 are met. Then, in-
creased volatility increases the optimal exercise threshold and, therefore, decelerates
rational harvesting. More precisely, ỹx0

≤ y∗x0
, where ỹx0

denotes the optimal har-

vesting threshold in the presence of the less volatile value dynamics X̃ν
t .

Proof. Define the continuous mappings u : R+ �→ R+ and ũ : R+ �→ R+ for all
y ∈ (x0, x) as

u(y) =
ψ(y)

ψ(x)
− ψ(y)− ψ(x0)

ψ(x)− ψ(x0)
and ũ(y) =

ψ̃(y)

ψ̃(x)
− ψ̃(y)− ψ̃(x0)

ψ̃(x)− ψ̃(x0)
,

where ψ̃(x) denotes the increasing fundamental solution of the ordinary second order
differential equation (Ãv)(x) = rv(x). Since limy↑x u(y) = limy↑x ũ(y) = 0, the

mappings ũ(y) and u(y) are continuous, and ψ(y)/ψ(x) ≥ ψ̃(y)/ψ̃(x) for all y ≤ x
and we find that for all ε > 0 there is an open neighborhood (x− δ, x) of x such that
for all y ∈ (x− δ, x) we have that

ψ(y)− ψ(x0)

ψ(x)− ψ(x0)
>

ψ(y)

ψ(x)
− ε >

ψ̃(y)

ψ̃(x)
− ε >

ψ̃(y)− ψ̃(x0)

ψ̃(x)− ψ̃(x0)
− ε.

However, since ε > 0 is arbitrary and limy↑x(ψ(y)−ψ(x0))/(ψ(x)−ψ(x0)) = limy↑x(ψ̃(y)

− ψ̃(x0))/(ψ̃(x)− ψ̃(x0)) = 1, we find that

ψ′(x)

ψ(x)− ψ(x0)
≤ ψ̃′(x)

ψ̃(x)− ψ̃(x0)

for all x ∈ (x0,∞). Denote now as ỹx0
the optimal harvesting threshold in the presence

of the less volatile value dynamics X̃ν
t . Then

f(ỹx0) = (ψ(ỹx0)− ψ(x0))

(
1− ψ′(ỹx0)

ψ(ỹx0)− ψ(x0)
(ỹx0 − c)

)

≥ (ψ(ỹx0)− ψ(x0))

(
1− ψ̃′(ỹx0)

ψ̃(ỹx0)− ψ̃(x0)
(ỹx0 − c)

)
= 0,

implying that ỹx0 ≤ y∗x0
and completing the proof of our theorem.

Thus we find, in line with studies considering irreversible investment decisions,
that increased volatility increases both the value and the optimal exercise threshold
of the optimal rotation problem. Consequently, we observe that increased volatil-
ity increases the required exercise premium of a rational harvester and, therefore,
postpones the irreversible harvesting decision.
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4. Extensions. Although the results of our previous section are general, they
rely heavily on the strict convexity of the increasing fundamental solution ψ(x). Un-
fortunately, this condition is not always satisfied in models subject to mean reversion
or pure compensation (for example, for the logistic model µ(x) = µx(1 − γx) the
auxiliary mapping θ(x) is decreasing only when µ ≤ r, that is, only when the intrinsic
growth rate at low densities is smaller than the discount rate r). An important impli-
cation of Lemma 2.1 dealing with these cases is now summarized in the following (cf.
[3] and [5]).

Corollary 4.1. Assume that limx↓0 θ(x) ≥ 0 ≥ limx→∞ θ(x) and that there is
a threshold x̄ ∈ (0,∞) such that θ(x) is increasing on (0, x̄) and decreasing on (x̄,∞)
(i.e., x̄ = argmax{θ(x)}). Then there is a unique threshold x∗ ∈ (x̄, θ−1(0)) for which

ψ′′(x∗) = 0 and ψ′′(x) � 0, when x � x∗. Moreover, limx↓0 ψ′(x)x = 0.

Proof. As was shown in the proof of Corollary 2.2, the mapping I(x) is increasing
on the set where θ(x) is decreasing. Proving then that I(x) is decreasing on the set
where θ(x) is increasing is completely analogous. Since limx↓0 ψ′(x)/S′(x) ≥ 0, we
find that

lim
x↓0

I(x) = − lim
x↓0

θ(x)
ψ′(x)

S′(x)
≤ 0.

Consequently, I(x) is negative on the set (0, x̄). However, since θ(x) is decreasing on
(x̄,∞) and satisfies the condition limx→∞ θ(x) ≤ 0, we find that θ(x) has a unique
root θ−1(0) on (x̄,∞). Since

I(θ−1(0)) = r

∫ θ−1(0)

0

ψ(y)θ(y)m′(y)dy > 0

and I(x) is monotonically increasing and continuous on (x̄,∞), we find that the
equation I(x) = 0 has a unique root on (x̄, θ−1(0)), thus completing the proof of
the first part of our corollary. To prove that limx↓0 ψ′(x)x = 0 we observe that the
concavity of ψ(x) on (0, x∗) implies that ψ(0) ≤ ψ(x) − ψ′(x)x for all x ∈ (0, x∗).
Consequently, we find that 0 ≤ ψ′(x)x ≤ ψ(x) − ψ(0). Letting x ↓ 0 then completes
the proof of our corollary.

Corollary 4.1 states a set of conditions under which the increasing fundamental
solution ψ(x) is strictly convex above a threshold x∗ and concave below it (that is,
ψ′(x) has a unique global minimum on R+). An important consequence of this finding
is now summarized in the following.

Lemma 4.2. Assume that x0 < c and that the conditions of Corollary 4.1 and
Lemma 2.3 are met. Then there is a unique threshold y∗x0

∈ (max(x∗, c), ȳ) satisfying
(3.7).

Proof. First, we observe that, given the conditions of Lemma 2.3, the mapping
(x−c)/ψ(x) attains its maximum on the set where ψ(x) is convex, that is, on (x∗,∞).
Assume first that x∗ < c. Then we find that f(y) is decreasing on (0, x∗)∪ (c,∞) and
increasing on (x∗, c), thus implying that c constitutes an interior local maximum of
f(y). The concavity of ψ(x) on (0, x∗) and Taylor’s theorem imply that

ψ(x0) ≤ ψ(x∗) + ψ′(x∗)(x0 − x∗)

and, therefore, that

f(x∗) ≥ ψ′(x∗)(c− x0) > 0.
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Since f(c) = ψ(c) − ψ(x0) > 0 and f ′(y) = −ψ′′(y)(y − c) < 0 on (x∗,∞) by
the strict convexity of ψ(y) on (x∗,∞), the alleged result follows from the proof
Lemma 3.2. The proof in the case x∗ > c is completely analogous (with the only
exception being that in that case x∗ constitutes an interior local maximum of f(y)).
If x∗ = c, then f(y) is decreasing on R+. However, since f(c) = ψ(c)−ψ(x0) > 0 and
f ′(y) = −ψ′′(y)(y − c) < 0 on (x∗,∞) by the strict convexity of ψ(y) on (x∗,∞), the
alleged result follows again from the proof Lemma 3.2.

Lemma 4.2 shows that given the conditions of Corollary 4.1 and Lemma 2.3
the necessary condition (3.7) also has a unique root on (max(x∗, c), ȳ) at which the

representation (3.4) is maximized on (x0,∞) since g′(y) � 0 whenever y � y∗x0
.

Consequently, we observe that the global convexity of the increased fundamental
solution ψ(x) is not necessarily required for the existence and uniqueness of an optimal
cutting value y∗x0

. Our main result is now summarized in the following.
Theorem 4.3. Assume that x0 < c, that the conditions of Lemma 4.2 are met,

and that ψ′(y∗x0
)c > ψ(x0) (that is, that ψ′(y∗x0

)y∗x0
> ψ(y∗x0

)). Then, the optimal
stopping time is τ(0, y∗x0

) = inf{t ≥ 0 : Xt ≥ y∗x0
}, and the value of the optimal

stopping problem (3.12) reads as Hc(x) = Fy∗x0
(x), where Fy∗x0

(x) is defined as in

(3.8) and y∗x0
is the optimal exercise threshold satisfying (3.7) and defined as in Lemma

4.2. Moreover, the optimal cutting value is y∗x0
and V (x) = H(x) = Fy∗x0

(x) for all
x ∈ R+.

Proof. Proving the r-excessivity of the mapping Fy∗x0
(x) for the diffusion {Xt; t ∈

[0, τ(0)} is analogous to the proof in Theorem 3.4. To prove that Fy∗x0
(x) ≥ (x− c +

Fy∗x0
(x0)) for all x ∈ R+ we again observe that M̃ ′(x) = (ψ′(x) − ψ′(y∗x0

))/ψ′(y∗x0
)

and that M̃ ′′(x) = ψ′′(x)/ψ′(y∗x0
). Consequently, y∗x0

constitutes a local minimum of

the mapping M̃(x). Since x∗ = argmin{ψ′(x)}, we find that M̃(x) is decreasing on
(x∗, y∗x0

). The concavity of ψ(x) on (0, x∗) then implies that M̃(x) > 0 on (0, y∗x0
)

provided that M̃(0) > 0, that is, provided that the condition ψ′(y∗x0
)c > ψ(x0) is met.

Consequently, the proposed value function satisfies the conditions of the verification
lemma and, therefore, H(x) = Fy∗x0 (x). The rest of the proof is analogous to the
proof of Theorem 3.4.

Theorem 4.3 extends the results of Theorem 3.4 to the case where the increasing
fundamental solution ψ(x) is not globally convex. As one can observe from Theorem
4.3, in order to guarantee the existence of an optimal cutting value, we have to make
the extra assumption (in comparison with Theorem 3.4) ψ′(y∗x0

)c > ψ(x0) needed for
the verification of the condition V (x) > x − c + V (x0). If this assumption is not
satisfied, then the optimal rotation problem does not have a solution. It is also worth
pointing out that the results of Corollary 3.5 and Theorem 3.6 are also satisfied in the
case of this section, since the condition ψ′(y∗x0

)c > ψ(x0) is trivially satisfied when 0
is exit, killing, or natural for Xt and x0 ↓ 0. Unfortunately, the local concavity of the
increasing fundamental solution makes it difficult to extend the results of Theorem
3.7 to the case of this section. In any case, it is a straightforward implication of
the proof of Theorem 3.7 that increased volatility increases the value of the optimal
policy at least locally on the set where the value is convex (cf. [9]). Moreover, since
the increasing fundamental solution ψ(x) is locally convex on a neighborhood of the
optimal threshold y∗x0

, we conjecture that the conclusion of Theorem 3.8 holds locally
in the present case too. That is, we conjecture that increased volatility decelerates
rational harvesting by increasing the optimal threshold y∗x0

in the case of this section
as well.
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5. Explicit example. In order to illustrate our results, we now plan to consider
the optimal rotation problem when the underlying forest stand value process evolves
according to the mean reverting diffusion (corresponding to logistic growth subject to
a random intrinsic growth rate) considered in, among others, [4] and [21]. More pre-
cisely, we now assume that the stochastic forest stand value growth evolves according
to the dynamics described by the stochastic differential equation

Xν
t = x +

∫ t

0

µXν
s (1− γXν

s )ds +

∫ t

0

σXν
s (1− γXν

s )dWs −
∑
τk≤t

ζk, 0 ≤ t ≤ τν(0),

where γ, µ, σ ∈ R+ are known exogenously determined constants. It is now clear that
in the present example θ(x) = µx(1− γx)− rx and consequently that the conditions
of Lemma 3.2 or Corollary 4.1 are satisfied depending on whether r ≥ µ or r < µ,
respectively. As was established in [4], the increasing fundamental solution of the
ordinary second order differential equation

1

2
σ2x2(1− γx)2u′′(x) + µx(1− γx)u′(x)− ru(x) = 0

reads as

ψ(x) =

(
γx

1− γx

)α
F

(
a, b, d;− γx

1− γx

)
,

where F is the standard hypergeometric function,

a = 1 +

√(
1

2
− µ

σ2

)2

+
2r

σ2
+

√(
1

2
+

µ

σ2

)2

+
2r

σ2
,

b = 1 +

√(
1

2
− µ

σ2

)2

+
2r

σ2
−
√(

1

2
+

µ

σ2

)2

+
2r

σ2
,

d = 1 + 2

√(
1

2
− µ

σ2

)2

+
2r

σ2
,

and

α =
1

2
− µ

σ2
+

√(
1

2
− µ

σ2

)2

+
2r

σ2
> 0.

Although it is impossible to solve the threshold y∗x0
explicitly from the ordinary first

order condition ψ(y∗x0
)−ψ(x0) = (y∗x0

−c)ψ′(y∗x0
) it can usually be solved numerically

when the values of the exogenous parameters are given. We illustrate graphically the
optimal cutting values y∗x0

and ȳ as functions of the underlying volatility coefficient
σ under the assumption that x0 = 1, c = 2, µ = 4.8%, γ = 0.01, and r = 3%. In
line with the findings of Lemma 3.2, Corollary 3.5, and Lemma 4.2, Figures 1 and 2
demonstrate that the value of the ongoing rotation problem dominates the value of
the associated single rotation problem and that the exercise threshold is higher for
the single rotation problem than for the ongoing rotation problem. Moreover, Figure
1 also shows that increased volatility increases the required exercise premium and
prolongs the rotation period by increasing the optimal value at which the irreversible
harvesting decision should be made.
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Fig. 1. The optimal cutting values y∗x0
(σ) (uniform) and ȳ(σ) (dashed).
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Fig. 2. The values V (x) (uniform) and V̄ (x) (dashed) when σ = 0.1.

6. Concluding comments. We considered the determination of the ongoing
rotation policy maximizing the expected NPV of the future harvests from the present
up to a potentially infinite future when the underlying stochastic forest stand value
growth is modeled as a linear diffusion. By relying on a combination of stochastic
calculus, the classical theory of diffusions, and ordinary nonlinear programming tech-
niques, we presented a set of typically satisfied general sufficient conditions under
which the optimal Faustmannian rotation problem is solvable and under which the
optimal harvesting threshold can be determined from an algebraic equation. In ac-
cordance with previous studies considering single rotation problems and the optimal
timing of irreversible investments, we found that at the optimum the project value
has to be equal to its full costs and that the value of the optimal policy satisfies the
familiar smooth-fit condition at the optimal harvesting threshold. We also considered
the impact of increased volatility on the optimal rotation policy and stated a set of
conditions under which increased volatility unambiguously increases the value of the
optimal rotation policy and prolongs the rotation period by increasing the required
exercise premium of the irreversible harvesting opportunity. Put somewhat differently,
while increased volatility increases the (lost) option value of a single harvesting op-
portunity, it simultaneously increases the value of all future harvesting opportunities
(i.e., the future harvesting potential). Since the latter effect dominates the former, we
find that the impact of increased volatility on harvesting is unambiguously negative.
This result is of interest since it illustrates the robustness of the qualitative findings
obtained in studies relying on geometric Brownian motion.
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Even though we considered a broad class of harvesting models, our analysis is
subject to two significant constraints limiting at least to some extent the general ap-
plicability of our findings. First, by assuming that only timber revenues affect the
optimal rotation policy, we overlooked the valuation of amenities which especially
affect the rotation policies of preserved old forests. Second, while rotation periods
are typically very long (especially in Nordic countries, where forestry plays an im-
portant role) we relied on a constant discount rate. Thus our analysis overlooked
the potentially significant role of the intertemporal variability of the opportunity cost
of investment. Unfortunately, an analysis of a model incorporating these important
factors is out of the scope of this study and, therefore, is left for future research.

Acknowledgment. The author is grateful to an anonymous referee for construc-
tive criticism and suggested improvements.
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Abstract. A result due to Luenberger on the existence of multipliers in a quasi-convex pro-
gramming problem is extended to the case of constraints given by an arbitrary convex cone under
a constraint qualification condition more general than Slater’s condition. The existence of solutions
is not assumed. We point out links with even convexity in the sense of Fenchel and quasi subdif-
ferentiability in the sense of Greenberg–Pierskalla, and we observe that the couples of primal-dual
optimal solutions reduce to saddle-points of a suitable Lagrangian function.
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1. Introduction. We consider the following mathematical programming prob-
lem:

(P) minimize f(x) subject to x ∈ B, g(x) ∈ C,

where B (resp., C) is a convex subset (resp., closed convex cone) of a Banach space
X (resp., Z), g : B → Z is convex with respect to −C (i.e., epi g := {(x, z) ∈ X ×Z :
x ∈ B, z ∈ g(x)−C} is a convex subset of X ×Z), and f : B → R is quasi-convex on
B (i.e., for each r ∈ R, {x ∈ B : f(x) < r} is convex). We denote by Y the topological
dual of Z. Here the constraint x ∈ B is considered as a basic constraint which is easy
to deal with (for instance, B = X or a box or an orthant).

Relaxing Slater’s condition imposed in [20], we prove the existence of ȳ in the
negative polar cone Y+ := C◦ = {y ∈ Y : z ∈ C =⇒ 〈y, z〉 ≤ 0} of C such that

(M) inf{f(x) : x ∈ B , g(x) ∈ C} = inf{f(x) : x ∈ B , 〈ȳ, g(x)〉 ≤ 0}.

An element ȳ ∈ Y+ such that (M) holds will be called a surrogate multiplier by
analogy with the classical notion of Lagrange multiplier which satisfies the relation

(L) inf{f(x) : x ∈ B , g(x) ∈ C} = inf{f(x) + 〈ȳ, g(x)〉 : x ∈ B}.

The terminology made popular by [14] is justified as follows: when Lagrange multi-
pliers do not exist, despite the fact that it is not possible to substitute f + 〈ȳ, g(·)〉
for f in order to eliminate the constraint g(x) ∈ C without changing the value of (P),
a surrogate multiplier enables one to replace problem (P) by a simpler problem in
which the constraint is a scalar one. In particular, when B = X and g is linear, one
is led to the minimization of f on a half-plane.
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It is easy to see that relation (L) entails (M) while the converse is not true.
Simple examples show that one cannot expect existence of usual Lagrange multipliers
when f is just quasi-convex, even in the case when the Slater condition is satisfied.

Example 1.1. Let X = B = R, Z = R, C = −R+ , g(x) = −x, f(x) = x3. Then
for any y ∈ Y one has inf {f(x)+ y · g(x) : x ∈ X} = −∞, while for ȳ = 1 one has inf
{f(x) : x ∈ X, ȳ · g(x) ≤ 0} = 0 = inf{f(x) : x ∈ g−1(C)} .

Such a fact compels one to substitute the study of the set MS of surrogate mul-
tipliers to the study of the set of Lagrange multipliers.

A different approach is adopted in [22], [28]. There one considers the set M< of
y ∈ Y+ such that

inf{f(x) : x ∈ B ∩ g−1(C)} = inf {f(x) + 〈y, g(x)〉+ : x ∈ B},
where 〈y, g(x)〉+ = max{〈y, g(x)〉, 0}. Since f(x) + 〈y, g(x)〉+ = f(x) for x ∈ Ay :=
{x ∈ B : 〈y, g(x)〉 ≤ 0}, we have

inf {f(x) + 〈y, g(x)〉+ : x ∈ X} ≤ inf {f(x) : x ∈ Ay};
hence any element of M< belongs to MS . Again, the elements of MS are surrogate
to the elements of M< and lead to a problem with just one scalar convex inequality
constraint. Such a problem is more tractable than the primal problem (see [34, The-
orem 3.4], for example). The set MS of surrogate multipliers can be interpreted as
the set SD of optimal solutions to the dual problem

(DS) maximize dS(y) := inf{f(x) : x ∈ B , 〈y, g(x)〉 ≤ 0} over Y+ = C◦

when the values of (P) and (DS) are equal. We also provide a Lagrangian whose
saddle-points give the optimal solution of (P) and (DS). Finally, we study some
properties of the performance function p associated with (P) in terms of even convexity
and observe that the optimal solutions of (DS) are linked with the quasi subdifferential
of p at zero.

The constraint qualification condition we use can be considered as a classical
condition ([1], [2], [3], [4], [13], [17], [26]); it is a general assumption as it does not
suppose that the negative cone C of Z (ordered by z1 ≤ z2 iff z1 − z2 ∈ C) has a
nonempty interior, in contrast with Slater’s condition, a concern common in [3], [4],
[13], [17], [26]. It is well known that for many usual linear spaces of functional analysis
the ordering cone has an empty interior. Moreover, in the existence result we present
we do not assume that the primal problem (P) has solutions. In the convex case it
is known that this assumption is superfluous (see [8], [32], for instance). It appears
that, in our quasi-convex case, we can face a similar situation: the dual problem has
solutions whereas the primal has no solution. These duality questions are considered
in Corollary 3.1 below; for a more systematic treatment we refer to [6], [14], [15], [23],
[28], [35].

An abstract study of surrogate duality is conducted in [35], [36], [37, p. 28].
Surrogate duality methods are of particular importance for discrete optimization.
Numerous studies and algorithms have been devised for such purposes; see [9], [11],
[12], [14], [15], [18], [19] among many articles and monographs.

2. The main result. Our assumptions are as follows (we use the familiar con-
vention sup ∅ = −∞, and we write u.s.c. instead of upper semicontinuous).
(F ) f : B → R is quasi-convex and directionally u.s.c.:
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for any x ∈ B , v ∈ X\{0} : lim sup
(t, u)→ (0+, v)
x+ tu ∈ B

f(x+ tu) ≤ f(x).

This assumption is satisfied when f is quasi-convex and u.s.c. on B; on the other
hand, it implies the upper semicontinuity of f along lines, which is the corresponding
assertion of [20]. When X is finite dimensional (as in [20]), directional upper semi-
continuity is equivalent to upper semicontinuity, as a compactness argument shows.

Our assumption on g is slightly reinforced (the closedness of the epigraph of g is
not required in [20]):

(G) g has a closed convex epigraph epi g.

The qualification condition we choose among known ones has become classical (see
[1], [2], [4], [13], [17]). It is as follows:

(H) W := R+(g(B)− C) is a closed vector subspace of Z.

This condition is obviously satisfied when the following assumption of [3], [26], [38],
[40] holds:

(H0) Z = R+(g(B)− C).

In turn, as g(B)−C is convex (being the projection on Z of epi g), the latter condition
is equivalent to

0 ∈ core (g(B)− C),

i.e., g(B) − C is absorbent. In fact, as the proof of the theorem below shows, under
condition (H0), the set g(B)−C has a nonempty interior, so that (H0) can be rewritten

(H ′
0) 0 ∈ int (g(B)− C).

However, condition (H0) is easier to check than (H
′
0) since it is just the algebraic

condition: given z ∈ Z there exist r ∈ R+, b ∈ B, c ∈ C such that z = r(g(b) − c).
Both conditions are obviously satisfied when the following Slater condition holds:

(S) there exists x1 ∈ B such that g(x1) ∈ int C.

A discussion about the qualification conditions (H) and (S) is contained in [1], [3],
[4], [13], [17], [26]. Let us make brief observations about these relationships. The fact
that (H) is more general than (S) is clear.

Example 2.1. Taking for C a closed convex cone with empty interior in Z = X =
B, g being the identity map IX , we see that (H0) is satisfied but (S) does not hold.

Condition (H) is called the generalized qualification condition in [13]; it amounts
to 0 ∈ sqri(g(B)−C), where, for a convex subset D of Z, sqri (D) is the set of z ∈ D
such that R+(D− z) is a closed vector subspace. Condition (H) is stronger than the
purely algebraic condition

(H ′) W := R+(g(B)− C) is a vector subspace of Z.

Observe that conditions (F ), (G), (H ′) do not entail relation (M), as shown by the
following example.
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Example 2.2. Let X be a normed vector space (n.v.s.) containing two closed
vector subspaces B,C such that B ∩ C = {0} and B + C is dense in X. As in [30,
p. 77] and [13, Example 3.3], one can take X = l2,

B = {x ∈ l2 : x2n−1 + x2n = 0 , n = 1, 2, . . . },
C = {x ∈ l2 : x2n−1 − x2n = 0 , n = 1, 2, . . . }.

Let g = IX , and let f(x) = x3
1 for x = (x1, x2, . . . ). Then, for any y ∈ Y+ = {y ∈

Y : y|C = 0} one has inf (f + y ◦ g)(B) = −∞, but since B ∩ C = {0}, we have inf
{f(x) : x ∈ B ∩ g−1(C)} = 0. Note that (F ), (G), and (H ′) are satisfied.

Theorem 2.3. Under assumptions (F ), (G), (H) there exists a surrogate multi-
plier ȳ ∈ Y+:

inf{f(x) : x ∈ B , g(x) ∈ C} = inf{f(x) : x ∈ B, 〈ȳ, g(x)〉 ≤ 0}.
Moreover, if x̄ ∈ B is a solution to (P), then it is a solution to

minimize f(x) subject to x ∈ B, 〈ȳ, g(x)〉 ≤ 0.(Qȳ)
Conversely, if x̄ ∈ B ∩ g−1(C) is a solution to (Qȳ), then it is a solution to (P).

Let us observe that for the proof we may assume (H0) holds instead of (H): since
C ⊂ W and since g takes its values in W , we may replace Z by W and then extend
ȳ ∈W ∗

+ to some element in Z∗ = Y which is still nonpositive on C.
The proof depends on the following result (which holds for spaces more general

than Banach spaces, so that the preceding theorem is valid for such spaces; see [33],
for instance).

Lemma 2.4. (see [31], [38]). Let G : X → 2Z be a relation with closed convex
graph such that Z = R+G(X). Then for any v ∈ G−1(0), G is open at (v, 0); for each
neighborhood V of v, G(V ) is a neighborhood of 0 in Z.

Proof of Theorem 2.3. Let G : X → 2Z be the relation given by G(x) = g(x)−C
if x ∈ B, and G(x) = ∅ if x ∈ X\B. The graph of G is nothing but epi g and hence
is closed and convex. Moreover, Z = R+G(X). Let v0 ∈ G−1(0) i.e., v0 ∈ B, and
g(v0) ∈ C (such a v0 exists by (H) and a well-known argument [1]) and let x0 ∈ Sm,
where

Sm = {x ∈ B : f(x) < m} ,
m being the value of (P), m = inf f(B ∩ g−1(C)). If such an x0 does not exist then
any ȳ ∈ Y+ can be chosen since in that case B∩g−1(C) ⊂ B∩ (ȳ ◦g)−1(R−) ⊂ B and
f(x) ≥ m for each x ∈ B. Now one has f(x0) < m ≤ f(v0). Thus one has v0−x0 �= 0.
As f is directionally u.s.c., there exist t ∈]0, 1[ and a neighborhood V of v0 in X such
that for each v ∈ V ∩B, one has f(x0+t(v−x0)) < m, i.e., (1−t)x0+t(V ∩B) ⊂ Sm.

Then, by the convexity of g,

(1− t)g(x0) + tg(V ∩B) ⊂ g((1− t)x0 + t(V ∩B))− C ⊂ g(Sm)− C.

It follows that

(1− t)g(x0) + t(g(V ∩B)− C) ⊂ g(Sm)− C,

i.e.,

(1− t)g(x0) + tG(V ) ⊂ g(Sm)− C,
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so that by Lemma 2.4 g(Sm)−C contains the neighborhood (1− t)g(x0) + tG(V ) of
(1− t)g(x0). By definition of m and Sm, the convex set g(Sm)− C does not contain
0. As it has a nonempty interior, we can find ȳ ∈ Y \{0} such that
(∗) 〈ȳ, z〉 ≥ 0 for each z ∈ g(Sm)− C.

It follows that 〈ȳ, z〉 ≤ 0 for each z ∈ C : ȳ ∈ C◦. Let us show that 〈ȳ, z〉 = 0 for
some z ∈ g(Sm) − C is impossible. Otherwise, we can choose x0 ∈ Sm, t, and V as
above with, in addition, g(x0) − z ∈ C. Then the linear functional ȳ is nonnegative
on the neighborhood (1 − t)g(x0) + tG(V ) of (1 − t)g(x0) (and even on g(Sm) − C)
and 〈ȳ, (1− t)g(x0)) = (1− t)〈ȳ, g(x0)− z〉 ≤ 0. As a nonzero linear functional has no
local minimum, we get a contradiction. Therefore, 〈ȳ, z〉 > 0 for each z ∈ g(Sm)−C,
and we have, for each x ∈ B,

〈ȳ, g(x)〉 ≤ 0 =⇒ g(x) /∈ g(Sm)− C =⇒ f(x) ≥ m

so that

inf{f(x) : x ∈ B, 〈ȳ, g(x)〉 ≤ 0} ≥ m.

In fact, equality holds as {x ∈ B : 〈ȳ, g(x)〉 ≤ 0} contains B ∩ g−1(C). The two last
assertions are obvious.

The following result is a counterpart to [20, Theorem 2]. Here we do not assume
that C has a nonempty interior, but f is supposed to be semistrictly quasi-convex
in the following sense: for any x0, x1 ∈ X with f(x0) < f(x1) and for any t ∈ [0, 1[
one has f((1− t)x0 + tx1) < f(x1). This assumption is satisfied when f is convex or
strictly quasi-convex.

Theorem 2.5. Suppose with (F ), (G), (H) that f is semistrictly quasi-convex.
Then, for any solution x̄ to (P) one can find ȳ ∈MS such that 〈ȳ, g(x̄)〉 = 0.

Proof. As observed in the proof of Theorem 2.3, when Sm is empty one has
MS = Y+, so that we can take ȳ = 0. Let us suppose Sm is nonempty. For any
x0 ∈ Sm and any t ∈ [0, 1[ we have xt := (1− t)x0 + tx̄ ∈ Sm since B is convex and f
is semistrictly quasi-convex. It follows from relation (∗) that 〈ȳ, g(xt)〉 ≥ 0, where ȳ is
as in the proof of Theorem 2.3. Since t �−→ 〈ȳ, g(xt)〉 is convex, we have 〈ȳ, g(x̄)〉 ≥ 0.
Since g(x̄) ∈ C and ȳ ∈ Y+, we get 〈ȳ, g(x̄)〉 = 0.

3. Duality results. Theorem 2.3 can be interpreted in terms of dual problems.
Here we set r ∨ s = max (r, s).

Corollary 3.1. Under assumptions (F ), (G), (H) the dual problems

(DS) maximize dS(y) := inf{f(x) : x ∈ B , 〈y, g(x)〉 ≤ 0} over Y+ = C◦,

(D′
S) maximize d′S(y) := inf{f(x) ∨ (m+ 〈y, g(x)〉) : x ∈ B} over Y+ = C◦

have solutions and their values are equal to the value of (P).
Proof. This follows from the fact that dS(y) ≤ m , d′S(y) ≤ m for each y ∈ Y+

and dS(ȳ) = m , and d′S(ȳ) = m for any surrogate multiplier ȳ.
We now extend the Lagrangian introduced in [20, p. 1092] by setting

LS(x, y) =



−∞ if (x, y) ∈ X × (Y \Y+),
f(x) if (x, y) ∈ B × Y+ and 〈y, g(x)〉 ≤ 0,
+∞ if (x, y) ∈ B × Y+ and 〈y, g(x)〉 > 0 or (x, y) ∈ (X\B)× Y+.
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We also extend the function dS introduced above by setting

dS(y) := inf {f(x) : x ∈ B, 〈y, g(x)〉 ≤ 0} for y ∈ Y+ , dS(y) = −∞ for y ∈ Y \Y+.

It follows that

dS(y) = inf
x∈X

LS(x, y) for any y ∈ Y,

and hence sup(DS) = supy∈Y infx∈X LS(x, y) .
Lemma 3.2. The function LS is a Lagrangian for (P): if iA is the indicator

function of the admissible set A := B ∩ g−1(C) given by iA(x) = 0 if x ∈ A, iA(x) =
+∞ else, and if fA = f + iA, one has

fA(x) = sup
y∈Y

LS(x, y) for each x ∈ X.

Proof. For x ∈ A, we have 〈y, g(x)〉 ≤ 0 for any y ∈ Y+; hence LS(x, y) = fA(x)
and supy∈Y LS(x, y) = fA(x). For x ∈ X\A, either x /∈ B or we have g(x) /∈ C, and
the bipolar theorem yields some y ∈ Y+ such that 〈y, g(x)〉 > 0. In both cases we get
LS(x, y) = +∞ = fA(x).

It follows that

inf(P) = inf
x∈X

sup
y∈Y

LS(x, ȳ).

Recall that (x̄, ȳ) ∈ X×Y is a saddle point of a function L : X×Y → R∪{−∞,+∞}
if L(x̄, ȳ) is finite and if for any (x, y) ∈ X × Y one has

L(x̄, y) ≤ L(x̄, ȳ) ≤ L(x, ȳ).

Since LS is a Lagrangian for (P), we can apply a general characterization of its saddle
points; see, for instance, [28] in which L is the quasi-convex Lagrangian given by

L<(x, y) =

{
f(x) + 〈y, g(x)〉+ for (x, y) ∈ X × Y+,
−∞ for (x, y) ∈ X × (Y \Y+).

Note that one has L< ≤ LS and d<(y) := infx∈X L<(x, y) ≤ ds(y) for each y ∈ Y .
Moreover, LS is quasi-convex in its first variable and quasi-concave (and even quasi-
affine) in its second variable.

Proposition 3.3. Let (x̄, ȳ) ∈ X × Y be such that LS(x̄, ȳ) is finite. Then the
following assertions are equivalent:

(a) (x̄, ȳ) is a saddle point of LS.

(b) x̄ is a solution to (P), ȳ is a solution to (DS), and f(x̄) = dS(ȳ) is finite.

(c) x̄ ∈ A := B ∩ g−1(C) and f(x̄) = dS(ȳ) is finite.
In view of this characterization and the analogous one for L<, we get that any

saddle point for L< is a saddle-point for LS . Thus the search of saddle-points of LS
represents an easier task than the search of saddle-points of L<.

Let us now consider the performance function p associated with the natural per-
turbation of (P) given by

p(w) = inf {f(x) : x ∈ B, g(x) + w ∈ C}
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for w ∈ Z, with the usual convention inf ∅ = +∞. As shown in [20, Lemma 3], the
extended real-valued function p is quasi-convex and its domain is the convex set

dom p := {z ∈ Z : p(z) < +∞} = C − g(B).

Another important property of p is homotonicity (or isotonicity or monotonicity):
for any w, z ∈ Z with w − z ∈ C, one has p(w) ≤ p(z). While in [28] the set
of multipliers M< associated with L< is related to the lower subdifferential of p at
0, here we relate the set MS of surrogate multipliers of p to the quasi subdifferential
∂∗p(0) of p at 0 in the sense of Greenberg and Pierskalla [15], where, given z̄ ∈ p−1(R),

∂∗p(z̄) = {ȳ ∈ Y : 〈ȳ, z − z̄〉 < 0 ∀z ∈ p−1((−∞, p(z̄)))} .
Corollary 3.4. Let ẑ ∈ Z. Under assumptions (F ), (G), (H), for any ẑ ∈

core (C − g(B)) there exists ŷ ∈ Y+ such that

(1) p(ẑ) = inf{f(x) : x ∈ B , 〈ŷ, g(x)〉 ≤ −〈ŷ, ẑ〉}
or, equivalently,

(2) for each z ∈ Z , 〈ŷ, z〉 ≥ 〈ŷ, ẑ〉 =⇒ p(z) ≥ p(ẑ).

When p(ẑ) ∈ R, condition (2) amounts to saying that ŷ ∈ ∂∗p(ẑ).
Proof. Let us first show that the following condition is satisfied for any ẑ ∈

core (C − g(B)) :

(Hẑ) R+(g(B)− C + ẑ) =W.

Since −ẑ ∈ core (g(B)− C), we can find s > 0 such that −ẑ = s(1 + s)−1
(
g(b̂)− ĉ

)
for some b̂ ∈ B , ĉ ∈ C. Now, given z ∈ W we can find r ≥ 0 , b ∈ B , c ∈ C such
that z = r(g(b)− c); hence z = r((1 + s)ẑ + sg(b̂) + g(b)− c− sĉ). Since g is convex,

there is c1 ∈ C such that sg(b̂) + g(b) = (1 + s)g((1 + s)−1(sb̂+ b))− c1. Then

z = r(1 + s)

(
ẑ + g

(
sb̂+ b

1 + s

)
− c1 + c+ sĉ

1 + s

)
∈ R+(ẑ + g(B)− C).

To prove (1) it suffices to replace the mapping g : x �−→ g(x) by the mapping
ĝ : x �−→ g(x)+ ẑ in the proof of the theorem. Then (Hẑ) is the required assumption
for the relation Ĝ given by Ĝ(x) = g(x)+ ẑ−C if x ∈ B and by Ĝ(x) = ∅ if x ∈ X\B
to be open at each point of Ĝ−1(0). The existence of some multiplier ŷ satisfying (1)
follows. It remains to prove the equivalence between (1) and (2). Let us suppose that
(1) holds. As ŷ ∈ Y+, for each z ∈ Z the definition of p ensures that

(3) p(z) ≥ inf{f(x) : x ∈ B , 〈ŷ, g(x)〉 ≤ −〈ŷ, z〉}.
It follows that for each z ∈ Z such that 〈ŷ, z〉 ≥ 〈ŷ, ẑ〉 we have

p(z) ≥ inf{f(x) : x ∈ B , 〈ŷ, g(x)〉 ≤ −〈ŷ, ẑ〉} = p(ẑ).

Conversely, suppose that (2) holds. Then for every x ∈ B such that 〈ŷ, g(x)〉 ≤ −〈ŷ, ẑ〉
we have p(ẑ) ≤ p(−g(x)) ≤ f(x); this leads to the inequality

p(ẑ) ≤ inf{f(x) : x ∈ B , 〈ŷ, g(x)〉 ≤ −〈ŷ, ẑ〉}.
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The opposite inequality is obtained by putting z = ẑ in (3).

Corollary 3.5. Suppose p(0) is finite and assumptions (F ), (G), and (H) hold.
Then the set MS of surrogate multipliers is nonempty and coincides with the set of
solutions to (DS), and

MS = ∂∗p(0) ∩ Y+.

Moreover, if inf f(B) < p(0), one has MS = ∂∗p(0).
Proof. If inf f(A) = inf f(B), then 0 is a global minimizer of p, so that ∂∗p(0) =

Y and then MS = Y+. If inf f(A) > inf f(B), there exists some x0 ∈ B with
p(−g(x0)) ≤ f(x0) < p(0). Let z0 = −g(x0). For any z ∈ C we have p(z0 + z) ≤
p(z0) < p(0); hence for any ȳ ∈ ∂∗p(0) we get 〈ȳ, z0 + z〉 ≤ 0, and since C is a cone,
〈ȳ, z〉 ≤ 0. Thus ȳ ∈ Y+. Then we can apply Corollary 3.4.

In the case when g is affine, one gets a simple multiplier rule.

Corollary 3.6. Suppose B is closed and g is affine: g(x) = ,(x)− c with c ∈ Z
and , linear and continuous. Under assumptions (F ), (G), and (H), if x̄ is a solution
to (P), then there exists ȳ ∈ Y+ such that

0 ∈ ∂∗f(x̄) + ȳ ◦ ,(x̄).

Proof. Let ȳ ∈ Y+ be as in the statement of the theorem. For any x ∈ X with
ȳ ◦ ,(x) ≤ ȳ ◦ ,(x̄) ≤ 〈ȳ, c〉 we have 〈ȳ, g(x)〉 ≤ 0; hence f(x) ≥ f(x̄). This shows that
−ȳ ◦ , belongs to ∂∗f(x̄).

In the following result we show that the performance function p has some regu-
larity property. This property is weaker than semicontinuity. Lower semicontinuity
is a strong property which has been looked for by many researchers. Here we just get
even quasi convexity; recall that p is evenly quasi-convex if for each r ∈ R the strict
inferior level set {z ∈ Z : p(z) < r} is an intersection of open half-spaces or the whole
space. This property has been studied or used in various works [7], [10], [21], [25],
[29].

Corollary 3.7. Suppose that B is closed and conditions (F ), (G), (Hẑ) hold for
each ẑ ∈ C − g(B). Then the performance function is evenly quasi-convex.

Proof. Given r ∈ R, let Zr := {z ∈ Z : p(z) < r}, and let ẑ ∈ Z\Zr : p(ẑ) ≥ r.
If p(ẑ) = +∞, ẑ does not belong to D := C − g(B) = dom p. As D is the image by
G (defined in the proof of Theorem 2.3) of the closed convex subset B, D is ideally
convex [16]. Since (H0) holds, int D = core D is nonempty by [16] or [17, Proposition
3.2.] Since ẑ /∈ D, there exists y ∈ Y \{0} (in fact y ∈ Y+\{0}) such that

z ∈ Zr ⊂ D = C − g(B) =⇒ 〈y, z〉 < 〈y, ẑ〉.

If p(ẑ) < +∞, then ẑ ∈ C − g(B). By hypothesis, (Hẑ) is fulfilled; hence there exists
ŷ ∈ Y+ such that (2) holds. Then we have for each z ∈ Z

z ∈ Zr =⇒ p(z) < p(ẑ) =⇒ 〈ẑ, z〉 < 〈ŷ, ẑ〉.

In both cases there exists an open half space which includes Zr and does not contain
ẑ.

Remark 3.8. If C − g(B) is open, then (Hẑ) holds for each ẑ ∈ C − g(B).
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mization, and duality, Sém. Anal. Convexe, 22 (1992).
[40] J. Zowe and S. Kurcyusz, Regularity and stability for the mathematical programming prob-

lems in Banach spaces, Appl. Math. Optim., 5 (1979), pp. 49–62.



FIRST ORDER CONDITIONS FOR NONSMOOTH DISCRETIZED
CONSTRAINED OPTIMAL CONTROL PROBLEMS∗

XIAOJUN CHEN†

SIAM J. CONTROL OPTIM. c© 2004 Society for Industrial and Applied Mathematics
Vol. 42, No. 6, pp. 2004–2015

Abstract. This paper studies first order conditions (Karush–Kuhn–Tucker conditions) for dis-
cretized optimal control problems with nonsmooth constraints. We present a simple condition which
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1. Introduction. We consider the distributed optimal control problem

minimize
1

2

∫
Ω

(y − yd)2dω +
α

2

∫
Ω

(u− ud)2dω
subject to −�y + λmax(0, y) = u in Ω, y = g on Γ,(1.1)

u ∈ U,
where yd, ud ∈ L2(Ω), g ∈ C(Γ), α > 0, and λ > 0 are constants, Ω is an open
bounded convex subset of RN , N ≤ 3, with smooth boundary Γ, and

U = {u ∈ L2(Ω) |u(x) ≤ q(x) a.e in Ω},
q ∈ L∞(Ω).

This problem is a special case of semilinear elliptic control problems whose con-
straints involve a semilinear elliptic equation [3]

�y = f(x, y, u) in Ω,
y = g on Γ,

where f : Ω × R2 → R is a continuous function. Optimality conditions for semilin-
ear elliptic control problems have been studied extensively. However, most of papers
assume that f is continuously differentiable with respect to the second and third vari-
ables [3]. These results are not applicable to (1.1) because the elliptic equation in (1.1)
has a nonsmooth term λmax(0, y). Such nonsmooth equations can be found in equi-
librium analysis of confined magnetohydrodynamics (MHD) plasmas [4, 5, 11], thin
stretched membranes partially covered with water [9], or reaction-diffusion problems
[1].

In this paper, we study first order conditions for the discretized nonsmooth con-
strained optimal control problems derived from a finite difference approximation or a
finite element approximation of (1.1), which has the form

minimize
1

2
(y − yd)TH(y − yd) +

α

2
(u− ud)TM(u− ud)
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subject to Ay + λDmax(0, y) = Nu,(1.2)

u ≤ b.

Here yd ∈ Rn, ud, b ∈ Rm, H ∈ Rn×n, M ∈ Rm×m, A ∈ Rn×n,D ∈ Rn×n, N ∈
Rn×m, and max(·) is understood coordinatewise. Moreover, H,M,A,D are symmetric
positive definite matrices. We assume that D is a diagonal matrix. This assumption
holds for finite difference discretization and finite element discretization with mass
lumping.

For every u ∈ Rm, there is a unique vector y satisfying the equality constraints
in (1.2), since Ay+ λDmax(0, y) is strongly monotone. Therefore, (1.2) is equivalent
to

minimize
1

2
(y(u)− yd)TH(y(u)− yd) +

α

2
(u− ud)TM(u− ud)

subject to u ≤ b,(1.3)

where y(u) is the solution function defined by the equations in the constraints of (1.2).
We show that y(·) is a piecewise linear function in the next section.

Let E(y) be an n× n diagonal matrix whose diagonal elements satisfy

Eii(y) =

{
1 if yi > 0,
0 otherwise.

It is easy to verify that E(y) is the Jacobian of the function max(0, ·) at y if y has no
zero component.

Since A is a symmetric positive definite matrix and λDE(y) is a nonnegative
diagonal matrix, the matrix A+ λDE(y) is nonsingular and its inverse is symmetric
positive definite.

We say (y, u) satisfies first order conditions for (1.2) or (y, u) is a Karush–Kuhn–
Tucker (KKT) point of (1.2) if it together with some (s, t) ∈ Rn ×Rm satisfies


H(y − yd) +As+ λDE(y)s
αM(u− ud)−NT s+ t
Ay + λDmax(0, y)−Nu
min(t, b− u)


 = 0.(1.4)

The vectors s ∈ Rn and t ∈ Rm are referred to as Lagrange multipliers.
We say u satisfies first order conditions for (1.3) or u is a KKT point of (1.3) if it

together with some t ∈ Rm satisfies(
((A+ λDE(y(u)))−1N)TH(y(u)− yd) + αM(u− ud) + t
min(t, b− u)

)
= 0.(1.5)

For λ = 0, the constraints in (1.1) involve only linear Dirichlet problems. In this
case, problem (1.2) is a convex programming problem with linear constraints, and the
function y(·) in problem (1.3) can be expressed explicitly as y(u) = A−1Nu. Moreover,
(1.4) and (1.5) are equivalent in the sense that if (y, u) is a KKT point of (1.2), then
u is a KKT point of (1.3); conversely, if u is a KKT point of (1.3), then (A−1Nu, u) is
a KKT point of (1.2). Furthermore, the convexity implies that (y, u) is a KKT point
of (1.2) if and only if (y, u) is a global solution of (1.2). Therefore, problems (1.2),
(1.3), (1.4), and (1.5) are equivalent in the case λ = 0. Many algorithms for solving



2006 XIAOJUN CHEN

(1.1) based on the equivalent relation have been developed; we refer the reader to a
comprehensive paper written by Bergounioux, Ito, and Kunisch [2].

For λ > 0, the constraints in (1.1) involve nonsmooth partial differential equa-
tions. In this case, problem (1.2) is a nonconvex programming problem with nondif-
ferentiable constraints. It fails to satisfy the constraint qualification in mathematical
programming [7] in the sense that the set of feasible directions and the set of feasible
directions for the linearized constraint set are not same at points where the constraint
is not differentiable. There are examples in [7] which show that a KKT point is not
necessarily a minimizer for a nonconvex programming problem, and a minimizer is
not necessarily a KKT point if the constraint qualification fails.

Recently many numerical methods for solving nonsmooth equations have been
developed [4, 5, 8, 12]. We can find a solution of nonsmooth equation (1.4) or (1.5) by
a fast (superlinearly convergent) algorithm. However, we do not know if the solution
of (1.4) or (1.5) is a minimizer of (1.2) or (1.3). There are open questions in the
relations between the four problems:

(1.2) ⇔ (1.3)
� �

(1.4) ⇔ (1.5)

λ = 0

|
|
|

(1.2) ⇔ (1.3)
? ?

(1.4) ? (1.5)

λ > 0

In this paper, we provide a necessary and sufficient condition for the solution
function y(·) to be differentiable at a point u. By using the differentiability results,
we show that problems (1.4) and (1.5) are equivalent. Moreover, we present a simple
condition which can be used to verify that a local optimal solution of (1.3) is a solution
of (1.5) and that a solution of (1.4) is a global or local optimal solution of (1.2).

We introduce our notation. For any matrix B ∈ Rm×n, let BKJ be the submatrix
of B whose entries lie in the rows of B indexed by K and the columns indexed by J .
If J = {1, 2, . . . , n}, we simply denote BKJ by BK. Let ei ∈ Rn be the ith column of
the identity matrix I ∈ Rn×n.

2. Differentibility. In this section, we study the function

F (y, u) = Ay + λDmax(0, y)−Nu
and the solution function y(u) defined by

F (y, u) = 0.

For a given y ∈ Rn, we define the index sets

J (y) := { i | yi > 0},
K(y) := { i | yi = 0},
L(y) := { i | yi < 0}.

Note that J (y), K(y), and L(y) are mutually disjoint, and J (y)∪K(y)∪L(y) =
{1, 2, . . . , n}. Using the function E, we can write the functions F and y(·) as follows:

F (y, u) = (A+ λDE(y))y −Nu
and

y(u) = (A+ λDE(y(u)))−1Nu.
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Moreover, for any u, v ∈ Rm, we have

max(0, y(u))−max(0, y(v)) = V (y(u)− y(v)),

where V is an n× n diagonal matrix whose diagonal elements are defined by

Vii =




1, yi(u) > 0, yi(v) > 0,
yi(u)

yi(u)−yi(v) , yi(u) > 0, yi(v) ≤ 0,
−yi(v)

yi(u)−yi(v) , yi(u) ≤ 0, yi(v) > 0,

0, yi(u) ≤ 0, yi(v) ≤ 0.

Since Vii ∈ [0, 1], A+ λDV is symmetric positive definite and it holds that

‖y(u)− y(v)‖2 = ‖(A+ λDV )−1N(u− v)‖2
≤ ‖A−1‖2‖N‖2‖u− v‖2.

Hence y is a Lipschitz continuous function.
Theorem 2.1. (i) The function F : Rn × Rm → Rn is differentiable at (y, u) if

and only if K(y) = ∅; in this case the derivative of F at (y, u) is given by

F ′(y, u) = (A+ λDE(y),−N).

(ii) The function y(·) : Rm → Rn is differentiable at u if and only if either
K(y(u)) = ∅ or

((A+ λDE(y(u)))−1N)K(y(u)) = 0;(2.1)

in this case the derivative of y(·) at u is given by

y′(u) = (A+ λDE(y(u)))−1N.

Proof. (i) If K(y) = ∅, then there is an open neighborhood Ny of y such that for
all z ∈ Ny, J (z) = J (y),L(z) = L(y), and

F (z, u) ≡ (A+ λDE(y))z −Nu.
Hence F is differentiable at (y, u) and F ′(y, u) = (A+ λDE(y),−N).

Suppose that there is an i ∈ K(y). Then for any ε > 0, we have

E(y + εei)(y + εei) = E(y)y + εei

and

E(y − εei)(y − εei) = E(y)y.

It follows that

F (y + εei, u)− F (y, u)

= εAei + λD(E(y + εei)(y + εei)− E(y)y)

= (A+ λD)(εei)

and

F (y − εei, u)− F (y, u)

= −εAei + λD(E(y − εei)(y − εei)− E(y)y)

= −εAei.
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This shows that

lim
ε↓0

F (y + εei, u)− F (y, u)

ε
�= − lim

ε↓0
F (y − εei, u)− F (y, u)

ε
.

Hence F is not differentiable with respect to y at (y, u). Consequently, if F is differ-
entiable at (y, u), then K(y) = ∅.

(ii) If K(y(u)) = ∅, the differentiability of y(·) follows directly from the first part
of this theorem and the implicit function theorem, Theorem 5.2.4 in [10].

Now we consider the case that K(y(u)) �= ∅ and (2.1) holds.
In order to simplify the notation, for a given ū ∈ Rn, we denote the unique vector

y(ū) ∈ Rn by ȳ and the associated index sets by

J = J (ȳ), K = K(ȳ), L = L(ȳ).

By the continuity of y(·), there is a neighborhood N of ū such that for all w ∈ N
we have

yJ (w) > 0 and yL(w) < 0,

which implies that J ⊆ J (w) and L ⊆ L(w). Assume that for a vector w ∈ N there is
a nonempty subset K1 of K such that J ∪K1 = J (y(w)). From (2.1) and the equality

N(w − ū) = (A+ λDE(ȳ))(y(w)− ȳ) + λD(E(y(w))− E(ȳ))y(w),

we obtain

0 = ((A+ λDE(ȳ))−1N(w − ū))K1

= (y(w)− ȳ + λ(A+ λDE(ȳ))−1D(E(y(w))− E(ȳ))y(w))K1

= (IK1K1 + λ(A+ λDE(ȳ))−1
K1K1

(DE(y(w)))K1K1)y(w)K1 ,

where the last equality uses that Eii(ȳ) = 0 for i ∈ K1 and

Eii(y(w))− Eii(ȳ) = 0 for i �∈ K1.

This implies that y(w)K1
= 0, since λ(A + λDE(ȳ))−1

K1K1
and (DE(y(w)))K1K1

are
symmetric positive definite. This is a contradiction to K1 ⊂ J (y(w)). Hence we have
J (y(w)) = J , which gives E(y(w)) = E(ȳ). The results ensure that the solution
function y(·) in the neighborhood N can be expressed by

y(w) = (A+ λDE(ȳ))−1Nw.

Hence y(·) is differentiable at ū and

y′(ū) = (A+ λDE(ȳ))−1N.

Conversely, we assume that y(·) is differentiable at ū. According to the positive
definite property of A+ λDE(ȳ), for any h ∈ Rm the system

(A+ λDE(ȳ))z + φ(z) = Nh(2.2)

has a unique solution where

φi(z) =

{
0, i ∈ J ∪ L,
λDii max(0, zi), i ∈ K.
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Letting t > 0 be sufficiently small, we can therefore be assured that

(A+ λDE(ȳ))y(ū+ th) + φ(y(ū+ th)) = N(ū+ th).

Moreover, from ȳK = 0, we have

φ(y(ū+ th))− φ(ȳ) = φ(y(ū+ th)) = φ(y(ū+ th)− ȳ).

Hence we find

(A+ λDE(ȳ))(y(ū+ th)− ȳ) + φ(y(ū+ th)− ȳ) = N(ū+ th)−Nū = tNh.

Note that (A + λDE(ȳ))(tz) + φ(tz) = tNh for t > 0. This establishes that the
unique solution of system (2.2) is the directional derivative y′(ȳ;h) of y(·) along a
direction h ∈ Rm at ū, since

y(ū+ th)− y(ū) = ty′(ū;h)

for sufficiently small t > 0, which gives

lim
t↓0

y(ū+ th)− y(ū)

t
= y′(ū;h).

Moreover, the differentiability of y(·) at ū implies

y′(ū)h = y′(ū;h) = −y′(ū;−h),

from which we obtain that

(A+ λDE(ȳ))y′(ū;h) + φ(y′(ū;h)) = Nh

and

−(A+ λDE(ȳ))y′(ū;h) + φ(−y′(ū;h)) = −Nh.
It follows that

φ(y′(ū;h)) + φ(−y′(ū;h)) = 0.

Since φ is nonnegative, we have φ(y′(ū;h)) = 0. Consequently, we obtain

y′(ū;h) = (A+ λDE(ȳ))−1Nh = y′(ū)h for all h ∈ Rm,
which implies

y′(ū) = (A+ λDE(ȳ))−1N.

Now we show (y′(ū))K = 0.
We have found that in a neighborhood N of ū, the function y(·) is linear and can

be expressed by

y(w) = ȳ + (A+ λDE(ȳ))−1N(w − ū) for all w ∈ N .(2.3)

From (2.3) and the equalities

N(w − ū) = (A+ λDE(ȳ))(y(w)− ȳ) + λD(E(y(w))− E(ȳ))y(w)
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we obtain

λ(A+ λDE(ȳ))−1D(E(y(w))− E(ȳ))y(w) = 0.

Since λ(A+λDE(ȳ))−1D is nonsingular, this implies that (E(y(w))−E(ȳ))y(w) = 0,
that is, yi(w) ≤ 0 for all i ∈ K.

If there is an i ∈ K such that yi(w) < 0, we can choose t > 0 sufficiently small
such that

w̃ = ū− t(w − ū) ∈ N .
Then from the linearity of y(·) in the neighborhood N , we get

y(w̃) = ȳ − t(y(w)− ȳ)

and

λ(A+ λDE(ȳ))−1D(E(y(w̃))− E(ȳ))y(w̃) = 0.

However, ((E(y(w̃))− E(ȳ))y(w̃))i = yi(w̃) > 0. This is a contradiction. Therefore,
we have that yK(·) ≡ 0 in the neighborhood N , and thus (y′(ū))K = 0.

Since ū is arbitrarily chosen, we obtain the deserved result.
A function f : Rm → Rn is called piecewise linear if there exists a finite number

of linear functions f (i) : Rm → Rn, i ∈ {1, . . . , )}, such that the active index set
{i|f(u) = f (i)(u)} is nonempty for every u ∈ Rm.

Theorem 2.1 states that there exists a finite number of linear functions

y(1)u = A−1Nu, y(i)u =


A+ λD

∑
j∈Ii

eje
T
j




−1

Nu,

Ii ⊆ {1, 2, . . . , n}, such that the index set {i | y(u) = y(i)(u)} is nonempty for every
u ∈ Rm. Hence y(·) is a piecewise linear function and the number of pieces is not
more than 2n.

The following example illustrates the differentiability of y(·) in the two cases of
Theorem 2.1.

Example 2.1. Let n = 2,m = 1, λ = 1, b = 1, D = I,

A =

(
2 −1
−1 2

)
, and N =

(
3
−1

)
.

The solution function y(·) can be given explicitly as

y(u) =




(
u
0

)
, u ≥ 0,

(
5u/3
u/3

)
, u < 0.

The solution function y(·) is differentiable at every point in R except u = 0. Moreover,
2 ∈ K(y(u)) for u > 0. Let

y(1)(u) = A−1Nu =

(
5/3
1/3

)
u, y(2)(u) = (A+ e1e

T
1 )−1Nu =

(
1
0

)
u,
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y(3)(u) = (A+ e2e
T
2 )−1Nu =

(
8/5
1/5

)
u, y(4)(u) = (A+ I)−1Nu =

(
1
0

)
u.

We have

y(u) = y(2)(u) = y(4)(u), u > 0,
y(u) = y(1)(u), u < 0,
y(u) = y(1)(u) = y(2)(u) = y(3)(u) = y(4)(u), u = 0.

Hence y is a piecewise linear function and the number of pieces is less than 2n. It is
interesting to notice that (A+ I)−1N = (A+E(y(u)))−1N for u > 0. We can explain
it theoretically.

The generalized Jacobian [6] of the function max(0, ·) at a point y is the convex
hull of the set defined by a finite number of matrices:

∂max(0, y) = co

{
{E(y)} ∪

{
E(y) +

∑
i∈I

eie
T
i | I ⊆ K(y)

}}
.

Lemma 2.2. If K(y) �= ∅ and ((A + λDE(y))−1N)K(y) = 0, then for any W ∈
∂max(0, y), we have

(A+ λDW )−1N = (A+ λDE(y))−1N.

Proof. For a fixed point y ∈ Rn which has r zero components, any element
W ∈ ∂max(0, y) can be expressed by

W = E(y) +

r∑
j=1

αj
∑
i∈Ij

eie
T
i ,

where 1 ≥ αj ≥ 0 and Ij are subsets of K(y). Let

V = (A+ λDE(y))−1N and U = (A+ λDW )−1N.(2.4)

We set B = A + λDE(y), C = λD(W − E(y)), K = K(y),M = J (y) ∪ L(y). From
(2.4), we get(

BMM BMK
BKM BKK

)(
VM
VK

)
=

(
BMM BMK
BKM (B + C)KK

)(
UM
UK

)
.

From VK = 0, we have

BMM(VM − UM)−BMKUK = 0(2.5)

and

BKM(VM − UM)− (B + C)KKUK = 0.(2.6)

Since B is symmetric positive definite, BMM is nonsingular. Thus (2.5) and (2.6)
yield

(BKMB−1
MMBMK − (B + C)KK)UK = 0.(2.7)
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The submatrix BKMB−1
MMBMK − (B + C)KK is the Schur complement of the non-

singular matrix

(
BMM BMK
BKM (B + C)KK

)
,

and thus it is nonsingular. It follows from (2.7) that UK = 0. Moreover, (2.5) and
UK = 0 imply VM = UM. We complete the proof.

Lemma 2.3. For any W ∈ ∂max(0, y), the following two systems are equivalent:




H(y − yd) +As+ λDWs
αM(u− ud)−NT s+ t
Ay + λDmax(0, y)−Nu
min(t, b− u)


 = 0(2.8)

and (
((A+ λDW )−1N)TH(y(u)− yd) + αM(u− ud) + t
min(t, b− u)

)
= 0.(2.9)

Proof. Note that eTi ȳ = 0 for i ∈ K(ȳ), and any element W ∈ ∂max(0, ȳ) can be
expressed by

W = E(ȳ) +
r∑
j=1

αj
∑
i∈Ij

eie
T
i ,

where 1 ≤ r ≤ n, 0 ≤ αj ≤ 1, Ij ⊆ K(ȳ). Hence we have

max(0, ȳ) = E(ȳ)ȳ = Wȳ for anyW ∈ ∂max(0, ȳ).(2.10)

Suppose that (ȳ, ū, s, t) satisfies (2.8). Then we have y(ū) = ȳ and

((A+ λDW )−1N)TH(y(ū)− yd) + αM(ū− ud) + t

= −((A+ λDW )−1N)T (A+ λDW )s+ αM(ū− ud) + t

= −NT s+ αM(ū− ud) + t

= 0.

Suppose that (ū, t) satisfies (2.9). By the definition of y(·) and (2.10), we have
Aȳ + λDmax(0, ȳ)−Nū = 0 with ȳ = y(ū). Let s = −(A+ λDW )−1H(ȳ − yd). We
get

H(ȳ − yd) + (A+ λDW )s = 0

and

αM(ū− ud)−NT s+ t = αM(ū− ud) + t

+NT (A+ λDW )−1H(ȳ − yd) = 0.
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3. First order conditions. In this section we show the relations between (1.2),
(1.3), (1.4), and (1.5). To simplify the notation, we denote, respectively, the objective
functions of (1.2) and (1.3) by

f(y, u) =
1

2
(y − yd)TH(y − yd) +

α

2
(u− ud)TM(u− ud)

and

θ(u) =
1

2
(y(u)− yd)TH(y(u)− yd) +

α

2
(u− ud)TM(u− ud).

From Lemma 2.3 and E(y) ∈ ∂max(0, y), we can see that (1.4) and (1.5) are
equivalent.

Theorem 3.1. If (ȳ, ū, s̄, t̄) is a solution of (1.4), then (ū, t̄) is a solution of (1.5).
Conversely, if (ū, t̄) is a solution of (1.5), then (y(ū), ū,−(A+λDE(y(ū)))−1H(y(ū)−
yd), t̄) is a solution of (1.4).

Now we show that (1.4) implies (1.2) and that (1.3) implies (1.5) under certain
conditions.

Theorem 3.2. If (y∗, u∗, s∗, t∗) is a solution of (1.4), then all feasible points
(y, u) of (1.2) satisfy

f(y, u) ≥ f(y∗, u∗) + λ(D(E(y)− E(y∗))y)T s∗.

Moreover, if either K(y∗) = ∅ or ((A + λDE(y∗))−1N)K(y∗) = 0, then (y∗, u∗) is a
strict local optimal solution of (1.2).

Proof. The objective function in (1.2) is quadratic. If (y∗, u∗, s∗, t∗) is a solution
of (1.4), then we have

f(y, u)− f(y∗, u∗)

= (y − y∗)TH(y∗ − yd) + α(u− u∗)TM(u∗ − ud)
+

1

2
(y − y∗)TH(y − y∗) +

α

2
(u− u∗)TM(u− u∗)

≥ (y − y∗)TH(y∗ − yd) + α(u− u∗)TM(u∗ − ud)
≥ (y − y∗)TH(y∗ − yd) + α(u− u∗)TM(u∗ − ud) + (u− b)T t∗
= −(y − y∗)T (A+ λDE(y∗))s∗ + (u− u∗)T (NT s∗ − t∗) + (u− u∗ + u∗ − b)T t∗
= −(y − y∗)T (A+ λDE(y∗))s∗ + (u− u∗)TNT s∗

= −((A+ λDE(y∗))(y − y∗)−N(u− u∗))T s∗

= λ(D(E(y)− E(y∗))y)T s∗,

where the second inequality uses u ≤ b and t∗ ≥ 0, the third equality uses (u∗−b)T t∗ =
0, and the fifth equality uses (A+ λDE(y))y = Nu.

If K(y∗) = ∅ or ((A + λDE(y∗))−1N)K(y∗) = 0, by Theorem 2.1, there is a
neighborhood Ny of y∗ such that for all feasible points y ∈ Ny, we have y = (A +
λDE(y∗))−1Nu and

(E(y)− E(y∗))y = (E(y)− E(y∗))(A+ λDE(y∗))−1Nu = 0.

Hence (y∗, u∗) is a local optimal solution of (1.2). Moreover, the first inequality above
is strict if y �= y∗, which implies that (y∗, u∗) is a strict local optimal solution.
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Theorem 3.3. Suppose that u∗ is a local optimal solution of (1.3). If either
K(y(u∗)) = ∅ or ((A + λDE(y(u∗)))−1N)K(y(u∗)) = 0, then there is t∗ such that
(u∗, t∗) is a solution of (1.5).

Proof. By Theorem 2.1, the function y(·) is differentiable at u∗ and can be
expressed by

y(u) = (A+ λDE(y∗))−1Nu

in a neighborhood Nu of u∗. The gradient of θ at u∗ is

θ′(u∗) = ((A+ λDE(y∗))−1N)TH(y(u∗)− yd) + αM(u∗ − ud).
Let W = (A+ λDE(y∗))−1N . For all u ∈ Nu we have

θ(u) = θ(u∗) + θ′(u∗)T (u− u∗) + (u− u∗)(WTHW + αM)(u− u∗) ≥ θ(u∗),

which implies that there is a sufficiently small ε > 0 such that if ‖u− u∗‖ ≤ ε, then

θ′(u∗)T (u− u∗) ≥ 0.(3.1)

By choosing m feasible points

u
(i)
j =

{
u∗i − ε, j = i,
u∗j , j �= i,

for i = 1, 2, . . .m, we find θ′(u∗) ≤ 0. From u∗ ≤ b, this gives

θ′(u∗)T (b− u∗) ≤ 0.

If θ′(u∗)T (b − u∗) < 0, then there is an i(1 ≤ i ≤ m) such that θ′i(u
∗) < 0 and

bi − u∗i > 0. We define a feasible point ũ by

ũi = u∗i + min(ε, bi − u∗i ), ũj = u∗j (j �= i).

Then we have

θ′(u∗)T (ũ− u∗) < 0.

This contradicts (3.1). Hence we obtain θ′(u∗)T (b− u∗) = 0. Let t∗ = −θ′(u∗). Then
(u∗, t∗) is a solution of (1.5). We complete the proof.

Corollary 3.4.
1. Let (y∗, u∗, s∗, t∗) be a solution of (1.4). If y∗ = yd, then (y∗, u∗) is a global

optimal solution of (1.2).
2. Let u∗ be a local optimal solution of (1.3). If y(u∗) = yd, then (u∗,−αM(u∗−
ud)) is a solution of (1.5). Moreover, u∗ is a global optimal solution of (1.3).

Proof. 1. From the first equality of (1.4), we find that s∗ = 0. Then the result is
derived from Theorem 3.2.

2. By the relation between (1.2) and (1.3), (yd, u
∗) is a local optimal solution of

(1.2) and

f ′(yd, u∗)T (u− u∗) = α(u− u∗)TM(u∗ − ud) ≥ 0

for u being sufficiently close to u∗. Let t∗ = αM(u∗−ud).We can show that max(t∗, b−
u∗) = 0 by using the same technique in the proof for Theorem 3.3. Moreover, by
Theorem 3.1 and part 1 of this corollary, u∗ is a global optimal solution of (1.3).
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4. Final remarks. This paper presents new theoretical results on the first order
conditions for the discretization problem arising from nonsmooth constrained optimal
control problems. The results generalize existing results for smooth discretized con-
strained optimal control problems and answer some open questions on first order
conditions for two kinds of discretization problems. Theorem 3.1 states that the
first order conditions for problem (1.2) are equivalent to the first order conditions
for problem (1.3). Theorems 3.2 and 3.3 show that the condition K(y) = ∅ and
((A + λDE(y))−1N)K(y) = 0 can be used to verify a local optimal point satisfies
the first order conditions and that a point satisfying the first order conditions is a
local optimal solution. Notice that ((A+ λDE(y))−1N)K(y) = 0 does not imply that
F (y, u) = Ay + λDmax(0, y)−Nu is differentiable at (y, u).
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Abstract. In this paper, robust stability for linear systems with several uncertain (complex
and/or real) scalar parameters is studied. A countable family of conditions sufficient for robust
stability is given, in terms of solvability of some simple linear matrix inequalities (LMIs). These con-
ditions are of increasing precision, and it is shown conversely that robust stability implies solvability
of these LMIs from a certain rank and beyond. This result constitutes an extension of the characteri-
zation by solvability of Lyapunov inequality of the asymptotic stability for usual linear systems. It is
based on the search of parameter-dependent quadratic Lyapunov functions, polynomial of increasing
degree in the parameters.

Key words. robust stability, real and complex parametric uncertainty, polytopic uncertainty,
parameter-dependent Lyapunov functions, linear matrix inequalities, µ-analysis, structured singular
values, Kalman–Yakubovich–Popov lemma
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1. Introduction. In this paper we study the robust asymptotic stability of
finite-dimensional linear systems subject to several scalar parametric uncertainties,
namely

ẋ = A(z)x, z
def
= (z1, . . . , zm), A(z)

def
= A0 + z1A1 + · · ·+ zmAm,(1)

where the fixed matrices A0, A1, . . . , Am are elements of C
n×n. Here, the uncertain

scalar parameters zi may be complex or real numbers. In the latter case, for the sake
of clarity, we shall rather write ri.

It is a well-known fact that asymptotic stability of system (1) without uncertainty
(z1 = · · · = zm = 0) is equivalent to the existence of a hermitian matrix P ∈ C

n×n

such that

P > 0n, A
H
0 P + PA0 < 0n.

This is the well-known Lyapunov inequality. This approach is related to the search for
a Lyapunov function of the form x(t)HPx(t), positive definite and decreasing along
the trajectories of ẋ = A0x.

This approach has been extended in different ways in order to consider uncertain
systems (1). In the various existing variants, one usually considers a set of constant
systems, typically compact and convex: the task is to establish whether all the systems
in this set are asymptotically stable or not. Various types of parameter sets are in
consequence associated to (1), usually elliptic or polytopic. In the present paper, we
mainly face the case of constant noncorrelated parameters, with values in closed unit
balls of R or C. In other words, we wish to test the existence of a hermitian matrix
P (z) such that

P (z) > 0n, A(z)
HP (z) + P (z)A(z) < 0n(2)

∗Received by the editors November 23, 2001; accepted for publication (in revised form) May 6,
2003; published electronically January 28, 2004.

http://www.siam.org/journals/sicon/42-6/39869.html
†INRIA, Domaine de Voluceau, Rocquencourt BP 105, 78153 Le Chesnay cedex, France (pierre-

alexandre.bliman@inria.fr).

2016



A CONVEX APPROACH TO ROBUST STABILITY 2017

for any z ∈ C
m with |zi| ≤ 1, zi ∈ R, or C, i = 1, . . . ,m. This problem appears as a

parameter-dependent linear matrix inequality (LMI).
This problem is decidable but NP-hard. Indeed, it amounts to evaluating some

particular structured singular values [15, 46]. Generally speaking, computing and
approximating µ is a hard task [9, 39, 18], and the gap with its usual upper bound
is infinite [40, 37]. The more specific problem studied here may be seen equivalently
[10] as checking delay-independent stability [27, 28, 23] of a delay system, which has
been proved to be NP-hard too [38].

A first method to cope with uncertainty consists of looking for a simultaneous Lya-
punov function, i.e., for a constant hermitian positive definite P such that x(t)HPx(t)
decreases along the trajectories of (1), for any value of z in the convenient set; see
the bibliography on quadratic stability in [8, pp. 72–73]. Subsequent developments
have led to consider parameter-dependent Lyapunov functions: sufficient conditions
for existence of affine parameter-dependent functions P (z) in (2) are provided in
[21, 17, 12, 33] and in [41, 42] for functions quadratic in the parameters. Methods
involving piecewise quadratic Lyapunov functions [43, 35] and LMIs with augmented
numbers of variables [22, 32] may also be found.

Another approach is based on the use of scaling or multiplier in an input/output
stability framework. The use of diagonal scaling (D-scaling) [15] permits us to obtain
upper bound for µ, whereas DG-scaling [16] plays an analog role for real parametric
uncertainty. Contributions based on the larger class of LFT-scaling [1] and on mul-
tiplier technique [19] have provided less conservative results. Some results are based
on mixed methods [13, 20].

The contributions presented previously provide sufficient conditions for robust
stability of (1), that is, for asymptotic stability for any value of the parameters in
the adequate set. However, they are far from being necessary and, due to their
conservatism, may fail to detect robust stability. On the other hand, they may be
checked easily. Indeed, most of them reduce to testing the solvability of LMI problems,
a standard convex optimization problem [8], achievable in polynomial-time. Efficient
interior-point methods have been developed and are available as toolboxes in widely
spread control-oriented scientific softwares, such as Matlab or Scilab.

From a theoretical point of view, the connection between the two methods has
been enlightened by Iwasaki [24] and Iwasaki and Hara [26]. Both may be inter-
preted as special cases of the quadratic separator, separating in an appropriate space
a graph associated to the “system” from a graph associated to the “perturbation,”
here the parameters. Roughly speaking, the previous results are obtained when look-
ing for such a separator with prespecified “simple” dependency, with respect to either
the frequency (frequency-dependent scaling matrix in µ-analysis) or to parameters
(parameter-dependent Lyapunov functions). Clearly, taking small separator classes
yields gain in computational simplicity. On the other hand, increasing the separator
class size reduces the conservatism of the obtained criterion.

The existing exact methods of resolution of the problem are based on the use
of upper and lower bounds on (smaller and smaller) subdomains of the parameter
space; see [11, 3, 45]. Due to the computational complexity of the task, they lead to
prohibitive growth in computation cost with the problem size, at least in the worst
case. The main problem is to find an acceptable trade-off between precision and
computational burden.

The results in the present paper provide a systematic way for the use of parameter-
dependent Lyapunov functions and their related LMI criteria. The general principle
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for their derivation may be explained as follows.
First, the solution P (z) of the Lyapunov equation A(z)HP (z) +P (z)A(z) = −In

is analytic with respect to the vector of parameters z and its conjugate z̄ (this fact

may be checked from the explicit form P (z) =
∫ +∞
0

eA(z)HteA(z)t dt). This suggests
that for systems which are robustly stable, there always exists a parameter-dependent
Lyapunov function x(t)HP (z)x(t) with P fulfilling (2) which is polynomial with respect
to z, z̄. Basically, this comes from the fact that one may truncate the latter expansion,
due to convergence uniform in z. One hence takes as new unknowns of the problem
a positive integer k such that k − 1 represents the maximal power in the variables
z, z̄ of the polynomial P (z), plus the km coefficients themselves, which are hermitian
matrices of size n× n. Second, it turns out that the conditions that must be verified
by the previous coefficients (including the global condition of positivity of P (z) for
all z) may be transformed into a set of LMIs in a total of m+ 1 unknown hermitian
matrices. The main tool for this operation is the application, repeated m times, of
the discrete-time Kalman–Yakubovich–Popov lemma.

This two-step procedure motivates the form of the results presented in the core
of the paper, which we now summarize. A family of LMIs is exhibited, indexed by
the positive integer k (roughly speaking, the degree in the z, z̄ of a solution of (2)),
and whose solvability implies robust stability of system (2). Also, it is shown that
solvability for rank k implies solvability for k′ ≥ k, so these sufficient conditions are
more and more precise (less and less conservative) as the degree of the polynomial
solution increases. A key issue is that a necessity property also holds in the precise
sense that if robust stability holds, then the corresponding LMIs are fulfilled from a
certain rank k and beyond. Thus, the conservatism vanishes asymptotically. Robust
stability of system (1) is hence characterized by solvability of LMI problems. The
originality of the proposed method is to associate to a sequence of increasing classes
of candidate parameter-dependent Lyapunov functions, whose existence for a precise
problem may be checked by solving a LMI, a completeness result, ensuring that ro-
bust stability implies existence of a Lyapunov function in at least one of the classes.
A related idea for generation of parameter-dependent Lyapunov functions based on
nonminimal state is used in [25] without, however, insight into the necessity part.

The paper is organized as follows. In section 2 some notation is given necessary
for the statement of the results. In section 3 a class of parameter-dependent Lya-
punov functions is presented which plays a central role in the paper. In section 4
the two results corresponding to m complex parameters (Theorem 4.1) and m real
parameters (Theorem 4.3) are stated. The mixed case may be written down easily
and is not extensively developed here. In what follows, we provide as a straightfor-
ward consequence a result on robust stability of systems with polytopic uncertainties
(Corollary 4.4). A numerical example is presented further on in section 5. Comments
on the status of the results are given in section 6. Complete proofs of Theorems 4.1
and 4.3 are given in section 7. Last, concluding remarks are made in section 8.

2. Notation. The matrices In, 0n, 0n×p are the n × n identity matrix and the
n×n and n×p zero matrices, respectively. The symbol ⊗ denotes Kronecker product,
the power of Kronecker products being used with the natural meaning M0⊗ = 1,

Mp⊗ def
= M (p−1)⊗ ⊗ M . Recall the important property that (A ⊗ B)(C ⊗ D) =

(AC ⊗ BD) for any matrices with compatible size. The spectrum of a square ma-
trix M is written σ(M), and, applying the operation Re to this set, one denotes by
Reσ(M) the set {Re s : s ∈ σ(M)}. For example, Reσ(M) < 0 means that M is
Hurwitz. The spectral radius of a square matrix M is written ρ(M). The conjugate
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and transconjugate of M are denoted MT and MH . N is the set of positive integers.
D is denoted the closed unit ball in C. The unit circle is denoted as the boundary
∂D. C+ is the closed set of complex numbers with nonnegative real part. Last, the
set of complex hermitian matrices of size n× n is denoted by Hn.

Let Ĵk, J̌k ∈ R
k×(k+1) be defined by

Ĵk
def
=

(
Ik 0k×1

)
, J̌k

def
=

(
0k×1 Ik

)
.

These matrices will prove essential for polynomial manipulation. In particular, a
key property is that, for u[k] ∈ C

k defined, for u ∈ C, by

u[k] def
=




1
u
...

uk−1


 ,(3)

one has

Ĵku
[k+1] = u[k], J̌ku

[k+1] = uu[k].(4)

Also, we will use the fact that, for any k ∈ N,

ĴkJ̌k+1 = J̌kĴk+1 =
(
0k×1 Ik 0k×1

)
.(5)

Finally, one shows directly that, for any matrix M ∈ C
p×q, for any u ∈ C,

(u[k] ⊗ Ip)M = (Ik ⊗M)(u[k] ⊗ Iq).(6)

3. Polynomially parameter-dependent quadratic functions and their
evolution. In the study of system (1), a crucial role will be played here by the search
for parameter-dependent Lyapunov functions chosen within the following class.

Definition 3.1. We call a polynomially parameter-dependent quadratic func-
tion (PPDQ function for short) any quadratic function xHP (z)x on C

n such that

P (z)
def
= (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)(7)

for a certain Pk ∈ Hkmn. The integer k− 1 is called the degree of the PPDQ function
P .

Notice that the expression (z
[k]
m ⊗· · ·⊗z[k]1 ) gathers in a column all the monomials

with degree at most k − 1 in each of the components of z.
The following auxiliary result provides the derivative of a PPDQ function along

the trajectories of (1).
Proposition 3.2. The derivative of the PPDQ function (7) of degree k−1 along

the trajectories of the system ẋ = A(z)x is a PPDQ function R(z) of degree k given
by

R(z)
def
= (z[k+1]

m ⊗ · · · ⊗ z[k+1]
1 ⊗ In)HRk(z[k+1]

m ⊗ · · · ⊗ z[k+1]
1 ⊗ In),(8)
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where Rk ∈ H(k+1)mn is defined as

Rk
def
=

((
Ĵm⊗
k ⊗A0

)
+

m∑
i=1

(
Ĵ

(m−i)⊗
k ⊗ J̌k ⊗ Ĵ (i−1)⊗

k ⊗Ai
))H

Pk

(
Ĵm⊗
k ⊗ In

)

+
(
Ĵm⊗
k ⊗ In

)T
Pk

((
Ĵm⊗
k ⊗A0

)
+

m∑
i=1

(
Ĵ

(m−i)⊗
k ⊗ J̌k ⊗ Ĵ (i−1)⊗

k ⊗Ai
))

(9)

and depends linearly upon Pk ∈ Hkmn.
Proof of Proposition 3.2. Clearly, R(z) = A(z)HP (z)+P (z)A(z). As an example,

let us evaluate P (z)A(z). One has

P (z)A(z) = (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)A(z)
= (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(Ikm ⊗A(z))(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

(due to (6))

= (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk
[
(Ikm ⊗A0)(z

[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In)

+(Ikm ⊗A1)(z
[k]
m ⊗ · · · ⊗ z1z[k]1 ⊗ In)

+ · · · +(Ikm ⊗Am)(zmz[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)
]
,

and the second term in (9) is obtained by repeated use of the two formulas in
(4).

To study systems with real parameters ẋ = A(r)x, we use the change of variables
r = z+z̄

2 , which maps D
m
onto [−1;+1]m. It turns out that the formulas are of smaller

size when one is directly looking for a Lyapunov function parametrized by z and not
by r. The analogue of Proposition 3.2 for this case is given below, and its proof, using
the same techniques, is left to the reader.

Proposition 3.3. The derivative of the PPDQ function (7) of degree k−1 along
the trajectories of the system ẋ = A( z+z̄2 )x is a PPDQ function R(z) of degree k given

as (8), where Rk ∈ H(k+1)mn is now defined by

Rk
def
=

1

2

((
Ĵm⊗
k ⊗A0

)
+

m∑
i=1

(
Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗Ai

))H

Pk

(
Ĵm⊗
k ⊗ In

)

+
1

2

((
Ĵm⊗
k ⊗A0

)H
Pk

(
Ĵm⊗
k ⊗ In

)
+

m∑
i=1

(
Ĵm⊗
k ⊗Ai

)H
Pk

(
Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ In

))

+
1

2

(
Ĵm⊗
k ⊗ In

)T
Pk

((
Ĵm⊗
k ⊗A0

)
+

m∑
i=1

(
Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗Ai

))

+
1

2

((
Ĵm⊗
k ⊗ In

)T
Pk

(
Ĵm⊗
k ⊗A0

)
+

m∑
i=1

(
Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ In

)T
Pk

(
Ĵm⊗
k ⊗Ai

))

(10)

and depends linearly upon Pk ∈ Hkmn.
4. Main results. We are now in a position to state the main results of the

paper.
Theorem 4.1 (robust stability of systems with complex parameters). The fol-

lowing three properties are equivalent.
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(i) The matrix A(z) in (1) is Hurwitz for any z ∈ D
m
.

(ii) There exists a PPDQ Lyapunov function xHP (z)x for the class of systems
ẋ = A(z)x with A(z) defined by (1), i.e., such that

∀z ∈ D
m
, P (z) > 0, R(z) < 0,

where R(z) is defined by (8), (9).
(iii) There exist a positive integer k and (m+ 1) matrices

Pk ∈ Hkmn and Qk,i ∈ Hkm−i+1(k+1)i−1n, i = 1, . . . ,m,

which solve the following LMI:




Pk > 0kmn,

Rk +

m∑
i=1

(
Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n

)T
Qk,i

(
Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n

)

−
m∑
i=1

(
Ĵ

(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)T
Qk,i

(
Ĵ

(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)
< 0(k+1)mn,

(LMIk)

with Rk = Rk(Pk) defined in (9).
Moreover, if (LMIk) with (9) is solvable for the index k, then it is also solvable

for all indices k′ ≥ k. Finally, if the matrices Ai, 0 ≤ i ≤ m, are real, then the
statement holds with real, symmetric, matrices Pk, Qk,i, 1 ≤ i ≤ m.

The proof of Theorem 4.1 is given in section 7.1.
From Theorem 4.1, one deduces in particular that, for any positive integer k,

(LMIk) is solvable⇒ (LMIk′) is solvable for k
′ ≥ k

⇒ system (1) is robustly stable against any z ∈ D
m
.(11)

In other words, any of the conditions (LMIk) is sufficient for robust stability, and they
are more and more precise. Necessity of the condition is obtained asymptotically for
large enough k.

The sufficiency result (11) is central and turns out to be the “easy” part of the
proof. Before commenting further on Theorem 4.1, we provide indications on its
demonstration, leaving the details for the complete proof in section 7.1.

Sketch of proof for (11). Left- and right-multiplication of the second inequality in

(LMIk) by (z
[k+1]
m ⊗ · · · ⊗ z[k+1]

1 ⊗ In) and its transconjugate yields R(z) +
∑m
i=1(1−

|zi|2)(z[k]m ⊗ · · · ⊗ z[k]i ⊗ z[k+1]
i−1 ⊗ · · · ⊗ z[k+1]

1 ⊗ In)HQk,i(z[k]m ⊗ · · · ⊗ z[k]i ⊗ z[k+1]
i−1 ⊗ · · · ⊗

z
[k+1]
1 ⊗ In) < 0n. Indeed, this is a direct consequence of (4). Thus, R(z) < 0n if
|z1| = · · · = |zm| = 1, so the matrix A(z) is Hurwitz for all z ∈ (∂D)m, and this
may be extended to the whole D

m
; see the details in section 7.1.1. This proves that

solvability of (LMIk) is sufficient for robust stability.
To prove that solvability of (LMIk) implies solvability of (LMIk+1), one constructs
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directly a new solution Pk+1, Qk+1,1, . . . , Qk+1,m, by taking

Pk+1
def
=

∑
Mi∈{Ĵk,J̌k}, i=1,...,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TPk(Mm ⊗ · · · ⊗M1 ⊗ In),

Qk+1,i
def
=

∑
Ml ∈ {Ĵk+1, J̌k+1}, l = 1, . . . , i− 1,

Ml ∈ {Ĵk, J̌k}, l = i, . . . ,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TQk,i(Mm ⊗ · · · ⊗M1 ⊗ In),

for i = 1, . . . ,m. One then shows that the matrix Rk+1 obtained from Pk+1 by formula
(9) verifies

Rk+1
def
=

∑
Mi∈{Ĵk+1,J̌k+1}, i=1,...,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TRk(Mm ⊗ · · · ⊗M1 ⊗ In).

As a matter of fact, one may show that this amounts to multiplying P (z) and R(z)
by (1 + |z1|2) . . . (1 + |zm|2) in (ii). Based on properties (5), (6), the two inequalities
of (LMIk+1) are then deduced from the inequalities of (LMIk); see details in section
7.1.3 below.

Remark 4.2. Paradoxically, the positive definite PPDQ function xHP (z)x of
degree k − 1 formed from a solution of (LMIk) is not ensured to decrease along
the trajectories of the system. The argument developed above consisted of showing
that R(z) < 0n for z ∈ (∂D)m. As said before, this yields Hurwitzness of A(z)
for z ∈ (∂D)m, which implies the same property in D

m
, basically by an analyticity

result; see section 7.1.1. However, in general R(z) �< 0n for z ∈ D
m
, unless Qk,i >

0km−i+1(k+1)i−1n for all i = 1, . . . ,m. In the case of a unique scalar uncertainty
(m = 1), there is no loss of generality to add this positivity condition on Qk,1 in the
LMI; see [5]. We conjecture that the same remains true for m > 1.

In the case m = 0, the problem (LMIk) simply states that ∃P ∈ Hn, P > 0n,
AH0 P + PA0 < 0n. For m = 1, one gets the following family of LMIs indexed by
k ∈ N: ∃Pk ∈ Hkn, Pk > 0kn, ∃Qk ∈ Hkn,
(Ĵk ⊗A0)

HPk(Ĵk ⊗ In) + (J̌k ⊗A1)
HPk(Ĵk ⊗ In)

+ (Ĵk ⊗ In)TPk(Ĵk ⊗A0) + (Ĵk ⊗ In)TPk(J̌k ⊗A1)

+ (Ĵk ⊗ In)TQk(Ĵk ⊗ In)− (J̌k ⊗ In)TQk(J̌k ⊗ In) < 0(k+1)n;

that is,

(
Ĵk ⊗ In
J̌k ⊗ In

)T(
(Ik ⊗A0)

HPk + Pk(Ik ⊗A0) +Qk Pk(Ik ⊗A1)
(Ik ⊗A1)

HPk −Qk
)(

Ĵk ⊗ In
J̌k ⊗ In

)
< 0(k+1)n.

(12)

For two parameters (m = 2), one obtains ∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n,
∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗A0)

HPk(Ĵ
2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)TPk(Ĵ2⊗
k ⊗A0)

+ (Ĵk ⊗ J̌k ⊗A1)
HPk(Ĵ

2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)TPk(Ĵk ⊗ J̌k ⊗A1)

+ (J̌k ⊗ Ĵk ⊗A2)
HPk(Ĵ

2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)TPk(J̌k ⊗ Ĵk ⊗A2)

+ (Ĵ2⊗
k ⊗ In)TQk,1(Ĵ2⊗

k ⊗ In)− (Ĵk ⊗ J̌k ⊗ In)TQk,1(Ĵk ⊗ J̌k ⊗ In)
+ (Ĵk ⊗ I(k+1)n)

TQk,2(Ĵk ⊗ I(k+1)n)− (J̌k ⊗ I(k+1)n)
TQk,2(J̌k ⊗ I(k+1)n)

< 0(k+1)2n,
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or again

(13)
Ĵk ⊗ Ĵk ⊗ In
Ĵk ⊗ J̌k ⊗ In
J̌k ⊗ Ĵk ⊗ In




T 
(Ik2 ⊗A0)

HPk + Pk(Ik2 ⊗A0) +Qk,1 Pk(Ik2 ⊗A1) Pk(Ik2 ⊗A2)
(Ik2 ⊗A1)

HPk −Qk,1 0k2n

(Ik2 ⊗A2)
HPk 0k2n 0k2n




×

Ĵk ⊗ Ĵk ⊗ In
Ĵk ⊗ J̌k ⊗ In
J̌k ⊗ Ĵk ⊗ In


+

(
Ĵk ⊗ I(k+1)n

J̌k ⊗ I(k+1)n

)T (
Qk,2 0k(k+1)n

0k(k+1)n −Qk,2

)(
Ĵk ⊗ I(k+1)n

J̌k ⊗ I(k+1)n

)
< 0(k+1)2n.

An interesting comparison may be made, concerning the simplest criterion, ob-
tained for k = 1. In the case m = 1 (see (12)), (LMI1) writes

P1 = P
H
1 > 0, Q1,1 = Q

H
1,1,

(
AH0 P1 + P1A0 +Q1,1 P1A1

AH1 P1 −Q1,1

)
< 0,

which matches the conditions for quadratic stability with D-scalings. For the case
m = 2 of two parameters (see (13)), the inequalities are

P1 = P
H
1 > 0, Q1,1 = Q

H
1,1, Q1,2 = Q

H
1,2,


AH0 P1 + P1A0 +Q1,1 P1A1 P1A2 0n

AH1 P1 −Q1,1 0n 0n
AH2 P1 0n 0n 0n
0n 0n 0n 0n


+

(
Q1,2 02n

02n −Q1,2

)
< 0,

where here the size of Q1,2 is twice that of Q1,1. This is clearly less restrictive than
the conditions obtained with D-scalings, namely,

P1 = P
H
1 > 0, Q1,1 = Q

H
1,1, Q1,2 = Q

H
1,2,

AH0 P1 + P1A0 +Q1,1 +Q1,2 P1A1 P1A2

AH1 P1 −Q1,1 0n
AH2 P1 0n −Q1,2


 < 0.

For larger values ofm, (LMI1) is obtained by introduction of the remaining multipliers
Q1,i, along the same principles. The obtained conditions are related to, but less
conservative than, the ones obtained with D-scalings.

The result for systems with real parameters is analogous to Theorem 4.1.
Theorem 4.3 (robust stability of systems with real parameters). The following

three properties are equivalent.
(i) The matrix A(r) in (1) is Hurwitz for any r ∈ [−1;+1]m.
(ii) There exists a PPDQ Lyapunov function xHP (r)x for the class of systems

ẋ = A(r)x with A(r) defined by (1), i.e., such that

∀r ∈ [−1;+1]m, P (r) > 0, R(r) < 0,

where R(r) is defined as in (8), with Rk given by (10).
(iii) There exist a positive integer k and (m+ 1) matrices

Pk ∈ Hkmn and Qk,i ∈ Hkm−i+1(k+1)i−1n, i = 1, . . . ,m,

which solve the (LMIk) with Rk = Rk(Pk) defined in (10).
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Moreover, if (LMIk) with (10) is solvable for the index k, then it is also solvable
for all indices k′ ≥ k. Finally, if the matrices Ai, 0 ≤ i ≤ m, are real, then the
statement holds with real, symmetric, matrices Pk, Qk,i, 1 ≤ i ≤ m.

The proof of Theorem 4.3 is given in section 7.2.
For m = 1 and m = 2, respectively, the two following families of LMIs are

obtained: ∃Pk ∈ Hkn, Pk > 0kn, ∃Qk ∈ Hkn,

(Ĵk ⊗A0)
HPk(Ĵk ⊗ In) + 1

2

(
(Ĵk ⊗A1)

HPk(J̌k ⊗ In) + (J̌k ⊗A1)
HPk(Ĵk ⊗ In)

)

+ (Ĵk ⊗ In)TPk(Ĵk ⊗A0) +
1
2

(
(J̌k ⊗ In)TPk(Ĵk ⊗A1) + (Ĵk ⊗ In)TPk(J̌k ⊗A1)

)
+ (Ĵk ⊗ In)TQk(Ĵk ⊗ In)− (J̌k ⊗ In)TQk(J̌k ⊗ In) < 0(k+1)n

and ∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n, ∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗A0)

HPk(Ĵ
2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)TPk(Ĵ2⊗
k ⊗A0)

+ 1
2

(
(Ĵ2⊗
k ⊗A1)

HPk(Ĵk ⊗ J̌k ⊗ In) + (Ĵk ⊗ J̌k ⊗A1)
HPk(Ĵ

2⊗
k ⊗ In)

)

+ 1
2

(
(Ĵ2⊗
k ⊗A2)

HPk(J̌k ⊗ Ĵk ⊗ In) + (J̌k ⊗ Ĵk ⊗A2)
HPk(Ĵ

2⊗
k ⊗ In)

)

+ 1
2

(
(Ĵk ⊗ J̌k ⊗ In)TPk(Ĵ2⊗

k ⊗A1) + (Ĵ2⊗
k ⊗ In)TPk(Ĵk ⊗ J̌k ⊗A1)

)

+ 1
2

(
(J̌k ⊗ Ĵk ⊗ In)TPk(Ĵ2⊗

k ⊗A2) + (Ĵ2⊗
k ⊗ In)TPk(J̌k ⊗ Ĵk ⊗A2)

)
+ (Ĵ2⊗

k ⊗ In)TQk,1(Ĵ2⊗
k ⊗ In)− (Ĵk ⊗ J̌k ⊗ In)TQk,1(Ĵk ⊗ J̌k ⊗ In)

+(Ĵk⊗ I(k+1)n)
TQk,2(Ĵk⊗ I(k+1)n)− (J̌k⊗ I(k+1)n)

TQk,2(J̌k⊗ I(k+1)n) < 0(k+1)2n.

Forms similar to (12) and (13) may be obtained. For k = 1, m = 1, one gets for
the LMI defined in Theorem 4.3

P1 = P
H
1 > 0, Q1,1 = Q

H
1,1,

(
AH0 P1 + P1A0 +Q1,1

1
2 (A

H
1 P1 + P1A1)

1
2 (A

H
1 P1 + P1A1) −Q1,1

)
< 0,

to be compared to the condition obtained by DG-scaling:

P1 = P
H
1 > 0, D = DH , G+GH = 0,

(
AH0 P1 + P1A0 +D P1A1 +G

AH1 P1 +G
H −D

)
< 0.

One may verify that there is no loss of generality to take G = 1
2 (A

H
1 P1 − P1A1) in

the latter inequality, so the two criteria are equivalent. The formulas for larger m are
obtained similarly to the complex case; they provide also tighter sufficient conditions
than the ones based on DG-scaling.

Theorems 4.1 and 4.3 are easily adapted to treat the mixed complex/real case.
The result is not stated completely here for the sake of space. As an example, for
stability analysis of A0 + zA1 + rA2, for a complex parameter z and a real parameter
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r, both of norm less than or equal to 1, the criterion is based on the following family
of LMIs: ∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n, ∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗A0)

HPk(Ĵ
2⊗
k ⊗ In) + (Ĵk ⊗ J̌k ⊗A1)

HPk(Ĵ
2⊗
k ⊗ In)

+ 1
2

(
(Ĵ2⊗
k ⊗A2)

HPk(J̌k ⊗ Ĵk ⊗ In) + (J̌k ⊗ Ĵk ⊗A2)
HPk(Ĵ

2⊗
k ⊗ In)

)
+ (Ĵ2⊗

k ⊗ In)TPk(Ĵ2⊗
k ⊗A0) + (Ĵ2⊗

k ⊗ In)TPk(Ĵk ⊗ J̌k ⊗A1)

+ 1
2

(
(J̌k ⊗ Ĵk ⊗ In)TPk(Ĵ2⊗

k ⊗A2) + (Ĵ2⊗
k ⊗ In)TPk(J̌k ⊗ Ĵk ⊗A2)

)
+ (Ĵ2⊗

k ⊗ In)TQk,1(Ĵ2⊗
k ⊗ In)− (Ĵk ⊗ J̌k ⊗ In)TQk,1(Ĵk ⊗ J̌k ⊗ In)

+(Ĵk⊗ I(k+1)n)
TQk,2(Ĵk⊗ I(k+1)n)− (J̌k⊗ I(k+1)n)

TQk,2(J̌k⊗ I(k+1)n) < 0(k+1)2n.

The robust stability of a polytope of matrices is now addressed by reduction to the
problems solved in Theorem 4.3. Consider, for m+ 1 fixed matrices B1, . . . , Bm+1 ∈
C
n×n, the class of systems

ẋ = B(β)x, β
def
= (β0, β1, . . . , βm), B(β)

def
= β0B0 + β1B1 + · · ·+ βmBm.(14)

Define the polytope P
m+1 def

= {β ∈ R
m+1 : βi ≥ 0, β0 + · · ·+ βm = 1}.

Corollary 4.4 (robust stability of real convex polytopic systems). The follow-
ing three properties are equivalent.

(i) The matrix B(β) in (14) is Hurwitz for any β ∈ P
m+1.

(ii) There exists m+ 1 PPDQ functions xHPi(β)x, i = 0, . . . ,m such that

∀β ∈ P
m+1,

Pi(β) > 0, i = 0, . . . ,m,

B(β)HParg max βi(β) + Parg max βi(β)B(β) < 0.

(iii) For each value of i = 0, . . . ,m, there exists a positive integer k for which
(LMIk) with Rk defined in (10) is solvable, with

A0
def
= Bi +

1

2

m∑
j=0,j �=i

Bj , {A1, . . . , Am} =
{
1

2
Bj : j �= i

}
.(15)

Proof of Corollary 4.4. Let, for example, max0≤i≤m βi = β0 > 0, and write

B(β) = β0

(
B0 +

1

2

m∑
i=1

Bi +
1

2

m∑
i=1

(
2
βi
β0
− 1

)
Bi

)
.

Remark that the map [0;+1] → [−1;+1], u �→ 2u − 1 is one-to-one. For any fixed
value of i = argmaxβj (take any value if the maximum is attained for more than
one index), property (i) is thus equivalent to robust stability of ẋ = A(r)x with the
definition of A0, A1, . . . , Am given in (15), and it is possible to apply Theorem 4.3.
For any fixed i = argmaxβj , a PPDQ Lyapunov function is found as a function of

rj
def
= −1+2βj/maxβi, j �= i, and may be expressed with respect to βj after adequate

change of the coefficients.
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Application of Theorem 4.3 thus provides for this problem too a family of sufficient
conditions for robust stability, whose conservatism vanishes asymptotically: m + 1
families of LMIs are found such that robust stability of (14) is equivalent to the
solvability of at least one LMI in each family. Clearly, this approach amounts to the
search for a piecewise PPDQ Lyapunov function, chosen, in m + 1 quadrants of the
parameter space, according to the value of maxβi.

5. Numerical example. Consider the following example. Let n = 3,

A0 =


−12 −7 7
−11 −13 −5
−2 9 −8


 , A1 =


0 1 0
1 0 2
0 3 0


 , A2 =


 1 2 0
−3 −1 0
−1 0 0


 .

We evaluate the following robustness margins:

αzz
def
= sup

(z1,z2)∈D
2

Reσ(A0 + z1A1 + z2A2),

αzr
def
= sup

(z,r)∈D×[−1;+1]

Reσ(A0 + zA1 + rA2),

αrz
def
= sup

(r,z)∈[−1;+1]×D

Reσ(A0 + rA1 + zA2),

αz
def
= sup

z∈D

Reσ(A0 + z(A1 +A2)),

αrr
def
= sup

(r1,r2)∈[−1;+1]2
Reσ(A0 + r1A1 + r2A2),

αr
def
= sup

r∈[−1;+1]

Reσ(A0 + r(A1 +A2)).

Clearly, the latter quantities are linked by the inequalities:

αzz ≥ αzr, αrz ≥ αrr ≥ αr, and αzz ≥ αz ≥ αr.(16)

We use the previously presented LMIs to find, for each uncertainty structure, the
least real number α such that A(z) − αIn is robustly stable. For each integer k and
for each value of α, a convex problem is solved, but the problem is not jointly convex
in the four unknowns Pk, Qk,1, Qk,2, and α, so a bisection process is achieved.

The computations presented here have been performed using the package lmitool
of the free software Scilab. The successive (upper) estimates of the robustness mar-
gins, according to the value of k, are given in Table 1. Between parentheses is given
the CPU time necessary for the solution of the LMIs (for the corresponding values of
α and k), measured on a computer equipped with a Pentium III 800MHz.

The values are compared to those obtained by checking directly the robust sta-
bility by means of gridding of the parameter space, which are presented in Table 2.
Due to the small size of the problem, small computation times are required.

One verifies that, for each margin, the successive estimates are nonincreasing
functions of k and that the inequalities corresponding to (16) are fulfilled for any
value of k. In the present case, the tests achieved for k = 2 provide these true values
up to three digits, except for αr (k = 3).

In principle, the previous numbers may also be determined using the fact that

αzz = inf {α ∈ R : ∀ω ∈ R,∀α′ ∈ (α; +∞), µ∆(G(jω + α′)) < 1} ,
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Table 1
Successive estimates of the margins and corresponding CPU times.

αzz αzr αrz

k = 1 -2.42 (0.2s) -3.17 (0.2s) -2.42 (0.19s)
k = 2 -3.87 (7.63s) -4.57 (9.73s) -4.46 (7.84s)

αz αrr αr

k = 1 -3.24 (0.06s) -3.17 (0.2s) -3.24 (0.07s)
k = 2 -4.14 (0.23s) -5.24 (10.1s) -5.39 (0.26s)
k = 3 -5.41 (0.65s)

Table 2
Successive estimates of the margins by gridding and corresponding CPU times.

Number of nodes
in parameter space αzz αzr αrz

10×10 -3.93 (0.02s) -4.63 (0.02s) -4.48 (0.02s)
100×100 -3.88 (1.67s) -4.57 (1.68s) -4.47 (1.66s)

αz αrr αr

10×10 -4.15 (0.01s) -5.24 (0.01s) -5.42 (0.01s)
100×100 -4.15 (0.02s) -5.24 (0.84s) -5.42 (0.01s)

where G(s)
def
=
(
In
In

) (
sIn −A0

)−1 (
A1 A2

)
, and for the uncertainty structure ∆ =

{diag{z1In; z2In} : zi ∈ C}. Similar formulas hold for the other margins. Define the
constants

α
def
= inf {α ∈ R : ∀ω ∈ R,∀α′ ∈ (α; +∞), σ(G(jω + α′)) < 1} ,

αzz
def
= inf {α ∈ R : ∀ω ∈ R,∀α′ ∈ (α; +∞), ν∆(G(jω + α′)) < 1} ,

where ∆ is the same set as above, and σ and ν∆ denote, respectively, the largest
singular value and the usual upper bound of µ∆ [16]. Based on the properties of
ν∆ [16], one has αzz ≤ αzz ≤ α. The results of the estimation of the previous
constants, based on the underlying LMI problems, are summarized in Table 3. As
before, the CPU time necessary to check that, for a fixed value of α, σ(G(jω+α)) < 1
(respectively, ν∆(G(jω+α)) < 1) for a discretized sample of frequencies ω on the real
axis is indicated between parentheses. Tighter discretization, not reproduced here,
shows that the values obtained for 1000 gridding points are the true values of the
extrema α and αzz.

Recall that the estimate αzz obtained by use of Theorem 4.1 for k = 2 is exact
(up to the precision considered), while α and αzz provide conservative robust stabil-
ity margins. For this simple example, the gain in precision is clear for comparable
computation time.

6. Comments on the results. The results stated in section 4 permit a sys-
tematic approach to the study of parameter-dependent quadratic Lyapunov functions
for robust stability: a class of candidate Lyapunov functions is exhibited (given in
Definition 3.1), rich enough to characterize robust stability but structured enough to
permit the use of LMI tests. In our opinion, this offers a useful insight into the pow-
erfulness of quadratic Lyapunov functions for stability analysis. Similarly, it provides
information on the kind of problems solvable by LMIs: the issue of robust stability
analysis is located “on the boundary” of these problems, as it may be relaxed with
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Table 3
Successive estimates of the margins by upper bounds and corresponding CPU times.

Number of nodes α αzz

in frequency domain

100 -0.241 (0.43s) -1.30 (0.84s)
1000 -0.151 (5.22s) -1.21 (7.96s)

arbitrary precision into a standard LMI, obtained explicitly. In this sense, the re-
sults given here constitute an attempt to investigate in more detail the abilities of the
LMIs, which have become, in the last decade, a unifying framework for expressing
and solving many problems in control theory.

We believe that, beyond their theoretical interest, the proposed results may offer
attractive numerical alternatives for robust stability analysis, at least for problems of
low order. The construction of the LMIs involved is reasonably simple, using only
elementary algebraic operations. For a given value of k, their complexity is polynomial
with respect to the dimension n of the matrices and exponential with respect to the
numberm of scalar parameters. More precisely, the total number of scalar elements of
the unknowns Pk, Qk,1, . . . , Qk,m in (LMIk) is

1
2 [k

mn(km +1)+
∑

1≤i≤m k
m−i+1(k+

1)i−1(km−i+1(k+1)i−1 +1)], which is equivalent to m+1
2 k2mn2 when k → +∞, while

the number of rows of the inequalities involved is [km + (k + 1)m]n, which is of the
order of 2kmn when k → +∞.

A quantitative evaluation of the relationship between the size of k and the preci-
sion of the criteria should be considered as a natural next step in forthcoming research.
In the general case, however, when no special matrix structure exists for the system
under study, the growth of the value of k needed to check robust stability of a system
cannot be polynomial in the worst case. The effective use of large values of k hinges
upon the possibility of intensive computation and use of large memory.

The method for robust stability analysis proposed here may be compared to the
one consisting of checking stability in every node of a grid of the parameter space.
Both methods are able to provide less and less conservative criteria—when the dis-
cretization step goes to zero or when the degree, with respect to the parameters, of the
underlying parameter-dependent Lyapunov function goes to infinity. Both methods
are exact, in the sense that they provide asymptotically arbitrarily precise estimates of
the true stability margins. The gridding method, however, offers successive (less and
less) optimistic estimates, whereas the other one provides (less and less) pessimistic
indications, usually more useful in practice.

Also, both methods are, in the present state of knowledge, computationally unde-
cidable: no information is known on the size of the least k, if any, for which the LMIs
are solvable (in other words, of the largest k which is necessary to test numerically to
decide whether the system is robustly stable or not). This is an important question,
both from theoretical and practical points of view. Some numerical experiments (see
section 5) indicate that small values of k often yield correct answers.

Finally, recall that ensuring robust stability analysis is equivalent to checking that
a certain structured singular value is less than 1. In consequence, the results presented
above may also be seen as providing a family of more and more precise upper bounds
for these special-structured singular values. In a future work, the extension of this
to the general case of structured singular values with repeated scalar blocks will be
investigated. Indeed, it may be reasonable to employ these new upper bounds in a
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branch and bound algorithm [3] in place of the usual ones.
Alternatively, in the case of real parameters, a possible way to consider problems

of larger size rests in the combination of decomposition of the parameter domain and
resolution on each subdomain by use of a low-order test. This should permit us to find
a compromise between the number of independent LMIs to be solved (equal to the
number of subdivisions) and the computational complexity (due to the high degree
of the underlying parameter-dependent Lyapunov functions). When coupled with
decomposition in the parameter space, one may expect a better fit of the proposed
method than the direct use of Theorems 4.1 and 4.3, at least for problems of medium
size.

7. Proofs. The following decomposition of the matrix Ĵk defined in section 2
will be used:

Ĵk =
(
Ik 0k×1

)
=
(
fk Fk

)
,

where

fk
def
=

(
1

0(k−1)×1

)
, Fk

def
=

(
01×(k−1) 0
Ik−1 0(k−1)×1

)
.(17)

The size of the previous matrices is fk : k × 1, Fk : k × k, and the spectrum of Fk is
{0}. Simple computation shows that, for any z ∈ C, (Ik − zFk)z[k] = fk, that is,

(Ik − zFk)−1fk = z
[k].(18)

Another useful property is the fact that, for any i ∈ N, 0 ≤ i ≤ k − 1,

F iTk z
[k] =

(
0(k−i)×i Ik−i

0i 0i×(k−i)

)(
z[i]

ziz[k−i]

)
= zi

(
z[k−i]

0i×1

)
.(19)

7.1. Proof of Theorem 4.1. We now prove Theorem 4.1. The proof of the
equivalence between the properties (i), (ii), and (iii) consists of three main stages that
we now present and which are detailed below in sections 7.1.1–7.1.3.

1st stage. We detail here the ideas given in the sketch of the proof of formula (11).
We show that the computations proposed there permit us to establish that solvability
of (LMIk) implies solvability of (2) for all z ∈ (∂D)m. It remains to show that this
implies, however, Hurwitzness of A(z) for any z in the whole set D

m
. This gives the

implication (iii) ⇒ (i).
2nd stage. The second step establishes that the robust stability property (i) im-

plies that the parameter-dependent Lyapunov inequality (2) admits a solution P (z)
of the form (7), for a certain k ∈ N, with Pk positive definite. For this, one shows
essentially that the associated Lyapunov equation A(z)HP (z) + P (z)A(z) = −In ad-
mits as a solution an infinite sum of powers of z, z̄, converging uniformly in D

m
. It

then suffices to truncate this expansion to obtain a polynomial solution (of unknown
degree) to inequality (2). The corresponding coefficient matrix Pk is positive semidef-
inite by construction, and some more work is necessary to obtain an expression with
a positive definite matrix. This gap is filled in Lemma 7.1. As a by-product, the
implication (i) ⇒ (ii) is obtained here.

3rd stage. At this point, (i) has been shown to imply existence, for large enough
k, of a certain Pk > 0 such that R(z) given by (8), (9) is negative definite for any
z ∈ D

m
. The next step (Lemma 7.2) is the key part of the necessity proof. It consists
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of showing that R(z) < 0 for all z ∈ (∂D)m if and only if the second inequality in
(LMIk) holds. This is done by applying recursively D-scaling with respect to each
of the parameters zi. At each step, a new matrix, depending upon the remaining
parameters zi+1, . . . , zm, is introduced. The latter may be assumed polynomial in
the previous parameters and their conjugates (this is deduced from a general result
on existence of polynomial solutions to parameter-dependent LMIs, Theorem 7.3),
with coefficients defined by a constant matrix, which is precisely the variable Qk,i
of (LMIk). The transformation carried out by this procedure is not restrictive, as
the scaling technique (the Kalman–Yakubovich–Popov lemma, recalled in Appendix
A) is lossless for one complex parameter. This yields the implication (ii) ⇒ (iii).
Incidentally, we prove at this stage that the solvability of (LMIk) implies the same
property for largest indices.

When the coefficients are real, then the polynomial solutions exhibited above are
easily proved to be real too, basically due to the remark on realness given after the
version of the Kalman–Yakubovich–Popov lemma recalled in Appendix A.

7.1.1. First stage. Suppose (LMIk) holds. As suggested in the sketch of the

proof of formula (11), left- and right-multiplication of its second inequality by (z
[k+1]
m ⊗

· · ·⊗z[k+1]
1 ⊗In) and its transconjugate yields R(z)+

∑m
i=1(1−|zi|2)(z[k]m ⊗· · ·⊗z[k]i ⊗

z
[k+1]
i−1 ⊗· · ·⊗z[k+1]

1 ⊗In)HQk,i(z[k]m ⊗· · ·⊗z[k]i ⊗z[k+1]
i−1 ⊗· · ·⊗z[k+1]

1 ⊗In) < 0n. Indeed,
this comes directly from the fact that, due to (4), for any i = 1, . . . ,m,

(
Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n

)
(z[k+1]
m ⊗ · · · ⊗ z[k+1]

1 ⊗ In)
= (z[k]m ⊗ · · · ⊗ z[k]i ⊗ z[k+1]

i−1 ⊗ · · · ⊗ z[k+1]
1 ⊗ In),

(
Ĵ

(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)
(z[k+1]
m ⊗ · · · ⊗ z[k+1]

1 ⊗ In)
= zi(z

[k]
m ⊗ · · · ⊗ z[k]i ⊗ z[k+1]

i−1 ⊗ · · · ⊗ z[k+1]
1 ⊗ In).

Thus, R(z) < 0n if |z1| = · · · = |zm| = 1, so the matrix A(z) is Hurwitz for all
z ∈ (∂D)m.

The remaining argument is based on a subharmonicity and continuity argument.
Using the fact that the map C+ ∪{∞} → D, sz �→ (1− sz)/(1+ sz) is one-to-one, one
proves [7] that

max
z∈D

m
ρ(eA(z)) = sup

s∈C+
m
ρ(eA0+(1−s1)/(1+s1)A1+···+(1−sm)/(1+sm)Am)

= sup
s∈(jR)m

ρ(eA0+(1−s1)/(1+s1)A1+···+(1−sm)/(1+sm)Am)

= max
z∈(∂D)m

ρ(eA(z)).

As a consequence, if all the matrices A(z) are Hurwitz for z ∈ (∂D)m, then the
previous expression is less than 1, and the same property holds on the whole D

m
.

This shows that (iii) implies (i).

7.1.2. Second stage. Property (i) implies solvability of (2) for each z ∈ D
m
,

which, as is well known, is equivalent [29] to the solvability of the (Lyapunov) equation

P (z) > 0n, A(z)
HP (z) + P (z)A(z) = −In.(20)
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Now, when (i) holds, the latter has a solution analytic in z, z̄ in D
m
. Indeed, when

A(z) is Hurwitz, the explicit form of the solution of (20) is given by

P (z) =

∫ +∞

0

eA(z)HteA(z)t dt.

When A(z) is Hurwitz for any z in the compact set D
m
, the convergence of this

integral in t = +∞ is uniform with respect to z, so there exists T > 0 independent of
z such that P (z) defined now by

P (z) =

∫ T

0

eA(z)HteA(z)t dt(21)

is positive definite and solves inequality (2) in D
m
.

Expanding the integrand in powers of the zi, z̄i, 1 ≤ i ≤ m, and interverting the
sum and the integral, one exhibits an expansion of P (z) in powers of z, z̄, converging
uniformly for (z, t) ∈ D

m × [0;T ]. More precisely, let Mk : [0;T ] → C
n×kmn be such

that Mk(t)(z
[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In) represents the terms of degree less than k in each of

the zi in the expansion of eA(z)t. Then

∫ T

0

eA(z)HteA(z)t dt = lim
k→+∞

(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)H P̃k(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)(22)

with uniform convergence in D
m
, where P̃k ∈ Hkmn is defined by

P̃k
def
=

∫ T

0

Mk(t)
HMk(t) dt ≥ 0.(23)

Now this implies that, for large enough k, (z
[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In)H P̃k(z[k]m ⊗ · · · ⊗

z
[k]
1 ⊗ In) solves inequality (2) in D

m
. This provides a PPDQ Lyapunov function for

(1), but not the desired one, as the matrices P̃k are only positive semidefinite (except
P̃1 = P (0), which is positive definite).

Let instead, for the matrix Fk defined in (17),

Pk
def
=

k−1∑
i1,...,im=0

(F imk ⊗ · · · ⊗ F i1k ⊗ In)P̃k(F imk ⊗ · · · ⊗ F i1k ⊗ In)T .(24)

Lemma 7.1. The matrix Pk ∈ Hkmn defined in (24) is positive definite and, for

large enough k ∈ N, (z
[k]
m ⊗· · ·⊗z[k]1 ⊗ In)HPk(z[k]m ⊗· · ·⊗z[k]1 ⊗ In) solves (2) in D

m
.

Proof. We begin with the positivity property. Note first that Pk ≥ 0, because
P̃k ≥ 0. Let u ∈ C

kmn such that uHPku = 0, and let us establish that this implies
u = 0. In view of (24), and thanks to the fact that P̃k ≥ 0, this implies that for all
0 ≤ i1, . . . , im ≤ k − 1,

uH(F imk ⊗ · · · ⊗ F i1k ⊗ In)P̃k(F imk ⊗ · · · ⊗ F i1k ⊗ In)Tu = 0.(25)

First, notice that for any integer i, k, i ≤ k, all the terms of degree less than k− i
in eA(z)t, whose total sum is Mk−i(t)(z

[k−i]
m ⊗ · · · ⊗ z[k−i]1 ⊗ In) by definition, are also
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present in Mk(t)(z
[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In). At the level of the matrices P̃k, this property

reads as

P̃k−i

=

((
Ik−i

0i×(k−i)

)
⊗ · · · ⊗

(
Ik−i

0i×(k−i)

)
⊗ In

)T
P̃k

((
Ik−i

0i×(k−i)

)
⊗ · · · ⊗

(
Ik−i

0i×(k−i)

)
⊗ In

)
.

(26)

Indeed, for z ∈ C,
(

Ik−i
0i×(k−i)

)
z[k−i] is equal to z[k], except for the terms of degree larger

than k − i− 1, which are replaced by zero. Remark also that, for i′ ≤ i ≤ k,

F iTk =

(
0(k−i)×i Ik−i

0i 0i×(k−i)

)
=

(
Ik−i′

0i′×(k−i′)

)(
0(k−i)×i Ik−i
0(i−i′)×i 0(i−i′)×(k−i)

)
.(27)

Putting now i1 = · · · = im = k − 1 in (25) and using identity (27) with i = i′ =
k − 1 and (26), one deduces first that

∥∥∥P̃ 1/2
1

((
01×(k−1) 1

)⊗ · · · ⊗ (01×(k−1) 1
)⊗ In)u∥∥∥2

= 0;

i.e., as P̃1 > 0, ((
01×(k−1) 1

)⊗ · · · ⊗ (01×(k−1) 1
)⊗ In)u = 0.(28)

Taking then i1 = k−2, i2 = · · · = im = k−1 in (25), using (27) with i = i′ = k−2
and i′ = k − 2, i = k − 1, and then using (26), yields

∥∥∥∥P̃ 1/2
2

((
02×(k−2) I2

)⊗ (01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

∥∥∥∥
2

= 0.

Now

P̃
1/2
2

((
02×(k−2) I2

)⊗ (01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

= P̃
1/2
2

((
01×(k−2) 1 0
01×(k−2) 0 0

)
⊗
(
01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

+ P̃
1/2
2

((
01×(k−1) 0
01×(k−1) 1

)
⊗
(
01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

(by linearity)

= P̃
1/2
2

((
01×(k−2) 1 0
01×(k−2) 0 0

)
⊗
(
01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

(due to (28)),

and, thanks to (26),

∥∥∥∥P̃ 1/2
2

((
01×(k−2) 1 0
01×(k−2) 0 0

)
⊗
(
01×(k−1) 1
01×(k−1) 0

)
⊗ · · · ⊗

(
01×(k−1) 1
01×(k−1) 0

)
⊗ In

)
u

∥∥∥∥
=
∥∥∥P̃ 1/2

1

((
01×(k−2) 1 0

)⊗ (01×(k−1) 1
)⊗ · · · ⊗ (01×(k−1) 1

)⊗ In)u∥∥∥ .
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The last term is thus null, due as before to the definiteness of P̃1, so one concludes
that ((

01×(k−2) 1 0
)⊗ (01×(k−1) 1

)⊗ · · · ⊗ (01×(k−1) 1
)⊗ In)u = 0.

Carrying on in this way, one shows that all the components of u, taken n by n, are
null. Thus, uHPku = 0 implies u = 0, so Pk > 0 for any k ∈ N.

We now show that, for large enough values of k, Pk defined in (24) generates a
PPDQ function fulfilling the requirement of (ii). For this, let us first establish that

(29) lim
k→+∞

1

‖z[k]1 ‖2 . . . ‖z[k]m ‖2
(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

= lim
k→+∞

(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)H P̃k(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In),

where both limits are uniform in D
m
. The second limit is already known to exist and

to be equal to P (z) in (21).
From identity (24) one deduces, thanks to (19), that

(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

=
k−1∑

i1,...,im=0

|z1|2i1 . . . |zm|2im
((
z
[k−im]
m

0i1×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0im×1

)
⊗ In

)H

× P̃k
((
z
[k−im]
m

0im×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0i1×1

)
⊗ In

)
.

As

k−1∑
i1,...,im=0

|z1|2i1 . . . |zm|2im = ‖z[k]1 ‖2 . . . ‖z[k]m ‖2,

we get

‖z[k]1 ‖2 . . . ‖z[k]m ‖2P (z)− (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

=

k−1∑
i1,...,im=0

|z1|2i1 . . . |zm|2im
[
P (z)

−
((
z
[k−im]
m

0im×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0i1×1

)
⊗ In

)H
P̃k

((
z
[k−im]
m

0im×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0i1×1

)
⊗ In

)]
.

(30)

Now, uniform convergence of the right-hand side of (29) yields the following: for any
ε > 0, there exists kε such that, for any k > kε, for any z ∈ D

m
,

‖P (z)− (z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)H P̃k(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)‖ < ε.
Distinguishing between the terms for which max{i1, . . . , im} < k−kε and max{i1, . . . ,
im} ≥ k− kε allows us to show that the norm of the left-hand side of (30) is bounded
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from above by

ε ‖z[k]1 ‖2 . . . ‖z[k]m ‖2 + 2c

k−1∑
i1, . . . , im = 0

max{i1, . . . , im} ≥ k − kε

|z1|2i1 . . . |zm|2im .

In the previous expression, c is defined as

c
def
= max

{∥∥∥∥∥
((
z
[k−im]
m

0im×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0i1×1

)
⊗ In

)H

×P̃k
((
z
[k−im]
m

0im×1

)
⊗ · · · ⊗

(
z
[k−i1]
1

0i1×1

)
⊗ In

)∥∥∥∥∥ :

z ∈ D
m
, i1, . . . , im ≤ k, k ∈ N

}
.

The constant c is finite, because, when ij → +∞, 1 ≤ j ≤ m, the expression inside

the norm converges uniformly in D
m

towards P (z), which, being continuous, is itself
bounded. On the other hand, for any z ∈ C

m,

k−1∑
i1, . . . , im = 0

max{i1, . . . , im} ≥ k − kε

|z1|2i1 . . . |zm|2im

=

k−1∑
i1,...,im=0

|z1|2i1 . . . |zm|2im −
k−kε−1∑
i1,...,im=0

|z1|2i1 . . . |zm|2im

= ‖z[k]1 ‖2 . . . ‖z[k]m ‖2 − ‖z[k−kε]1 ‖2 . . . ‖z[k−kε]m ‖2

=
(
‖z[k]1 ‖2 − ‖z[k−kε]1 ‖2

)
‖z[k]2 ‖2 . . . ‖z[k]m ‖2

+ · · ·+ ‖z[k−kε]1 ‖2 . . . ‖z[k−kε]m−1 ‖2
(
‖z[k]m ‖2 − ‖z[k−kε]m ‖2

)

≤ m‖z[k]1 ‖2 . . . ‖z[k]m ‖2 max
i=1,...,m

‖z[k]i ‖2 − ‖z[k−kε]i ‖2
‖z[k]i ‖2

= m‖z[k]1 ‖2 . . . ‖z[k]m ‖2 max
i=1,...,m

|zi|2(k−kε) 1 + |zi|
2 + · · ·+ |zi|2(kε−1)

1 + |zi|2 + · · ·+ |zi|2(k−1)
.

It turns out that, uniformly in D
m
, the following estimate holds:∥∥∥∥∥P (z)− 1

‖z[k]1 ‖2 . . . ‖z[k]m ‖2
(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

∥∥∥∥∥
≤ ε+ 2mc sup

r∈[0;1)

rk−kε
1− rkε
1− rk ,

provided that k > kε. Notice that, for any fixed kε, the quantity

sup
r∈[0;1)

rk−kε
1− rkε
1− rk
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vanishes when k goes to infinity. Thus, for large enough k, it is smaller than ε/2mc
and then, for any z ∈ D

m
,∥∥∥∥∥P (z)− 1

‖z[k]1 ‖2 . . . ‖z[k]m ‖2
(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)HPk(z[k]m ⊗ · · · ⊗ z[k]1 ⊗ In)

∥∥∥∥∥ < 2ε.

This achieves the proof of the announced convergence property (29).

As a consequence of (29), the truncated expression 1

‖z[k]1 ‖2...‖z[k]m ‖2
(z

[k]
m ⊗· · ·⊗z[k]1 ⊗

In)
HPk(z

[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In) solves (2) for large enough k, and xH(z[k]m ⊗ · · · ⊗ z[k]1 ⊗

In)
HPk(z

[k]
m ⊗ · · · ⊗ z[k]1 ⊗ In)x with Pk > 0 is also a PPDQ Lyapunov function for

(1). This achieves the proof of Lemma 7.1.
As a conclusion of this second stage of the proof of Theorem 4.1, we have shown

until now that property (i) is equivalent to (ii), in which, moreover, the hermitian Pk
defining P (z) may be supposed positive definite without loss of generality.

7.1.3. Third stage. This part is achieved by induction. Consider for any i =
0, . . . ,m the following property.

Property (Pi): ∃k ∈ N, ∃Pk ∈ Hkmn, Pk > 0, ∃Qk,j ∈ Hkm−j+1(k+1)j−1n, j =
1, . . . , i, for all (zi+1, . . . , zm) ∈ (∂D)m−i,

(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+1 ⊗ I(k+1)in

)H

Rk + i∑

j=1

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1n

)T
Qk,j

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1n

)

−
i∑

j=1

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)T
Qk,j

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)
(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+1 ⊗ I(k+1)in

)
< 0(k+1)in.

In the previous expression, the matrix Rk = Rk(Pk) is defined in (9). One verifies
easily that (P0) may also be expressed as follows: there exists P (z) as in (7) such that
Pk > 0 and R(z) defined in (8), (9) is negative definite for all z ∈ (∂D)m. Property
(P0) is thus a consequence of (ii) (see section 7.1.2), while in parallel (Pm) writes
simply the following: there exists k ∈ N such that (LMIk) holds, that is, (iii).

In order to prove that (P0) implies (Pm), we establish the slightly stronger fol-
lowing result.

Lemma 7.2. For all i = 0, . . . ,m− 1, (Pi)⇔ (Pi+1).
Proof of Lemma 7.2. First, remark that(

z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+1 ⊗ I(k+1)in

)

=
(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)(
z
[k+1]
i+1 ⊗ I(k+1)in

)

=
(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)

×
(

I(k+1)in

zi+1

(
Ik(k+1)in − zi+1(Fk ⊗ I(k+1)in)

)−1
(fk ⊗ I(k+1)in)

)
,
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the last identity being obtained after writing z
[k+1]
i+1 =

( 1
zi+1z

[k]
i+1

)
and using (18).

Applying the Kalman–Yakubovich–Popov lemma as recalled in Appendix A, with
p = k(k + 1)in, q = (k + 1)in, A = Fk ⊗ I(k+1)in, B = fk ⊗ I(k+1)in, and remarking
that the following identities hold:(

B A
)
= Ĵk ⊗ I(k+1)in,

(
0p×q Ip

)
= J̌k ⊗ I(k+1)in,

property (Pi) is proved to be equivalent to ∃k ∈ N, ∃Pk ∈ Hkmn, Pk > 0,

∃Qk,j ∈ Hkm−j+1(k+1)j−1n, j = 1, . . . , i, for all (zi+2, . . . , zm) ∈ (∂D)m−i−1,

∃Q̃k,i+1(zi+2, . . . , zm) ∈ Hk(k+1)in,

(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)in

)H

Rk + i∑

j=1

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1n

)T
Qk,j

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1n

)

−
i∑

j=1

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)T
Qk,j

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)
(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)in

)
+
(
Ĵk ⊗ I(k+1)in

)T
Q̃k,i+1

(
Ĵk ⊗ I(k+1)in

)
− (J̌k ⊗ I(k+1)in

)T
Q̃k,i+1

(
J̌k ⊗ I(k+1)in

)
< 0(k+1)i+1n.

The next step consists of assigning polynomial form to Q̃k,i+1. This is done with
the help of the following general result, proved in Appendix B, and which, up to our
knowledge, is original.

Theorem 7.3. Suppose G0, G1, . . . , Gp are continuous mappings defined in a
compact subset K of R

m and taking values in the set of symmetric matrices of R
n×n.

If, for any δ ∈ K, there exists a solution x(δ) ∈ R
p to the parameter-dependent LMI

∃x ∈ R
p, G(x, δ)

def
= G0(δ) + x1G1(δ) + · · ·+ xpGp(δ) > 0n,(31)

then there exists a polynomial function x∗ : K → R
p such that, for any δ ∈ K,

G(x∗(δ), δ) > 0n.
Remark 7.4. Incidentally, one may wonder why Theorem 7.3 was not used in

section 7.1.2 in order to get a polynomial expansion of P (z); see formula (22) above.
The reason is that semidefiniteness of the matrices P̃k as given by (23), which cannot
be obtained by Theorem 7.3, was a crucial point to carry on the second stage.

Notice that any LMI depending upon a finite number of scalar parameters may
be put under the form (31).

By use of the previous result, Q̃k,i+1(zi+2, . . . , zm), being the solution of a LMI
continuous with respect to the parameters (zi+2, . . . , zm) in (∂D)m−i−1 (seen as a
compact set in R

2(m−i−1)), may be chosen polynomial in the real and imaginary
parts of the zi, or also in the zi, z̄i; that is,

Q̃k,i+1 =
(
z[k̃]m ⊗ · · · ⊗ z[k̃]i+2 ⊗ Ik(k+1)in

)H
Qk̃,i+1

(
z[k̃]m ⊗ · · · ⊗ z[k̃]i+2 ⊗ Ik(k+1)in

)(32)
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for certain degree k̃ − 1 and coefficient matrix Qk̃,i+1 ∈ Hkk̃
m−i−1(k+1)in.

A priori, the integers k and k̃ are different. If k̃ < k, one may also suppose that
k̃ = k, enlarging the coefficient matrix Qk̃,i+1 by addition of zeros. If k̃ > k, one
shows now that k may also be replaced by k + 1. For this, define

Pk+1
def
=

∑
Mi∈{Ĵk,J̌k}, i=1,...,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TPk(Mm ⊗ · · · ⊗M1 ⊗ In),

and, for j = 1, . . . , i,

Qk+1,j
def
=

∑
Ml ∈ {Ĵk+1, J̌k+1}, l = 1, . . . , j − 1,

Ml ∈ {Ĵk, J̌k}, l = j, . . . ,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TQk,j(Mm ⊗ · · · ⊗M1 ⊗ In),

Q̃k+1,i+1
def
=

∑
Mj ∈ {Ĵk+1, J̌k+1}, j = 1, . . . , i,

Mj ∈ {Ĵk, J̌k}, j = i+ 1, . . . ,m

(Mm ⊗ · · · ⊗M1 ⊗ In)T Q̃k,i+1(Mm ⊗ · · · ⊗M1 ⊗ In).

One first shows that the positivity of Pk implies positivity of Pk+1: for any u ∈
C

(k+1)mn such that uHPk+1u = 0, one has P
1/2
k (Mm ⊗ · · · ⊗M1 ⊗ In)u = 0 for any

Mi ∈ {Ĵk, J̌k}, i = 1, . . . ,m, and this implies that u = 0, whence the positivity of
Pk+1. One then shows that the matrix Rk+1 obtained from Pk+1 by formula (9)
verifies

Rk+1
def
=

∑
Mi∈{Ĵk+1,J̌k+1}, i=1,...,m

(Mm ⊗ · · · ⊗M1 ⊗ In)TRk(Mm ⊗ · · · ⊗M1 ⊗ In).

This requires cumbersome but straightforward calculations, using property (5). A
new set of matrices verifying property (Pi) has thus been generated, with index k+1
instead of k. Remark that otherwise the degree k̃ − 1 in the unknowns zi+2, . . . , zm
of the new matrix Q̃k+1,i+1 is the same as for Q̃k,i+1. It thus suffices to repeat this

operation to obtain a solution with k = k̃. Finally, up to a possible increase of k, one
may always suppose that k = k̃ in the decomposition (32) of Q̃k,i+1.

Remark 7.5. Applying the previous argument to (Pm) proves that solvability of
(LMIk) implies the same property for the larger values of the index, as announced in
the sketch of the proof of formula (11).

It now remains to achieve some matrix manipulations. Using the following for-
mula, obtained by use of (6),(

z[k]m ⊗ · · · ⊗ z[k]i+2 ⊗ Ik(k+1)in

)(
Ĵk ⊗ I(k+1)in

)

=
(
Ikm−i−1 ⊗ Ĵk ⊗ I(k+1)in

)(
z[k]m ⊗ · · · ⊗ z[k]i+2 ⊗ I(k+1)i+1n

)

=
(
Ĵ

(m−i)⊗
k ⊗ I(k+1)in

)(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)
,

and similarly(
z[k]m ⊗ · · · ⊗ z[k]i+2 ⊗ Ik(k+1)in

) (
J̌k ⊗ I(k+1)in

)

=
(
Ĵ

(m−i−1)⊗
k ⊗ J̌k ⊗ I(k+1)in

)(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)
,
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one finally proves that (Pi) is equivalent to
∃k ∈ N,∃Pk ∈ Hkmn, Pk > 0,∃Qk,j ∈ Hkm−j+1(k+1)j−1n, j = 1, . . . , i + 1,

∀(zi+2, . . . , zm) ∈ (∂D)m−i−1,

(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)H

Rk + i+1∑

j=1

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1

)T
Qk,j

(
Ĵ

(m−j+1)⊗
k ⊗ I(k+1)j−1

)

−
i+1∑
j=1

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1

)T
Qk,j

(
Ĵ

(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1

)
(
z[k+1]
m ⊗ · · · ⊗ z[k+1]

i+2 ⊗ I(k+1)i+1n

)
< 0(k+1)i+1n.

One recognizes property (Pi+1). Hence, (Pi) ⇔ (Pi+1), and Lemma 7.2 is
proved.

The equivalence between (P0) and (Pm) shows in particular that (ii) implies (iii).
This achieves the proof of Theorem 4.1.

7.2. Proof of Theorem 4.3. The proof proceeds by using the change of vari-
ables r = (z + z̄)/2, z ∈ D

m
, already introduced to get Proposition 3.3, and by

achieving the slight necessary adaptations of the proof of Theorem 4.1, using Rk de-
fined in (10) and not in (9). The argument used in the first stage is here trivial, as
the sets {A((z + z̄)/2) : z ∈ D

m} and {A((z + z̄)/2) : z ∈ (∂D)m} are identical.
Remark 7.6. Notice that the change of variables which is used leads to D-scaling

as in the complex parameter case, and not DG-scaling, although the parameters
involved here are real.

8. Conclusion. Robust stability of linear systems with several scalar (complex
or real) parameters has been studied. For each problem, a family of LMIs, indexed
by a positive integer k, is provided. Their solvability is sufficient for robust stability,
and the corresponding conditions are becoming less conservative with increasing k.
Conversely, if robust stability holds, then the corresponding LMI problems are solv-
able from a certain k and beyond. The method involves the search for a quadratic
Lyapunov function depending polynomially on the parameters and their conjugates.

The LMIs are obtained in a constructive and systematic way, resulting from a
limited set of elementary algebraic matrix operations. In consequence, the derived
algorithms are immediately implementable in a Matlab/Scilab-like environment.
In practice, the accuracy of the approximation is only limited by computation time
and available memory size.

Further research includes the following aspects.
1. Determination of the degree of accuracy needed to test the robust stability of

any specific system, that is, of an a priori (upper) estimate on the least k, if any, for
which the LMIs are solvable. More generally, the complexity and numerical aspects
have to be analyzed.

2. Extension of the results to robust input/output performance evaluation for
systems with scalar parameters and to systems with polynomial and LFT dependency
(see the first results in [6] and [5, 4], respectively). Application to µ-analysis.
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Appendix A. Discrete-time version of the Kalman–Yakubovich–Popov
lemma.

Initially appearing in [44], the result has been first published under its discrete-
time form by Szegö and Kalman [36]. We use the statement as expressed, e.g., in [34].
A proof of the result in the complex case (and for the continuous-time case) may be
found in [30, Theorem 1.11.1 and Remark 1.11.1].

Let A ∈ C
p×p, B ∈ C

p×q,M ∈ Hp+q.
Lemma A.1. If det(In − zA) �= 0 for any z ∈ ∂D, then the following two

statements are equivalent.
(i) There exists Q ∈ Hp such that

0p+q >
(
B A

)H
Q
(
B A

)− (0p×q Ip
)H
Q
(
0p×q Ip

)
+M.

(ii) For any z ∈ ∂D,

(
Ip

z(Ip − zA)−1B

)H
M

(
Ip

z(Ip − zA)−1B

)
< 0p.

When in the statements the matrices A,B,M are real, then Q is real symmetric.

Appendix B. Proof of Theorem 7.3.
Under the hypothesis of solvability of (31) for any δ ∈ K, there exists, by conti-

nuity and compactness, a real number α > 0 such that

∀δ ∈ K, {x ∈ R
p : G0(δ) + x1G1(δ) + · · ·+ xpGp(δ) ≥ 2αIn} �= ∅.

Define

F : K → 2R
p

,

δ �→ F (δ) = {x ∈ R
p : G0(δ) + x1G1(δ) + · · ·+ xpGp(δ) ≥ αIn}.

(33)

The set-valued map F maps K into the nonvoid closed convex subsets of R
p.

Let us first establish that F fulfils the following property of lower semicontinuity;
see, e.g., [2].

Definition B.1. Let X be a topological space and Y a metric space. A set-
valued map F from X to Y is said to be lower semicontinuous at x0 ∈ X if for any
y0 ∈ F (x0) and any neighborhood N(y0) of y0 there exists a neighborhood N(x0) such
that

∀x ∈ N(x0), F (x) ∩N(y0) �= ∅.

F is said to be lower semicontinuous if it is lower semicontinuous at every point
x0 ∈ X.

Let δ0 ∈ K, x0 ∈ F (δ0), ε > 0. To prove lower semicontinuity of F at δ0, we
exhibit η > 0 such that for any δ ∈ K with ‖δ − δ0‖m < η, there exists x ∈ F (δ),
‖x− x0‖p < ε.

Indeed, by assumption, there exists xδ
0 ∈ R

p such that G(xδ
0

, δ0) ≥ 2αIn. For

λ ∈ (0, 1] to be defined afterwards, let x
def
= (1−λ)x0 +λxδ

0

. Then the fact that G is
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affine with respect to x implies for any η > 0, any δ ∈ K such that ‖δ − δ0‖m < η :

G(x, δ) = (1− λ)G(x0, δ) + λG(xδ
0

, δ)

= (1− λ)G(x0, δ0) + λG(xδ
0

, δ0)

+(1− λ) (G(x0, δ)−G(x0, δ0)
)
+ λ

(
G(xδ

0

, δ)−G(xδ0 , δ0)
)

≥ α(1 + λ)In
−
(

sup
‖δ−δ0‖m<η

‖G(x0, δ)−G(x0, δ0)‖n + sup
‖δ−δ0‖m<η

‖G(xδ0 , δ)−G(xδ0 , δ0)‖n
)
In.

On the other hand,

‖x− x0‖p = λ‖xδ0 − x0‖p.

So take λ ∈ (0, 1] such that

λ ≤ ε

2‖xδ0 − x0‖p ,

and choose η > 0 such that

sup
‖δ−δ0‖m<η

‖G(x0, δ)−G(x0, δ0)‖n + sup
‖δ−δ0‖m<η

‖G(xδ0 , δ)−G(xδ0 , δ0)‖n ≤ αλ.

With these choices, one has ‖x− x0‖p ≤ ε/2 < ε, and G(x, δ) ≥ α(1+ λ)In−αλIn =
αIn, so x ∈ F (δ), provided that δ ∈ K and ‖δ − δ0‖m < η. One concludes that F is
lower continuous at δ0. This achieves the proof of lower semicontinuity of F .

We now apply to F defined in (33) Michael’s selection theorem [31]; see also [2].
Theorem B.2 (Michael’s selection theorem). Let X be a metric space and Y a

Banach space. Let F from X into the closed convex subsets of Y be lower semicon-
tinuous. Then there exists f : X → Y , a continuous selection from F .

This yields existence of a continuous selection f : K → R
p from F defined in (33).

This function is such that

∀δ ∈ K, G(f(δ), δ) ≥ αIn.

It remains to apply to each of the p coefficients of f the following result; see,
e.g., [14].

Theorem B.3 (Weierstrass approximation theorem). Every continuous real-
valued function defined on a compact subset K of R

m is the limit of a sequence of
polynomials, which converges uniformly in K.

Thus, the selection f previously exhibited is the uniform limit in K of a sequence
of (matrix-valued) polynomials in x. In particular, there exists a polynomial function
x∗ : K → R

p such that

∀δ ∈ K, G(x∗(δ), δ) ≥ α
2
In > 0n.

One concludes that there exists a polynomial solution to the parameter-dependent
LMI (31), and this achieves the proof of Theorem 7.3.
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Abstract. We consider a nonsmooth multiobjective optimal control problem related to a general
preference. Both differential inclusion and endpoint constraints are involved. Necessary conditions
and Hamiltonian necessary conditions expressed in terms of the limiting Fréchet subdifferential are
developed. Examples of useful preferences are given.
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1. Introduction. This paper is mainly concerned with the following multiob-
jective dynamic optimization problem with the dynamic governed by a differential
inclusion:

min f(x(a), x(b)),(P)

(x(a), x(b)) ∈ S,
ẋ(t) ∈ F (t, x(t)) a.e. t ∈ [a, b],

where f : R
n × R

n �→ R
m is a mapping, S ⊂ R

n × R
n is a closed nonempty set, and

F : [a, b] × R
n �→ R

n is a closed-valued multivalued mapping which is measurable in
t ∈ [a, b].

These problems naturally arise, for example, in economics (economic growth mod-
els) (see [16] and references therein), in chemical engineering (polymerization pro-
cesses) (see [3], [4], and references therein), and in multiobjective control design (see
[45], [9], and references therein). Problems considered in this paper use preferences
determined by cones (Pareto and weak Pareto optimum), use preferences determined
by utility function, or use the concept of Nash equilibrium.

Our aim in this paper is to use a general preference including the previous ones
in order to state necessary and Hamiltonian necessary conditions for multiobjective
optimal control problems (P).

The concept of preference appeared in the value theory in economics. Many
authors in the early studies often defined the preference by a utility function, i.e.,
given a preference whether it is always possible to find a utility function that can
determine the preference.

In [17] the author proved that a preference ≺ can be determined by a continuous
utility function if and only if for any x the sets

{y : x ≺ y} and {y : y ≺ x} are closed.(1)

This theorem is not general and besides this it is an existence theorem (i.e., does pro-
vide methods for determing a utility function), and there are some useful preferences
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that do not satisfy (1) (like the preference determined by lexicographical order). There
are different approaches and various results on necessary conditions for (P). Several re-
searches have been devoted to the weak Pareto solution and its generalization (see [5],
[11], [15], [32], [42], [46], [47], and references therein). Other research gets refinements
of necessary optimality conditions for real-valued objective optimal control problems
(see [23], [29], [30], [31], [44], [43], and [26]) or Hamiltonian necessary conditions (see
[37], [19], [20], [13], [35], [36], [39], [48], and [49]).

These results are expressed in terms of various generalized derivatives including
Clarke’s generalized subgradient [11], a limiting subgradient which is also known under
other names: limiting subgradient set in [12], approximate subdifferential in Ioffe
[22], subdifferential in Mordukhovich [36], and subgradient set in the general sense
in Rockafellar [40]. Most of these results are obtained for Lipschitz, integrably sub-
Lipschitz, bounded, or unbounded differential inclusions.

In [23], Ioffe used results of [40] and [24] to obtain general necessary optimality
conditions and Hamiltonian optimality conditions for single-objective optimal control
problems.

In [49], Zhu used recent progress in nonsmooth analysis, in particular calculus
for smooth subdifferentials of lower semicontinuous (l.s.c.) functions (see [6], [7], [14],
[24]), the methods for proving the extremal principle (see [27], [28], [33], [38]), and
techniques in handling the Hamiltonian for a differential inclusion, to prove Hamilto-
nian necessary conditions that extend the classical Hamiltonian necessary conditions
for optimal control problems that had previously been derived for uniformly Lipschitz,
bounded, and convex-valued differential inclusions related to a general preference. The
obtained conditions are expressed in terms of Clarke’s generalized gradient which is
larger than the limiting Fréchet subdifferential. The regularity conditions (A3) im-
posed in [49], which use the usual limiting normal cone, are too strong to include the
preference defined by a utility function (see Example 3).

In this paper we propose a different approach. We introduce a definition of reg-
ularity modified from that introduced in [49]. To solve the problem of regularity of
preference determined by a utility function, we define a larger limiting normal cone to
replace the usual one in [49]. Under our regularity condition of the general preference
and a sub-Lipschitz property of multivalued mappings, introduced by Loewen and
Rockafellar in [29], we obtain Euler–Lagrange necessary optimality conditions for mul-
tiobjective optimal control problems with nonconvex differential inclusion constraints
in terms of the limiting Fréchet subdifferential. Necessary optimality conditions for
the weak Pareto solution and its generalization can be derived and refined by using
our necessary conditions.

Our main result extends the necessary optimality condition of Ioffe (see Theorem
1 in [23]) from a single objective optimal control of differential inclusion problem to a
multiobjective one. This is also an extension of the Hamiltonian necessary optimality
conditions for convex differential inclusions obtained in [49].

The paper is organized as follows. Section 2 contains the key definitions, nor-
mals, subgradients, and coderivatives used in what follows. In section 3 we state our
main result and establish necessary optimality conditions for multiobjective control
problems with some examples and discussions. Then we derive necessary conditions
for these examples of preferences. In section 4 we give a technical proof of the main
result.

2. Background. Now we state basic tools of generalized differentiation that are
more appropriate for our main purpose. Details may be found in [33].



MULTIOBJECTIVE DYNAMIC OPTIMIZATION 2045

Let C be a closed subset of R
n containing some point c. The ε-normal cone to C

at c is the set

N̂ε(C, c) :=

{
ζ ∈ R

n : lim inf
x∈C→c

〈−ζ, x− c〉
‖x− c‖ ≥ −ε

}
.

The normal cone to C at c is the set

N(C; c) := lim sup
x∈C→c
ε→0+

N̂ε(C, c).

Now let f : R
n −→ R∪{∞} be an l.s.c. function, and let c ∈ R

n such that f(c) <∞.
The limiting Fréchet subdifferential of f at c is the set

∂f(c) = {ζ ∈ R
n : (ζ,−1) ∈ N(epi f ; (c, f(c)))},

where epi f denotes the epigraph of f . We have the following analytic characterization
of ∂f(c):

∂f(c) = lim sup
x→c

f(x)→f(c)

ε→0+

∂εf(x),

where

∂εf(x) =

{
x∗ ∈ X∗ : lim inf

h→0

f(x+ h)− f(x)− 〈x∗, h〉
‖h‖ ≥ −ε

}
.

The singular subdifferential of f at c is the set

∂∞f(c) = {ζ ∈ R
n : (ζ, 0) ∈ N(epi f ; (c, f(c)))}.

Next we consider a multivalued mapping F from R
n to R

m of the closed graph

GrF := {(x, y) : y ∈ F (x)} .
The multivalued mapping D∗F (x, y) : R

m �→ R
n defined by

D∗F (x, y)(y∗) := {x∗ ∈ R
n : (x∗,−y∗) ∈ N(GrF ; (x, y))}

is called the coderivative of F at the point (x, y) ∈ GrF .
The domain over which our study occurs is typically one of the functions

W 1,1([a, b],Rn) (abbreviated W 1,1) consisting of all absolutely continuous functions
x : [a, b] �→ R

n for which |ẋ| is integrable on [a, b] (ẋ denotes the derivative (a.e.) of
x). An arc is a function in W 1,1. The space W 1,1 is endowed with the norm

‖x‖ = |x(a)|+
∫ b

a

|ẋ(t)|dt,

where | · | denotes the Euclidean norm of R
n. Here B stands for the closed unit ball

in R
n and

B(z, r) = {x ∈W 1,1 : ‖x− z‖ ≤ r}.
The distance function on W 1,1, R

n or R
n × R

n will be denoted by d(· , · ). The
convex hull and the closed convex hull are denoted by co and c̄o, respectively.
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The following lemma is needed.
Lemma 2.1. Let G be pseudo-Lipschitzian [1], [41] around (x0, y0) ∈ GrG with

modulus K; i.e., there exists r > 0 such that for all x, u ∈ x0 + rB

G(x) ∩ (y0 + rB) ⊂ G(u) +K|x− u|B.
Then for all y∗ ∈ R

n, with D∗G(x0, y0)(y∗) �= ∅, one has
sup {|x∗| : x∗ ∈ D∗G(x0, y0)(y∗)} ≤ K|y∗|.

If in addition G is closed-valued, then for all (x, y) ∈ (x0 + r
12B) × (y0 + r

12B), with
(x, y) /∈ GrG, and all (x∗, y∗) ∈ ∂d(· ; G(·))(x, y) we have

|y∗| = 1 and |x∗| ≤ K|y∗|.
Proof. It suffices to establish the second part; the first one follows from the

definition of limiting Fréchet subdifferential. Let (x, y) ∈ (x0 + r
12B) × (y0 + r

12B),
with (x, y) /∈ GrG, and let (x∗, y∗) ∈ ∂d(·;G(·))(x, y). Then there are sequences
xk → x, yk → y, x∗k → x∗, y∗k → y∗, εk → 0+, and rk → 0+ such that

d(v;G(u))− d(yk;G(xk))− 〈x∗k, u− xk〉 − 〈y∗k, v − yk〉+ εk[|u− xk|+ |v − yk|] ≥ 0

for all u ∈ xk + rkB and v ∈ yk + rkB. For each integer k, there exists vk ∈ G(xk)
such that

d(yk;G(xk)) = |yk − vk|.
So

|y′ − v| − |yk − vk| − 〈x∗k, u− xk〉 − 〈y∗k, v − yk〉+ εk[|u− xk|+ |v − yk|] ≥ 0

for all u ∈ xk + rkB, v ∈ yk + rkB, and y′ ∈ G(u).
Consider the function g defined by

g(u, y′, v) = |y′ − v| − 〈x∗k, u− xk〉 − 〈y∗k, v − yk〉+ εk[|u− xk|+ |v − yk|].
Then [34]

(0, 0, 0) ∈ ∂g(xk, vk, yk) +N(GrG; (xk, vk))× {0}.
As for k large enough yk �= vk, then

∂g(xk, vk, yk) ⊂ {(0, v∗,−v∗) : |v∗| = 1}+ (−x∗k, 0,−y∗k) + εkB× {0} × εkB,
and hence we obtain (u∗k, v

∗
k) ∈ N(GrG; (xk, vk)), with |v∗k| = 1, such that

|x∗k − u∗k| ≤ εk and |y∗k − v∗k| ≤ εk.
Now since d(yk;G(xk))) = |yk − vk|, we get for k sufficiently large

|yk − vk| ≤ r
2
,

and hence

|x0 − xk|+ |y0 − vk| ≤ 5r

6
.
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Thus for all u, u′ ∈ xk + r
6B

G(u) ∩
(
vk +

r

6
B) ⊂ G(u′

)
+K|u− u′|B.

So the first part of the lemma ensures that

|u∗k| ≤ K|v∗k|,
and since u∗k → x∗ and v∗k → y∗ we get |x∗| ≤ K|y∗|, and the proof is complete.

Lemma 2.2. Let G : V �→ R
m be a multivalued mapping, where V is a nonempty

set in R
n. Suppose that

(i) GrG is closed and
(ii) there exists a compact set K in R

m such that

G(x) ⊂ K ∀x ∈ V.
Then G is upper semicontinuous (u.s.c.) on V ; that is, for all u ∈ V and all ε > 0
there exists a neighborhood U of u in V such that

G(x) ⊂ G(u) + εB ∀x ∈ U.
With the help of the last lemma, we can prove the following one.
Lemma 2.3. Suppose that the mapping f : (x0, y0) + rB �→ R is Lipschitzian with

constant K. Define the multivalued mapping Γ: (x0, y0) + rB× R
n × R �→ R

n by

Γ(x, y, p, s) = co{q : (q, p) ∈ ∂f(x, y) + sB}.
Then for all λ ∈]0, 1[, all (x, y, s) ∈ (x0, y0, 0)+λrB, and all p ∈ R

n, with Γ(x, y, p, s) �=
∅, Γ is u.s.c. at (x, y, p, s) in the sense of Lemma 2.2.

Proof. Note that (ii) of Lemma 2.2 is satisfied. It is not difficult to show that Γ
is of closed graph and to apply Lemma 2.2.

Lemma 2.4 (see [11]). Let ε > 0 and Γ : [a, b] × R
n × R

n × R
n × R �→ R

n be a
multivalued mapping such that for almost all t ∈ [a, b], Γ(t, ·) has nonempty, compact,
and convex values around (z(t), ż(t), p, s), with s ∈ [0, ε] and Γ(t, z(t), ż(t), p, s) �= ∅.
For sequences (zk) and (pk) in W 1,1, (φk) in L1([a, b], ]0,+∞[), (αk) and (sk) in R+

with zk → z in W 1,1, φk → φ in L1([a, b], ]0,+∞[) for some integrable function φ,
αk → 0, and sk → 0 we suppose the following:

(i) For every (x, y, p, s) in the interior of the set

{(x′, y′, p′, s′) : t ∈ [a, b], x′ ∈ z(t) + εB, y′ ∈ ż(t) + εB,

s′ ∈ [0, ε], Γ(t, x′, y′, p′, s′) �= ∅}
the multivalued mapping t′ �→ Γ(t′, x, y, p, s) is measurable.

(ii) For all k, |ṗk(t)| ≤ φk(t) for almost all t ∈ [a, b].
(iii) For all k, ṗk(t) ∈ Γ(t, zk(t), żk(t), pk(t), sk) + αkB a.e. t ∈ [a, b].
(iv) For almost all t ∈ [a, b] for every p ∈ R

n with Γ(t, z(t), ż(t), p, 0) �= ∅, the
multivalued mapping (x′, y′, p′, s′) �→ Γ(t, x′, y′, p′, s′) is u.s.c. at (z(t), ż(t), p, 0).

(v) The sequence (pk(a)) is bounded.
(vi) There exists an integrable function ψ such that

sup
{(p′,s′):s′∈[0,ε], Γ(t,z(t),ż(t),p′,s′) �=∅}

max
y∈Γ(t,z(t),ż(t),p′,s′)

|y| ≤ ψ(t) a.e.
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Then there is a subsequence of (pk) which converges uniformly to an arc p satisfying

ṗ(t) ∈ Γ(t, z(t), ż(t), p(t), 0) a.e. t ∈ [a, b].

We conclude this section by recalling necessary optimality conditions for the fol-
lowing generalized problem of Bolza:

(PB) min

{
/(x(a), x(b)) +

∫ b

a

L(t, x(t), ẋ(t)) dt

}
,

where the functions L : [a, b]× R
n × R

n �→ R ∪ {+∞} and / : R
n × R

n �→ R ∪ {+∞}
are such that for each t ∈ [a, b], the functions L(t, ·, ·) and / are l.s.c. on R

n × R
n.

The function L is epi-Lipschitz [10] at an arc z if there exist an integrable function
k : [a, b] �→ R and a positive ε satisfying the following conditions: for almost all
t ∈ [a, b], given two points z1 and z2 within ε of z(t) and u1 ∈ R

n such that L(t, z1, u1)
is finite, there exist a point u2 ∈ R

n and δ ≥ 0 such that L(t, z2, u2) is finite and

|u1 − u2|+ |L(t, z1, u1)− L(t, z2, u2)− δ| ≤ k(t)|z1 − z2|.

This is equivalent to saying that the multivalued mapping

E(t, s) = {(u, r) ∈ R
n × R : L(t, s, u) ≤ r}

is Lipschitzian in s on z(t) + εB with constant k(t) (i.e., for all s, s′ ∈ z(t) + εB we
have E(t, s′) ⊂ E(t, s) + k(t) | s′ − s | B).

L is said to be epimeasurable (in t) [10] if for each s ∈ R
n the multivalued mapping

E(t, s) is Lebesgue measurable in t.
The notation ∂L will denote the limiting Fréchet subdifferential of the function

L(t, ·, ·).
Now we may state a variant of the necessary conditions for the generalized Bolza

problem established in Jourani [26].
Theorem 2.1. Let z solve locally the generalized problem of Bolza (PB) (in

W 1,1). Suppose that L(t, z, u) is epimeasurable in t, and L(t, ·, ·) is epi-Lipschitzian
at z, and / is locally Lipschitzian around (z(a), z(b)). Then there exists an arc p such
that one has

ṗ(t) ∈ co{q : (q, p(t)) ∈ ∂L(t, z(t), ż(t))} a.e. t ∈ [a, b],

(p(a),−p(b)) ∈ ∂/(z(a), z(b)),

〈p(t), ż(t)〉 − L(t, z(t), ż(t)) = max{〈p(t), v〉 − L(t, z(t), v) : v ∈ R
n}.

3. The main result.
Definition 3.1. F is said to be sub-Lipschitzian in the sense of Loewen and

Rockafellar [29] at z if there exist β > 0, ε > 0, and a summable function k : [a, b] �→ R

such that for almost all t ∈ [a, b], for all N > 0, for all x, x′ ∈ z(t) + εB, and
y ∈ ż(t) +NB one has

d(y, F (t, x))− d(y, F (t, x′)) ≤ (k(t) + βN)|x− x′|.
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Let ≺ be a (nonreflexive) preference for vectors in R
m. We consider the following

multiobjective optimization problem:

min f(x(a), x(b)),(P)

(x(a), x(b)) ∈ S,
ẋ(t) ∈ F (t, x(t)) a.e. t ∈ [a, b],

where f : R
n × R

n �→ R
m is a mapping, S ⊂ R

n × R
n is a closed nonempty set, and

F : [a, b] × R
n �→ R

n is a closed-valued multivalued mapping which is measurable in
t ∈ [a, b].

We say that an arc x ∈W 1,1 is a feasible trajectory for problem (P) if x satisfies
(x(a), x(b)) ∈ S and ẋ(t) ∈ F (t, x(t)) a.e. t ∈ [a, b].

z is a solution to (P), provided that it is feasible and there does not exist any
feasible trajectory x of (P) such that f(x(a), x(b)) ≺ f(z(a), z(b)). For all r ∈ R

m,
we denote

L(r) := {s ∈ R
m : s ≺ r}.

We will need the following regularity assumptions on the preference modified from
[49].

Definition 3.2. We say that a preference ≺ is regular at r ∈ R
m, provided that

(A1) for any s ∈ R
m, s ∈ clL(s);

(A2) for any r ≺ s, t ∈ clL(r) implies that t ≺ s.
Remark 3.1. The preference determined by the lexicographical order ≺ is defined

by r ≺ s if there exists an integer q ∈ {0, 1, . . . ,m−1} such that ri = si, i = 1, . . . , q,
and rq+1 < sq+1. This preference is not regular. Indeed we consider in R

3 the vectors
r = (1, 1, 3), s = (1, 1, 5), and t = (1, 1, 6). We have r ≺ s and t ∈ clL(r), but s ≺ t;
then (A2) does not hold so that ≺ is not regular at r.

Note that a preference determined by the lexicographical order does not corre-
spond to any real utility function [16].

Remark 3.2. Our definition of regularity is different from that given by Zhu in
[49], where the following third condition is in force: for any sequences rk, θk �→ r in
R
m

lim sup
k→+∞

N(clL(rk); θk) ⊂ N(clL(r); r).

But with this condition, preferences defined by a utility function (e.g., u) are not
regular at any r ∈ R

m even if

lim
s→r

d(0, ∂u(s)) > 0.

For more details, see Example 3.
We consider the following enlargement cone of the limiting Fréchet normal cone:

Ñ(clL(x), x) = lim sup
y,x′→x

N(clL(y);x
′
).

Before stating our main result we recall that the Hamiltonian associated with F
is defined by

H(t, x, y) = sup
v∈F (t,x)

〈y, v〉.
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Theorem 3.1. Let z be a local solution to the multiobjective optimal control prob-
lem (P). Suppose that F is sub-Lipschitzian at z and that the preference ≺ is regular at
f(z(a), z(b)). Then there exist p ∈W 1,1, λ ≥ 0, and w ∈ Ñ(clL(f(z(a), z(b))), f(z(a),
z(b))), with |ω| = 1 such that (λ, p) �= 0 and

ṗ(t) ∈ coD∗F (t, z(t), ż(t))(−p(t)) a.e. t ∈ [a, b];(2)

(p(a),−p(b)) ∈ λ∂(〈ω, f(·, ·)〉)(z(a), z(b)) +N(S; (z(a), z(b)));(3)

〈p(t), ż(t)〉 = H(t, z(t), p(t)) a.e. t ∈ [a, b].(4)

If in addition F is convex-valued, then (2) may be replaced by the following one:

ṗ(t) ∈ co {q : (−q, ż(t)) ∈ ∂H(t, (z(t), p(t)))} a.e. t ∈ [a, b].(5)

The aim of Theorem 3.1 is to extend the necessary optimality conditions of Ioffe
(Theorem 1 in [23]) from a single objective optimal control of differential inclusion
problem to a multiobjective one. By using the large class of sub-Lipschitz differential
inclusion, Theorem 3.1 also extends the Hamiltonian necessary optimality conditions
for convex-valued differential inclusions obtained in [49].

In the remainder of this section we now examine a few examples. The proof of
Theorem 3.1 is postponed to the next section.

Example 1 (a generalized Pareto optimal). Let K be a pointed convex cone
(K ∩ (−K) = {0}). We define the preference ≺ by r ≺ s if and only if r − s ∈
K and r �= s. A multiobjective optimal control problem with this preference is
called a generalized Pareto optimal control problem. Notice that if K = R

m
− (resp.,

K = int R
m
− , where R

m
− = {(x1, x2, . . . , xm) ∈ R

m : xi ≤ 0 for all i = 1, . . . ,m})
we get Pareto (resp., weak Pareto) optimal control problems. This preference is
regular at any r ∈ R

m. Moreover, for any r ∈ R
m we have Ñ(clL(r), r) = K0 with

K0 = {s ∈ R
m : 〈s, q〉 ≤ 0 for all q ∈ K}.

Corollary 3.1. Let z be a local solution to the generalized Pareto multiobjective
optimal control problem (P). Then there exist p ∈ W 1,1, λ ≥ 0, and ω ∈ K0 with
| ω |= 1 such that (λ, p) �= 0 and

ṗ(t) ∈ coD∗F (t, z(t), ż(t))(−p(t)) a.e. t ∈ [a, b];(6)

(p(a),−p(b)) ∈ λ∂(〈ω, f(·, ·)〉)(z(a), z(b)) +N(S; (z(a), z(b)));(7)

〈p(t), ż(t)〉 = H(t, z(t), p(t)) a.e. t ∈ [a, b].(8)

Example 2 (a preference determined by a utility function). Let u be a continuous
function; we define the preference ≺ determined by utility function u by r ≺ s if and
only if u(r) < u(s).

Lemma 3.1. Let u be a continuous utility function determining the preference ≺.
Suppose that

lim inf
s→r

d(0, ∂u(s)) > 0.(9)
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Then the preference ≺ is regular at r and

Ñ(clL(r), r) = lim sup
r′→r

N(clL(r′); r′) = ∂∞u(r)
⋃(⋃

a>0

a∂u(r)

)
.

Proof. The proof of Lemma 3.1 is similar to that given in [49]. From (9), L(r) is
nonempty, and from the continuity of u it follows that ≺ satisfies (A1) and (A2) in
Definition 3.2, and thus ≺ is regular. Now for r

′
sufficiently close to r, clL(r

′
) = {s ∈

R
m : u(s)− u(r

′
) ≤ 0}. Then

∂εu(r
′
) ⊂ N̂ε(clL(r

′
), r

′
).

By passing to the limits we have

∂∞u(r)
⋃(⋃

a>0

a∂u(r)

)
⊂ lim sup

r′→r
N(clL(r′); r′) ⊂ Ñ(clL(r), r).

Conversely, let ζ ∈ Ñ(clL(r), r) such that ζ �= 0. Then there are sequences ζk → ζ,
rk, r

′
k → r such that ζk ∈ N(clL(rk); r

′
k). By the definition of limiting Fréchet normal

cone, we may assume that ζk ∈ N̂εk(clL(rk), r
′
k). We must have u(rk) = u(r

′
k).

Indeed, N̂εk(clL(rk), r
′
k) = {0} when u(r

′
k) < u(rk) and is empty when u(r

′
k) > u(rk).

Then N̂εk(clL(rk), r
′
k) = N̂εk(clL(rk), rk). From N̂εk(clL(rk), rk) = N̂εk({s : u(s) −

u(rk) ≤ 0}, rk) and [8], there exist ak > 0 and θk ∈ ∂εku(r) such that | akθk− ζk |< 1
k

so that

lim
k→∞

akθk = ζ.

We claim that (ak) is bounded. Indeed, suppose the contrary. Then (ak) has a subse-
quence going to infinity. But in this case (θk) must have a subsequence converging to
zero, and this contradicts (9). So (ak) is bounded, and we can assume that ak → a.
If a �= 0, then ζ ∈ a∂u(r). If a = 0, then ζ ∈ ∂∞u(r), and the proof is complete.

From Lemma 3.1 and Theorem 3.1 we have the following corollary.
Corollary 3.2. Let ≺ be a preference determined by a utility function u and z

be a local solution to the multiobjective optimal control problem (P). Suppose that

lim inf
s→f(z(a),z(b))

d(0, ∂u(s)) > 0.

Then there exist p ∈W 1,1, λ ≥ 0, and

ω ∈ ∂∞u(f(z(a), z(b)))
⋃(⋃

a>0

a∂u(f(z(a), z(b)))

)

with | ω |= 1 such that (λ, p) �= 0, and

ṗ(t) ∈ coD∗F (t, z(t), ż(t))(−p(t)) a.e. t ∈ [a, b];(10)

(p(a),−p(b)) ∈ λ∂(〈ω, f(·, ·)〉)(z(a), z(b)) +N(S; (z(a), z(b)));(11)

〈p(t), ż(t)〉 = H(t, z(t), p(t)) a.e. t ∈ [a, b].(12)
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In [49], the author showed that, for a preference ≺ defined by a continuous utility
function u, N(clL(r); r) = ∂∞u(r)

⋃(⋃
a>0 a∂u(r)

)
, provided that lims→r d(0, ∂u(s)) >

0. This could give him the regularity and the explicit shape of N(clL(r); r). But there
is a gap in the proof. The following example shows that Zhu’s regularity does not
hold.

Example 3. Consider the function u : R
2 → R defined by

u(x, y) =| x | − | y | .
Then u is Lipschitz continuous and satisfies ∂u(0, 0) = [−1, 1] × {−1, 1}, so that
(0, 0) /∈ ∂u(0, 0), ∂∞u(0, 0) = {(0, 0)}, and

N(clL(0, 0); (0, 0)) = {(x, y) ∈ R
2 : |y| = |x|}.

Then it is clear that

N(clL(0, 0); (0, 0)) �= ∂∞u(0, 0)
⋃(⋃

a>0

a∂u(0, 0)

)
.

4. Proof of Theorem 3.1. Since F is sub-Lipschitzian at z there exist β > 0,
ε > 0, and a summable function k : [a, b] �→ R such that for almost all t ∈ [a, b], for
all N > 0, for all x, x′ ∈ z(t) + εB, and y ∈ ż(t) +NB one has

d(y, F (t, x))− d(y, F (t, x′)) ≤ (k(t) + βN)|x− x′|.
Let G be the solution set of the system

ẋ(t) ∈ F (t, x(t)) a.e., (x(a), x(b)) ∈ S.(13)

Let ε be as above. We say that the system (13) is seminormal [25] at z if there
exist α > 0 and r > 0 such that for all x ∈ B(z, r)

d(x,G ∩B(z, ε)) ≤ α
{
d((x(a), x(b));S) +

∫ b

a

d(ẋ(t);F (t, x(t)))dt

}
.(14)

Set Gε = G ∩B(z, ε).
We divide the proof into two parts and each part is divided into two steps.
Part 1 (when system (13) is not seminormal at z). The proof of this part is similar

to that given in [23].
Step 1 (application of Ekeland’s variational principle [18] and Theorem 2.1). Con-

sider the function h defined by

h(x) = d((x(a), x(b));S) +

∫ b

a

d(ẋ(t);F (t, x(t)))dt.

Since F is sub-Lipschitzian at z, then h is l.s.c. on the set B(z, ε) and Gε is closed
(see the appendix). If system (13) is not seminormal at z, then there is a sequence
xk → z in W 1,1 such that for k large enough

d(xk, Gε) > kh(xk).

Set εk =
√
h(xk) > 0, λk = min(εk, kε

2
k), and sk =

ε2k
λk

. Then εk → 0+ and sk → 0+.
Therefore one has

h(xk) ≤ inf
x∈B(z,ε)

h(x) + ε2k.
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By Ekeland variational principle we get zk ∈ B(z, ε) satisfying

‖zk − xk‖ < λk,(15)

h(zk) ≤ h(x) + sk‖x− zk‖ ∀x ∈ B(z, ε).(16)

Observe that for k sufficiently large ‖ zk − z ‖≤ ε
2 . By the closedness of Gε and

relation (15) zk /∈ G, and by (16) zk is a local solution to the following Bolza problem:

min

{
/k(x(a), x(b)) +

∫ b

a

Lk(t, x(t), ẋ(t))dt

}
,

where

/k(u, v) = d((u, v);S) + sk|u− zk(a)|

and

Lk(t, x, y) =

{
d(y;F (t, x)) + sk|y − żk(t)| if (x, y) ∈ A(t),
+∞ otherwise,

where A(t) = (z(t) + εB) × (ż(t) + (N + |ż(t) − żk(t)|)B) and N > 0 is an arbitrary
integer.

Since Lk(t, ·, ·) is l.s.c, epi-Lipschitzian at zk (see the appendix) and epimeasurable
in t and since /k is locally Lipschitzian around (zk(a), zk(b)), then Theorem 2.1 yields
the existence of an arc pk in W 1,1 satisfying

ṗk(t) ∈ co{q : (q, pk(t)) ∈ ∂Lk(t, zk(t), żk(t))} a.e. t ∈ [a, b](17)

(pk(a),−pk(b)) ∈ ∂/k(zk(a), zk(b)),(18)

〈pk(t), żk(t)〉 − Lk(t, zk(t), żk(t)) = max
v∈Rn
{〈pk(t), v〉 − Lk(t, zk(t), v)}.(19)

From (17), (18), and (19) we have

(pk(a),−pk(b)) ∈ ∂d((zk(a), zk(b));S) + skB× {0},(20)

ṗk(t) ∈ co {q : (q, pk(t)) ∈ ∂d(·;F (t, ·))(zk(t), żk(t)) + {0} × skB} a.e.,(21)

〈pk(t), żk(t)〉 − d(żk(t);F (t, zk(t)))

= max
v∈ż(t)+(N+|ż(t)−żk(t)|)B

{〈pk(t), v〉 − d(v;F (t, zk(t)))− sk|v − żk(t)|} a.e.

Step 2 (application of Lemmas 2.1–2.4). By (20) there exists ζk ∈ ∂d((zk(a),
zk(b));S) such that

(pk(a),−pk(b))− ζk ∈ skB× {0}.(22)
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Since zk /∈ G, we have either

|ζk| = 1 if (zk(a), zk(b)) /∈ S(23)

or (because of Lemma 2.1 and (21)) on a set of positive measure on which żk(t) /∈
F (t, zk(t)) we have

1− sk ≤ |pk(t)| ≤ 1 + sk.(24)

It follows from (22)–(24) that

1√
2
− sk ≤ max

t∈[a,b]
|pk(t)| ≤ 1 + sk.(25)

Now let Γ : [a, b]×R
n×R

n×R
n×R+ �→ R

n be the multivalued mapping defined by

Γ(t, x, y, w, s) = co {q : (q, w) ∈ ∂d(·;F (t, ·))(x, y) + {0} × sB} .
Then

(pk(a),−pk(b))− ζk ∈ skB× {0},(26)

ṗk(t) ∈ Γ(t, zk(t), żk(t), pk(t), sk) a.e.,(27)

(28) 〈pk(t), żk(t)〉 − d(żk(t);F (t, zk(t)))

= max
v∈ż(t)+(N+|ż(t)−żk(t)|)B

{〈pk(t), v〉 − d(v;F (t, zk(t)))− sk|v − żk(t)|} a.e.

Extracting a subsequence if necessary we may suppose that ζk → ζ for some ζ in
∂d((z(a), z(b));S) with

|ζ| = 1 if (zk(a), zk(b)) /∈ S for infinite number of k.

On the other hand, by Lemma 2.2, the multivalued mapping Γ(t, ·) is u.s.c. with
compact convex values and by the definition of the limiting Fréchet subdifferential
and the sub-Lipschitz condition we have (via Lemma 2.1 and (21)) for all k

|ṗk(t)| ≤ 1 + k(t) + β(1 + |ż(t)− żk(t)|) a.e.

Note that Γ(t, x, y, w, s) is measurable in t (see the appendix). By Lemma 2.4 there
exists a subsequence of (pk) converging uniformly to an arc p satisfying

ṗ(t) ∈ Γ(t, z(t), ż(t), p(t), 0) a.e.,(29)

and hence we obtain, by passing to the limit in (26) and (28),

(p(a),−p(b)) ∈ ∂d((z(a), z(b));S),(30)

〈p(t), ż(t)〉 = max
v∈F (t,z(t))∩(ż(t)+NB)

〈p(t), v〉 a.e.(31)

Now because of (25) the pair (ζ, p) must be nonzero. In fact we have

1√
2
≤ max
t∈[a,b]

|p(t)| ≤ 1.(32)
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As p depends on N , we obtain a sequence (pN ) satisfying (29)–(32) and

|ṗN (t)| ≤ 1 + k(t) + β a.e.

Again Lemma 2.4 produces a subsequence of (pN ) converging uniformly to some p
which satisfies the following:

ṗ(t) ∈ Γ(t, z(t), ż(t), p(t), 0) a.e.,

(p(a),−p(b)) ∈ ∂d((z(a), z(b));S),

〈p(t), ż(t)〉 = max
v∈F (t,z(t))

〈p(t), v〉,

1√
2
≤ max
t∈[a,b]

|p(t)| ≤ 1.

Finally we have

ṗ(t) ∈ coD∗F (t, z(t), ż(t))(−p(t)) a.e. t ∈ [a, b],

(p(a),−p(b)) ∈ N(S; (z(a), z(b))),

〈p(t), ż(t)〉 = H(t, z(t), p(t)) a.e. t ∈ [a, b].

Part 2 (when system (13) is seminormal).
Step 1 (application of Ekeland’s variational principle). Let k be a positive integer,

choose θk ≺ f(z(a), z(b)) such that |θk − f(z(a), z(b))| < 1
k2 , and define Θ := clL(θk).

Define the function

h(x, θ) =

{ |f(x(a), x(b))− θ| if x ∈ B(z, s1),
+∞ otherwise,

where s1 is such that f is Lipschitzian on (z(a), z(b)) + s1B with constant kf . From
(A1) we have (z, θk) ∈ Gε ×Θ, and hence

h(z, θk) ≤ inf
(x,θ)∈Gε×Θ

h(x, θ) +
1

k2
.

Note that Gε and Θ are closed in W 1,1 and R
m, respectively, and that h is l.s.c.

on Gε×Θ. Then by Ekeland variational principle there exists (zk, γk) ∈ Gε×Θ such
that

‖zk − z‖+ |γk − θk| ≤ 1

k
(33)

and

h(zk, γk) ≤ h(x, θ) +
1

k
[‖zk − x‖+ |γk − θ|] ∀(x, θ) ∈ Gε ×Θ.(34)

From (34) one gets

h(zk, γk) ≤ h(x, γk) +
1

k
‖zk − x‖ ∀x ∈ Gε(35)
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and

h(zk, γk) ≤ h(zk, θ) +
1

k
|γk − θ| ∀θ ∈ Θ.(36)

Since z is an optimal local solution to problem (P), then, by (A2) and the choice of θk,

one has γk �= f(zk(a), zk(b)). Set wk = f(zk(a),zk(b))−γk
|f(zk(a),zk(b))−γk| . Extracting a subsequence

we may assume that (wk) converges to some w, with |w| = 1 so that by (36) one has

w ∈ lim sup
k→+∞

N(clL(θk); γk)

and then

ω ∈ Ñ(clL(f(z(a), z(b))), f(z(a), z(b))).

Now from (35) and the seminormality of (13) there exist α > 0 and min(s1, r, ε) >
s > 0 (both not depending on k) such that

h(zk, γk) ≤ h(x, γk) +
1

k
‖zk − x‖

+ α(kf + 1)

[
d((x(a), x(b));S) +

∫ b

a

d(ẋ(t), F (t, x(t))dt

]

for all x ∈ B(z, s), where r and α are as in (14).
Define the functions

/k(u, v) = |f(u, v)− γk|+ 1

k
|u− zk(a)|+ α(kf + 1)d((u, v);S)

and

Lk(t, x, y) =

{
α(kf + 1)d(y;F (t, x)) + 1

k |y − żk(t)| if (x, y) ∈ A(t),
+∞ otherwise,

where A(t) = (z(t) + sB)× (ż(t) + (N + |ż(t)− żk(t)|)B) so that zk is a local solution
to the Bolza problem

min

{
/k(x(a), x(b)) +

∫ b

a

Lk(t, x(t), ẋ(t))dt

}
.

Step 2 (application of Theorem 2.1 and Lemmas 2.1–2.4). It is easy to check that
/k is l.s.c and locally Lipschitzian around (zk(a), zk(b)), Lk(t, ·, ·) is l.s.c, and Lk is
epimeasurable in t and epi-Lipschitzian at zk (see the appendix). Then by Theorem
2.1 there exists an arc pk in W 1,1 satisfying

ṗk(t) ∈ co{q : (q, pk(t)) ∈ ∂Lk(t, zk(t), żk(t))} a.e. t ∈ [a, b],(37)

(pk(a),−pk(b)) ∈ ∂/k(zk(a), zk(b)),(38)

〈pk(t), żk(t)〉 − Lk(t, zk(t), żk(t)) = max
v∈Rn
{〈pk(t), v〉 − Lk(t, zk(t), v)}.(39)
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Consider the multivalued mapping defined by

Γ(t, x, y, w, s) = co {q : (q, w) ∈ α(kf + 1)∂d(·;F (t, ·))(x, y) + {0} × sB} .

From (37)–(39) we have

(40) (pk(a),−pk(b)) ∈ ∂(|f(·)− γk|)(zk(a), zk(b))

+ N(S; (zk(a), zk(b))) +
1

k
B× {0},

ṗk(t) ∈ Γ

(
t, zk(t), żk(t), pk(t),

1

k

)
a.e.,(41)

(42) 〈pk(t), żk(t)〉 − α(kf + 1)d(żk(t);F (t, zk(t)))

= max
v∈żk(t)+(N+|ż(t)−żk(t)|)B

{〈pk(t), v〉 − α(kf + 1)d(v;F (t, zk(t)))− sk|v − żk(t)|} a.e.

By Lemma 2.2, the multivalued mapping Γ(t, ·) is u.s.c. with compact convex val-
ues, and by the definition of the limiting Fréchet subdifferential and the sub-Lipschitz
condition we have (via Lemma 2.1 and (41)) for all k

|ṗk(t)| ≤ α(kf + 1)(1 + k(t) + β(1 + |ż(t)− żk(t)|)) a.e.

By Lemma 2.4 there exists a subsequence of (pk) converging uniformly to an arc p
satisfying

ṗ(t) ∈ Γ(t, z(t), ż(t), p(t), 0) a.e.(43)

Note that

∂(|f(·, ·)− γk|)(zk(a), zk(b)) ⊂ ∂(〈wk, f(·, ·)〉)(zk(a), zk(b)),

and hence, by passing to the limit in (40) and (42) and using the same argument as
in Part 1, Step 2, we have

(p(a),−p(b)) ∈ ∂(〈ω, f(·, ·)〉)(z(a), z(b)) +N(S; (z(a), z(b))),

〈p(t), ż(t)〉 = H(t, z(t), p(t)) a.e.

Now if we assume that F is convex-valued, then, by (29) and/or (43) and Rock-
afeller result [40], we obtain

ṗ(t) ∈ co {q : (−q, ż(t)) ∈ ∂H(t, z(t), p(t))} a.e. t ∈ [a, b],

which completes the proof.



2058 SAÏD BELLAASSALI AND ABDERRAHIM JOURANI

5. Appendix.

• h(x) = d((x(a), x(b));S) +
∫ b
a
d(ẋ(t);F (t, x(t)))dt is l.s.c. on B(z, ε).

Since F is sub-Lipschitzian at z, then there exist β > 0, ε > 0, and a
summable function k : [a, b] �→ R such that for almost all t ∈ [a, b], for
all N > 0, for all x, x′ ∈ z(t) + εB, and y ∈ ż(t) +NB one has

d(y, F (t, x))− d(y, F (t, x′)) ≤ (k(t) + βN)|x− x′|.
Let x ∈ B(z, ε) and ε′ > 0, and set δ < ε′

1+
∫ b
a
k(t) dt+β(ε+b−a) .

Let x′ ∈ B(z, ε) such that ‖ x− x′ ‖< δ, and set N =| ẋ′(t)− ż(t) | +1. We
have∫ b

a

d(ẋ(t), F (t, x(t))) dt−
∫ b

a

d(ẋ′(t), F (t, x′(t))) dt |≤| ẋ(t)− ẋ′(t) |

+

∫ b

a

d(ẋ′(t), F (t, x(t))) dt−
∫ b

a

d(ẋ′(t), F (t, x′(t))) dt

≤ δ +

∫ b

a

(k(t) + βN) | x(t)− x′(t) | dt

≤ δ + δ

(∫ b

a

k(t) dt+ β(ε+ b− a)
)
≤ ε′.

Thus h is l.s.c on B(z, ε).
• Gε is closed.

Let (xn) be a subsequence in Gε such that xn −→ x in W 1,1. Since S is
closed (x(a), x(b)) ∈ S. Set N ′ =| ẋ(t)− ż(t) | +1; since F is sub-Lipschitzian
at z we have

d(ẋ(t), F (t, x(t))) ≤ (k(t) + βN) | x(t)− xn(t) | +d(ẋ(t), F (t, xn(t)))

so that∫ b

a

d(ẋ(t), F (t, x(t))) dt ≤‖ x− xn ‖
∫ b

a

(k(t) + βN) dt

+

∫ b

a

d(ẋ(t), F (t, xn(t))) dt

≤‖ x− xn ‖
(
β ‖ x− z ‖ +β(b− a) +

∫ b

a

k(t) dt

)

+ ‖ x− xn ‖ .
Then d(ẋ(t), F (t, x(t))) = 0 a.e., and since F is closed-valued x ∈ Gε.

• Lk(t, ·, ·) is epi-Lipschitzian at zk.
We have

Lk(t, x, y) =

{
α(kf + 1)d(y;F (t, x)) + 1

k |y − żk(t)| if (x, y) ∈ A(t),
+∞ otherwise,

where A(t) = (z(t) + sB)× (ż(t) + (N + |ż(t)− żk(t)|)B).
For k large enough we can suppose that | zk(t) − z(t) |< s

2 . Let x1, x2 ∈
B(zk(t), s2 ) and y ∈ R

n such that Lk(t, x1, y) is finite. Then

| x1 − z(t) |≤ s and | y − ż(t) |≤ N + |ż(t)− żk(t)|.
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Since | x2 − z(t) |< s, Lk(t, x2, y) is finite, and using the fact that F is
sub-Lipschitzian at z we get

Lk(t, x2, y)− Lk(t, x1, y) = α(kf + 1)[d(y;F (t, x2))− d(y;F (t, x1))]

≤ α(kf + 1)(k(t) + β(N + |ż(t)− żk(t)|)) | x1 − x2 | .
Then Lk(t, ·, ·) is epi-Lipschitzian at zk.

• Γ(t, x, y, w, s) is measurable in t.
The measurability of the multivalued mapping Γ(t, x, y, w, s) in t follows from
the two following lemmas.
Lemma 5.1. Let G : [a, b]→ R

n be a measurable multivalued mapping, and
let K be a compact set in R

n. Then the multivalued mapping G(·)+K is also
measurable.
Proof. It suffices to see that for any set A in R

n we have

(G(·) +K)−1(A) = G−1(A−K),

where G−1(A) = {t : G(t) ∩A �= ∅}.
Lemma 5.2. Let f : [a, b]× R

n × R
m → R be a l.s.c. function in (x, y) and

measurable in (t, x, y). Consider the multivalued mapping

R(t, x, y, p) = {q : (q,−p) ∈ ∂f(t, x, y) + {0} × sB} .
Then R and c̄oR are measurable in t.
Proof. It follows from Lemma 2 in [21] that the graph of the multivalued
mapping t→ ∂f(t, x, y) is measurable. As this multivalued mapping is closed-
valued, Theorem 8.1.4 in [2] implies that it is measurable in t. Now Lemma
5.1 asserts that the multivalued mapping

t −→ ∂f(t, x, y) + {0} × sB
is measurable in t. The measurability of t → R(t, x, y, p) follows from the
formula

(∂f(·, x, y) + {0} × sB)−1(A× {−p}) = R−1(·, x, y, p)(A).

The measurability of c̄oR follows from Theorem 8.2.2 in [2].
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systems in a Hilbert space setting. A sufficient solvability condition is given by means of an appro-
priately stated linear boundary value problem (BVP) and by discussing the special structure of the
regular differential system inherent in this BVP.

Key words. linear-quadratic control problem, abstract implicit differential equation, variable
coefficient descriptor system

AMS subject classifications. 49J27, 49J15, 49N10

DOI. 10.1137/S0363012900380991

1. Introduction. This paper aims at minimizing quadratic cost functionals over
solutions of singular linear differential equations or differential-algebraic equations
(DAEs) of the form

(A(t)x(t))′ = C(t)x(t) + B(t)u(t), t ∈ [0, T ],

with fixed T > 0 and continuous coefficients A,C, and B. Especially in the case of
constant coefficients, with singular A, the equation

Ax′(t) = Cx(t) + Bu(t), t ∈ [0, T ],

is often called a descriptor system. We keep this name for more general cases, too.
There is an extensive literature (see [4], and [1], [2], [10] for an overview) on optimal
control problems for time-invariant descriptor systems, and there are some papers
investigating the case of smooth time-varying coefficients [9] and that of C and B
being variable while A remains constant, respectively, [5], [6].

In [5], [6] the linear quadratic optimization problem—given in a Hilbert space
setting—is traced back to the solution of a linear boundary value problem (BVP),
where the appropriate formulation of the adjoint system as well as the invertibility
properties of a specially structured linear operator play an essential role. Let us
remark that this approach is fundamentally different from that in [1], [4], [10], for
instance, where the matrix pencil λA − C is assumed to be regular, the descriptor
system is subject to a reduction, and, finally, an approach based on solving a Riccati
equation, which, however, may not be solvable in [1], [10] (cf. [12]), is studied.

The new insights concerning the structure of linear DAEs and their adjoint sys-
tems obtained in [7] allow for further generalizations of the results from [5], [6], in
particular in the case of time-varying coefficients A. The main results of the present
paper are the given sufficient solvability condition by means of an appropriate linear
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BVP in section 2 as well as solvability statements for the BVP and, hence, for the op-
timal control problem in section 5. We do not need any assumptions on the regularity
and index of the descriptor system itself. Properties of a special operator

F =


 F1 0 F2

F3 −F ∗
1 F4

−F ∗
4 F ∗

2 −F5


 ,(1.1)

whose invertibility turns out to be equivalent to the index-1 property of the DAE
contained in the BVP, are essential here. The necessary characteristics of the operator
F itself are provided in section 4.

A special aspect of the linear BVP under consideration is the question regarding
the structure of the inherent regular differential equation. This question is answered
in Theorem 5.1. It turns out that this structure is not nonnegative Hamiltonian in
each case but only if the image of A(t) does not vary with t.

In section 6 we discuss two transparent simple examples. The first one is charac-
terized by a time-varying image of A(t); in the second example the descriptor system
is time-invariant but infinite-dimensional. In both examples, the optimization prob-
lems and the BVPs, respectively, are uniquely solvable, whereas, for a given control,
the system state is not uniquely determined by the respective descriptor system to be
controlled.

2. Sufficient conditions of control optimality. First of all, let us collect
some notation and well-known facts on linear operators in real Hilbert spaces, which
we want to use in the following.

For given Hilbert spaces X,Y we denote by L(X,Y ) the Banach space of linear
bounded mappings of X with values in Y . The kernel KerA of an operator A ∈
L(X,Y ) is a closed linear manifold in X, i.e., a subspace. We speak of a nullspace
then. A subspace of a Hilbert space equipped with the same scalar product is a
Hilbert space again. Note that A ∈ L(X,Y ) leads to A∗ ∈ L(Y,X) for the adjoint
operator A∗ to A. Recall that a mapping A ∈ L(X,Y ) with closed image ImA ⊂ Y
is said to be normally solvable [8].

For a normally solvable operator A ∈ L(X,Y ) we can make use of orthogonal
decompositions

X = KerA⊕ ImA∗, Y = KerA∗ ⊕ ImA.

In particular, there are uniquely determined orthogonal projectors P ∈ L(X,X) =:
L(X), Q ∈ L(Y ), such that ImP = KerA, ImQ = KerA∗ = (ImA)⊥. The Moore
inverse A+ of a normally solvable operator A ∈ L(X,Y ) is again a bounded map, i.e.,
A+ ∈ L(Y,X), AA+A = A,A+AA+ = A+, AA+ = I −Q,A+A = I −P hold true (cf.
[8]).

By I we mean the identity operator in the given spaces. For scalar products we
shall use the uniform notation 〈., .〉, even if we have different spaces.

We say that an operator A ∈ L(X) is positive definite (semidefinite) if 〈Ax, x〉 >
0 (≥ 0) for all nonzero x ∈ X.

Now we turn to our main topic, the problem of minimizing the quadratic cost
functional

J(u, x) =
1

2
〈x(T ), V x(T )〉+

1

2

∫ T

0

(〈x(t),W (t)x(t)〉

+ 2〈x(t), S(t)u(t)〉+ 〈u(t), R(t)u(t)〉)dt
(2.1)
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on trajectories of the linear system

(A(t)x(t))′ = C(t)x(t) + B(t)u(t), t ∈ [0, T ],(2.2)

A(0)x(0) = y0.(2.3)

Here T > 0 is fixed, x(t) ∈ X,u(t) ∈ U, y0 ∈ Y. X, Y, U are real Hilbert spaces,
V,W (t) ∈ L(X), S(t) ∈ L(U,X), R(t) ∈ L(U), A(t), C(t) ∈ L(X,Y ), B(t) ∈ L(U, Y ),
W (t) = W ∗(t), R(t) = R∗(t) for all t ∈ [0, T ], V = V ∗, the operators W (t), S(t), R(t),
A(t), C(t), B(t) are continuous with respect to t. A(t) is assumed to be normally solv-
able for all t ∈ [0, T ].

Admissible controls are continuous functions with values in U for which there is
a solution of the problem (2.2), (2.3). A solution of (2.2) is a continuous function
x : [0, T ] → X that has a continuously differentiable product A(t)x(t) and satisfies
(2.2) pointwise.

Since the operator A(t) is normally solvable for all t ∈ [0, T ], the spaces X and Y
are decomposed into the orthogonal sums X = KerA(t) ⊕ ImA∗(t), Y = KerA∗(t) ⊕
ImA(t). Denote by P (t) the orthogonal projector of the space X onto KerA(t) and
by Q(t) the orthogonal projector of the space Y onto KerA∗(t).

Remark 2.1. From the relation (2.3) it follows that y0 ∈ ImA(0); that is, for
some x̃0 ∈ X the equality y0 = A(0)x̃0 should hold. Later on we will assume that
y0 ∈ ImA(0). Note that differential-algebraic systems (2.2) and initial value problems
(2.2), (2.3) are considered, e.g., in [7].

The following conditions shall be used as basic assumptions throughout this paper:
I. The operator V is positive semidefinite.

II. For all t ∈ [0, T ] the operator
(
W (t) S(t)
S∗(t) R(t)

)
is positive semidefinite.

III. The projector P (t) is continuous in t, and the projector Q(t) depends con-
tinuously differentiably on t.

Lemma 2.2. Let conditions I, II, and III be given. If the triple of continuous
functions (x∗, ψ∗, u∗) : [0, T ] → X × Y × U has continuously differentiable parts
Ax∗ : [0, T ]→ Y , (I −Q)ψ∗ : [0, T ]→ Y and satisfies the system

(Ax)′(t) = C(t)x(t) + B(t)u(t), A(0)x(0) = y0,(2.4)

A∗(t)((I −Q)ψ)′(t) = W (t)x(t)− (C∗(t) + A∗(t)Q′(t))ψ(t) + S(t)u(t),

A∗(T )ψ(T ) = −V x(T ),
(2.5)

0 = −S∗(t)x(t) + B∗(t)ψ(t)−R(t)u(t),(2.6)

then u∗(t) is an optimal control for the problem (2.1)–(2.3).
Proof. Let x∗(t), u∗(t), ψ∗(t) be a solution of the system (2.4)–(2.6), u(t) be

an arbitrary admissible control, and x(t) be a corresponding solution of the problem
(2.2), (2.3).

Taking into account the relations (2.1)–(2.6), straightforward computations yield
the equality

J(u, x)− J(u∗, x∗) = A +
1

2
〈x(T )− x∗(T ), V (x(T )− x∗(T ))〉

+
1

2

∫ T

0

〈(
x(t)− x∗(t)

u(t)− u∗(t)

)
,

(
W (t) S(t)

S∗(t) R(t)

)(
x(t)− x∗(t)

u(t)− u∗(t)

)〉
dt
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with A = 〈x(T )−x∗(T ), V x∗(T )〉+∫ T
0
{〈x(t)−x∗(t),W (t)x∗(t) +S(t)u∗(t)〉+ 〈u(t)−

u∗(t), S∗(t)x∗(t)+R(t)u∗(t)〉}dt. The term A will be shown to vanish. Then conditions
I and II yield the inequality

J(u, x)− J(u∗x∗) ≥ 0;

hence, u∗ is an optimal control. Now we show A = 0 to be true in fact. We have

A = 〈x(T )− x∗(T ), V x∗(T )〉

+

∫ T

0

{〈x(t)− x∗(t), A∗(t)((I −Q)ψ∗)′(t) + C∗(t)ψ∗(t) + A∗(t)Q′(t)ψ∗(t)〉

+ 〈u(t)− u∗(t), B∗(t)ψ∗(t)〉}dt

= 〈x(T )− x∗(T ), V x∗(T )〉+

∫ T

0

{〈A(t)(x(t)− x∗(t)), ((I −Q)ψ∗)′(t)〉

+ 〈C(t)(x(t)−x∗(t))+B(t)(u(t)−u∗(t))+Q′(t)A(t)(x(t)−x∗(t)), ψ∗(t)〉}dt

= 〈x(T )− x∗(T ), V x∗(T )〉+

∫ T

0

{〈A(t)(x(t)− x∗(t)), ((I −Q)ψ∗)′(t)〉

+ 〈(A(x− x∗))′(t) + Q′(t)A(t)(x(t)− x∗(t)), ψ∗(t)〉}dt.
Taking into account that A = (I−Q)A, Q′ = −(I−Q)′, and therefore (A(x−x∗))′ +
Q′A(x − x∗) = ((I − Q)A(x − x∗))′ − (I − Q)′A(x − x∗) = (I − Q)(A(x − x∗))′, we
derive

A = 〈x(T )− x∗(T ), V x∗(T )〉+

∫ T

0

{〈A(t)(x(t)− x∗(t)), ((I −Q)ψ∗)′(t)〉

+ 〈(I −Q(t))(A(x− x∗))′(t), ψ∗(t)〉}dt

= 〈x(T )− x∗(T ), V x∗(T )〉+

∫ T

0

{〈A(t)(x(t)− x∗(t)), ((I −Q)ψ∗)′(t)〉

+ 〈(A(x− x∗))′(t), (I −Q(t))ψ∗(t)〉}dt

= 〈x(T )− x∗(T ), V x∗(T )〉+

∫ T

0

d

dt
〈A(t)(x(t)− x∗(t)), (I −Q(t))ψ∗(t)〉dt

= 〈x(T )− x∗(T ), V x∗(T )〉+ 〈x(T )− x∗(T ), A∗(T )ψ(T )〉 = 0.

Remark 2.3. The boundary condition A∗(T )ψ(T ) = −V x(T ) can be rewritten in
two parts as

(I −Q(T ))ψ(T ) = −A∗+(T )V x(T ), P (T )V x(T ) = 0.(2.7)

If the inclusion

Im V ⊆ Im A∗(T )(2.8)

is valid, then it holds that P (T )V = 0 and V = V (I −P (T )) = V A+(T )A(T ). In the
consequence, the boundary condition (2.7) simplifies to

(I −Q(T ))ψ(T ) = −A+∗(T )V A+(T )A(T )x(T )(2.9)
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such that the boundary conditions in the BVP (2.4)–(2.6) are exclusively directed to
the smooth components Ax and (I − Q)ψ. We will exploit this fact in section 5 in
order to derive the solvability of (2.4)–(2.6) from the solvability of BVPs in inherent
Hamiltonian systems. Condition (2.8) is a helpful means for formulating sufficient
solvability conditions of control problems. If it is not satisfied, the BVP (2.4)–(2.6)
may be solvable nevertheless, or it is unsolvable (cf. Remark 6.1 below). Let us stress
here once more that we are concerned with sufficient solvability conditions but not
with necessary conditions.

Let us mention that in the standard reference [4], assumption (2.8) is built in the
problem at the very beginning by using a cost functional with A∗Ṽ A instead of V .

3. Equations in subspaces. For each t ∈ [0, T ] the operators

A(t) = (I −Q(t))A(t)(I − P (t)) : Im A∗(t) → Im A(t),

A∗(t) = (I − P (t))A∗(t)(I −Q(t)) : Im A(t) → Im A∗(t)

have the Moore inverses A+(t) = (I − P (t))A+(t)(I − Q(t)) and A∗+(t) = (I −
Q(t))A+∗(t)(I − P (t)) = A+∗(t).

Using the projectors P, Q, and the identities Q(t)(Ax)′(t) = −Q(t)Q′(t)(Ax)(t),
Q(t)((I −Q)ψ)′(t) = −Q(t)Q′(t)((I −Q)ψ)(t), ((I −P )x)(t) = (A+Ax)(t), Q′(t)(I −
Q(t)) = Q(t)Q′(t) we obtain the following two relations from the system (2.4)–(2.6):

0 = L

(
Ax

(I −Q)ψ

)
+ G


 Px

Qψ

u


 ,(3.1)

(
Ax

(I −Q)ψ

)/
= M

(
Ax

(I −Q)ψ

)
+ K


 Px

Qψ

u


 ,(3.2)

where

L =


 QQ′(I −Q) + QCA+ 0

PWA+ −PC∗(I −Q)

−S∗A+ B∗(I −Q)


 ,

G =


 QCP 0 QB

PWP −PC∗Q PS

−S∗P B∗Q −R


 ,(3.3)

M̂ =

(
(I −Q)CA+ 0

A∗+WA+ −A∗+C∗(I −Q)

)
,

M = M̂ −
(

QQ′(I −Q) 0

0 QQ′(I −Q)

)
,

K =

(
(I −Q)CP 0 (I −Q)B

A∗+WP −A∗+C∗Q− (I −Q)Q′Q A∗+S

)
.
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For brevity we often omit the argument t. With

J =

(
0 I

−I 0

)
(3.4)

and

Ĵ = diag(J, I)

it holds that

K = JL∗Ĵ .

By construction it holds that

KerG(t) ⊇ KerP (t)×KerQ(t)× 0 = ImA∗(t)× ImA(t)× 0,

ImG(t) ⊆ ImQ(t)× ImP (t)× U = KerA∗(t)×KerA(t)× U.

Following the lines of [7], [11] one may easily check that (2.4)–(2.6) represents an
index-1-tractable DAE if and only if the mapping G(t) acts bijectively from KerA(t)×
KerA∗(t)× U onto KerA∗(t)×KerA(t)× U . Consequently, the respective properties
of the operator G(t) are of great interest. It is evident that the operator G has a
matrix representation of the form (1.1), which shall be studied in the next section.

If G(t) : KerA(t)×KerA∗(t)×U → KerA∗(t)×KerA(t)×U is actually a bijection
and G(t)−1 denotes its inverse, then (3.1) yields

 Px

Qψ

u


 = −G−1L

(
Ax

(I −Q)ψ)

)
,(3.5)

and (3.2) leads to a regular differential equation concerning the components Ax,
(I−Q)ψ. This implies the solutions x, ψ, u of the optimality BVP (2.4)–(2.6) a priori
to be continuous functions having continuously differentiable components Ax, (I −
Q)ψ. More regularity, e.g., a fully continuously differentiable ψ, can be obtained via
(3.5) by assuming the corresponding entries of the operator G−1L to be continuously
differentiable.

4. Properties of the operator (1). We begin with the statement of sufficient
conditions for the invertibility of operators F : X1×X2×X3 → X2×X1×X3 having
a matrix representation of the form (1.1), namely,

F =


 F1 0 F2

F3 −F ∗
1 F4

−F ∗
4 F ∗

2 −F5


 ,

where Xi, i = 1, 2, 3, are real Hilbert spaces, Fi, i = 1, . . . , 5, denote bounded linear
operators acting in the corresponding spaces and, additionally, F3, F5 are symmet-
ric. Thereby, our special interest is directed to the particular case where, for fixed
t ∈ [0, T ], X1 = KerA(t) = ImP (t), X2 = KerA∗(t) = ImQ(t), X3 = U, F1 =
(Q(t)C(t)P (t))r, F2 = (Q(t)B(t))r, F3 = (P (t)W (t)P (t))r, F4 = (P (t)S(t))r, F5 =
R(t), where (.)r indicates the restriction of the operators inside the brackets to the
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corresponding spaces, i.e., F1 = (Q(t)C(t)P (t))r ∈ L(X1, X2) and so on. Clearly,
if the operator G(t) given by (3.3) acts bijectively on KerA(t) × KerA∗(t) × U onto
KerA∗(t)×KerA(t)× U , then the corresponding F is invertible and vice versa.

Lemma 4.1. If the operator (
F3 F4

F ∗
4 F5

)
(4.1)

is positive definite and has a bounded inverse, and if the operator (F1F2)∗ is injective
and normally solvable, then F has a bounded inverse.

Proof. First we show that there is no sequence {xn} such that xn ∈ X1 ×X2 ×
X3, ‖xn‖ = 1 for all n ∈ N and Fxn → 0. We assume the contrary, namely,

F1x
1
n + F2x

3
n → 0,

F3x
1
n − F ∗

1 x
2
n + F4x

3
n → 0,

−F ∗
4 x

1
n + F ∗

2 x
2
n − F5x

3
n → 0,

where

xn =




x1
n

x2
n

x3
n


 , xin ∈ Xi, i = 1, 3, ‖xn‖ = 1 for all n ∈ N.

We scalarly multiply the left-hand side of the first relation of this system by x2
n, the

second relation by x1
n, and the third one by (−x3

n). Adding the results we obtain the
relation 〈(

x1
n

x3
n

)
,

(
F3 F4

F ∗
4 F5

) (
x1
n

x3
n

)〉
→ 0.

By virtue of the assumptions we have x1
n → 0, x3

n → 0. Then the relation (F1 F2)∗x2
n →

0 follows from the last system. Hence, we obtain x2
n → 0. This contradicts the equality

‖xn‖ = 1. Therefore, there is a constant k > 0 such that the inequality ‖Fx‖ ≥ k is
valid for all x ∈ X1 ×X2 ×X3 with ‖x‖ = 1. Consequently, the inequality

‖Fx‖ ≥ k‖x‖(4.2)

is valid for all x ∈ X1 ×X2 ×X3.
Next we prove that KerF ∗ = 0 is valid. The operator F ∗ has the matrix repre-

sentation

F ∗ =




F ∗
1 F3 −F4

0 −F1 F2

F ∗
2 F ∗

4 −F5


 .

Assume that there is an x ∈ X2 × X1 × X3 such that F ∗x = 0. This means in
detail

F ∗
1 x2 + F3x1 − F4x3 = 0,

−F1x1 + F2x3 = 0,

F ∗
2 x2 + F ∗

4 x1 − F5x3 = 0,
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where

x =


 x2

x1

x3


 , xi ∈ Xi, i = 1, 3.

We scalarly multiply the first equation of this system by x1, the second equation by
x2, and the third equation by (−x3). Adding the results yields the equality〈( −x1

x3

)
,

(
F3 F4

F ∗
4 F5

) ( −x1

x3

)〉
= 0.

By virtue of the assumption on (4.1) we have x1 = 0, x3 = 0. Hence, the equality
(F1 F2)∗x2 = 0 follows. We obtain x2 = 0; therefore KerF ∗ = 0.

It remains to prove that the range of the operator F is a closed set. We take a
sequence {yn}, where yn = Fxn, xn ∈ X1 ×X2 ×X3, yn → y0. The sequence {Fxn}
is fundamental. From (4.2) it follows that the sequence {xn} is also fundamental. It
tends to an element x0 ∈ X1 × X2 × X3 due to the completeness of Xi. As F is a
bounded operator, Fxn → Fx0. Hence, y0 ∈ Im F , i.e., Im F is a closed set.

Therefore, the following decomposition is realized: X2×X1×X3 = ImF⊕KerF ∗ =
ImF , since KerF ∗ = 0. Using the inequality (4.2) we are done (see, e.g., Theorem (2)
in [3, p. 204]).

Remark 4.2. In the finite-dimensional case, if X = Y is valid and A,C,B,W, S,R
are constant matrices, the conditions of Lemma 4.1 for the operator G coincide with
Assumption 2 in [4].

Lemma 4.3. If the operator (4.1) is positive semidefinite and the operators

(F1 F2)∗ and


 F1 F2

F3 F4

F ∗
4 F5




are injective and normally solvable, then F has a bounded inverse operator.
The proof of Lemma 4.3 is similar to the proof of Lemma 4.1.
Remark 4.4. The conditions of Lemma 4.1 and Lemma 4.3 are not necessary for

the invertibility of an operator F of the form (1.1). For example, the specific operator

F =


 1 0 0
−1 −1 0

0 0 1




is invertible, but neither the conditions of Lemma 4.1 nor those of Lemma 4.3 are
satisfied. For the operator

F =


 0 0 1

1 0 0
0 1 0




(corresponding to the example in [4, p. 677]) the conditions of Lemma 4.1 (Assumption
2 from [4]) fail to be valid, but Lemma 4.3 applies.

From section 3 recall the operator

Ĵ = diag(J, I) =


 0 I 0

−I 0 0

0 0 I


 .
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Lemma 4.5. If the operator F is invertible, then the operator ĴF−1 is symmetric.
Proof. The identity F = −Ĵ F̃ , where

F̃ =


 F3 −F ∗

1 F4

−F1 0 −F2

F ∗
4 −F ∗

2 F5


 ,

is easily checked. F̃ is obviously symmetric and invertible. Thus, ĴF−1 = −Ĵ F̃−1Ĵ−1

is a symmetric operator, as F̃−1 is symmetric and Ĵ is unitary.
Corollary 4.6. If the operator F is invertible, then the inverse operator F−1

has a matrix representation of the form

F−1 =


 D1 D2 D3

D4 −D∗
1 D5

D∗
5 −D∗

3 D6


 ,(4.3)

where D2, D4, D6 are symmetric operators.
The proof of this corollary follows from Lemma 4.5 and the matrix representation

of the operator Ĵ−1.
Lemma 4.7. If the operator F is invertible and the operator (4.1) is positive

semidefinite, then the operators
(
D2 D3

D∗
3 −D6

)
and D4 in the representation (4.3) are

positive semidefinite.
Proof. The proof follows the lines of [5], where the special case of F4 = 0 is

considered. Introduce the operator J̃ having the matrix representation
 0 I 0

I 0 0
0 0 −I


 .

For every

z =


 z2

z1
z3


 ∈ X2 ×X1 ×X3

the identity

〈J̃F−1z, z〉 = 〈D4z2, z2〉+

〈(
D2 D3

D∗
3 −D6

)(
z1

z3

)
,

(
z1

z3

)〉
(4.4)

is valid. With

v =


 v1

v2
v3


 = F−1z

we also have

〈J̃F−1z, z〉 = 〈J̃v, Fv〉 =

〈(
F3 F4

F ∗
4 F5

)(
v1

v3

)
,

(
v1

v3

)〉
.(4.5)

Here z, v are represented in a form that corresponds to the matrix representation
of the operator F . Since the operator (4.1) is positive semidefinite, (4.5) yields
〈J̃F−1z, z〉 ≥ 0 for all z. Hence, the expression on the right-hand side of formula
(4.4) is nonnegative. Setting in (4.4) at first z2 = 0 and second z1 = 0, z3 = 0 we
obtain the statement.
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5. Solvability of the problem. Now we turn back to the system (3.1), (3.2)
and to the BVP (2.4)–(2.6), respectively.

The operator G(t) defined by (3.3) maps X × Y × U into Y × X × U . By
construction, it holds that ImG(t) ⊆ KerA∗(t)×KerA(t)×U = ImQ(t)× ImP (t)×U ,
KerG(t) ⊇ KerP (t) × KerQ(t) × 0. It is natural to consider the restriction (G(t))r :
ImP (t)×ImQ(t)×U → ImQ(t)×ImP (t)×U . Below we also use the shorter denotation
G(t) for (G(t))r.

Theorem 5.1. Let conditions I, II, and III be satisfied. If, for every t ∈ [0, T ],
the operator G(t) : Ker A(t) × Ker A∗(t) × U → Ker A∗(t) × Ker A(t) × U is bijec-
tive, then the system (3.1), (3.2) provides an explicit differential equation for the pair
(Ax, (I −Q)ψ), which is of the form

(
Ax

(I −Q)ψ

)′
= E

(
Ax

(I −Q)ψ

)
−
(
QQ′(I −Q) 0

0 QQ′(I −Q)

)(
Ax

(I −Q)ψ

)
,(5.1)

where

E =

(
E1 E2

E3 −E∗
1

)
, E2 = E∗

2 , E3 = E∗
3 ,(5.2)

and the operators E2 and E3 are positive semidefinite.

Proof. Since G(t) is invertible, (3.1), (3.2) immediately imply, in view of the
relation for K, that (5.1) holds true with E = M̂ − JL∗ĴG−1L. The term ĴG−1 is
symmetric (cf. Lemma 4.5); thus L∗ĴG−1L is also symmetric. Due to the structure
of M̂ , we arrive at (5.2).

It remains to show that the operators E2 and E3 in (5.2) are positive semidefinite.
Expressions for the operators E2, E3 are

E2 = ((I −Q)CPD2 − (I −Q)BD∗
3)PC∗(I −Q)− ((I −Q)CPD3

+ (I −Q)BD6)B∗(I −Q),

E3 = A∗+WA+ + ((I −Q)Q′Q + A∗+C∗Q)(D4(QQ′(I −Q) + QCA+)

− D∗
1PWA+ −D5S

∗A+) + A∗+WP (−D1(QQ′(I −Q) + QCA+)

− D2PWA+ + D3S
∗A+)−A∗+S(D∗

5(QQ′(I −Q) + QCA+)

− D∗
3PWA+ −D6S

∗A+).

Here the operators Di, i = 1, 6, belong to the matrix representation (4.3) of G−1 by
Corollary 4.6.

For any y ∈ Y we compute

〈E2(I −Q)y, (I −Q)y〉 =

〈(
D2 D3

D∗
3 −D6

)(
PC∗(I −Q)y

−B∗(I −Q)y

)
,

(
PC∗(I −Q)y

−B∗(I −Q)y

)〉
.

Due to Lemma 4.7, E2 is positive semidefinite.

Next we turn to the operator E3.

Taking into account the symmetry of the operators D2, D4, D6 (see Corollary
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4.6) it is not difficult to verify the identities

〈E3(I −Q)y, (I −Q)y〉 = 〈WA+(I −Q)y,A+(I −Q)y〉 − 〈D2z1, z1〉
+ 〈D4z2, z2〉+ 〈D6z3, z3〉 − 2〈D∗

1z1 + D5z3, z2〉+ 2〈D3z3, z1〉

=

〈(
W S

S∗ R

)(
z4

z5

)
,

(
z4

z5

)〉

+ 〈(D2 −D2PWPD2 + D2PSD
∗
3 + D3S

∗PD2 −D3RD
∗
3)z1, z1〉

+ 〈(D4 −D∗
1PWPD1 −D∗

1PSD
∗
5 −D5S

∗PD1 −D5RD
∗
5)z2, z2〉

+ 〈(−D6 −D∗
3PWPD3 −D∗

3PSD6 −D6S
∗PD3 −D6RD6)z3, z3〉

+ 2〈(−D∗
1PWPD2 + D∗

1PSD
∗
3 −D5S

∗PD2 + D5RD
∗
3)z1, z2〉

+ 2〈(−D∗
3 + D∗

3PWPD2 −D∗
3PSD

∗
3 + D6S

∗PD2 −D6RD
∗
3)z1, z3〉

+ 2〈(D∗
3PWPD1 + D∗

3PSD
∗
5 + D6S

∗PD1 + D6RD
∗
5)z2, z3〉,

where z1 = PWA+(I−Q)y, z3 = (QQ′(I−Q)+QCA+)(I−Q)y, z3 = S∗A+(I−Q)y,
z4 = A+(I −Q)y + P (−D2z1 −D1z2 + D3z3), z5 = D∗

3z1 −D∗
5z2 + D6z3.

Due to Corollary 4.6 and the identities

QCPD1 + QBD∗
5 = I, QCPD2 −QBD∗

3 = 0, QCPD3 + QBD5 = 0,

PWPD1 − (QCP )∗D4 + PSD∗
5 = 0, PWPD2 + (QCP )∗D∗

1 − PSD∗
3 = I,

PWPD3 − (QCP )∗D5 + PSD6 = 0,

−S∗PD1 + B∗QD4 −RD∗
5 = 0, −S∗PD2 −B∗QD∗

1 + RD∗
3 = 0,

−S∗PD3 + B∗QD5 −RD6 = I,

all of which follow from the representation (4.3) of the operator G−1, we obtain that
all scalar products in the expression for 〈E3(I − Q)y, (I − Q)y〉, except for the first
one, vanish identically. For example, we have D2 − D2PWPD2 + D2PSD

∗
3+

D3S
∗PD2 −D3RD

∗
3 = D2 −D2(I − (QCP )∗D∗

1) + D3(−B∗QD∗
1) = (D2(QCP )∗ −

D3B
∗Q)D∗

1 = 0.
Remark 5.2. If the continuously differentiable functions y : [0, T ]→ Y, z : [0, T ]→

Y satisfy the explicit differential equation (cf. (5.1))

(
y

z

)′
= E

(
y

z

)
−
(

QQ′(I −Q) 0

0 QQ′(I −Q)

)(
y

z

)
,(5.3)

then, multiplying (5.3) by diag (Q,Q) and taking into account that diag (Q,Q)E =
0, Q′(I −Q) = QQ′, we find that

(
Qy

Qz

)′
=

(
(I −Q)Q′Q 0

0 (I −Q)Q′Q

)(
Qy

Qz

)
(5.4)

holds true. Consequently, if Q(t0)y(t0) = 0, Q(t0)z(t0) = 0 for a certain t0 ∈ [0, T ],
then Q(t)y(t), Q(t)z(t) vanish identically, i.e., Im A(t)× Im A(t) ⊆ Y × Y becomes a
time-varying invariant subspace of the differential equation (5.3). Since (5.4) decou-
ples into (Qy)′ = (I −Q)Q′Q(Qy), (Qz)′ = (I −Q)Q′Q(Qz), y(0) ∈ ImA(0), z(T ) ∈
ImA(T ) also imply y(t) ∈ ImA(t), z(t) ∈ ImA(t), t ∈ [0, T ], and vice versa.

If this invariant subspace does not vary with t, i.e., if ImA(t) = ImA(0) for all
t ∈ [0, T ] and, hence, if the projector Q(t) is constant, things become easier. Then
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(5.3) simplifies to the nonnegative Hamiltonian system

(
y

z

)′
= E

(
y

z

)

with the constant invariant subspace ImA(0)× ImA(0).
Theorem 5.3. Under the conditions of Theorem 5.1, if Im A(t) is time-invariant,

the system (3.1), (3.2) provides an explicit nonnegative Hamiltonian system.
Remark 5.4. For operators A(t), R(t) that have bounded inverses A−1(t), R−1(t)

on Y, U , respectively, and if S(t) = 0, t ∈ [0, T ], then (5.1) is of the special form

(
Ax

ψ

)′

=

(
CA−1 BR−1B∗

A∗−1WA−1 −A∗−1C∗

) (
Ax

ψ

)
.(5.5)

Obviously, this is a nonnegative Hamiltonian system. If, additionally, A(t) depends
continuously differentiably on t, we can turn to an explicit differential equation with
respect to the unknowns x, ψ, but the resulting system

(
x

ψ

)′

=

(
A−1C −A−1A′ A−1BR−1B∗

A∗−1W −A∗−1C∗

) (
x

ψ

)

is no longer Hamiltonian in general. This is why we should prefer the form (5.5) also
in this case. It should be mentioned that if we consider the new variable y = A∗ψ,
then the latter system provides again a nonnegative Hamiltonian system with respect
to the unknowns x, y.

If V satisfies the inclusion (2.8), the boundary conditions in the BVP (2.4)–(2.6)
apply to the components Ax = y and (I − Q)ψ = z only (cf. (2.9)). Then Theorem
5.3 allows us to apply results concerning the unique solvability of two-point boundary
values problems, which are known for nonnegative Hamiltonian systems, to systems
of the form (2.4)–(2.6). In particular, we have the theorem stated below.

Theorem 5.5. Let conditions I, II, and III be satisfied. Let the inclusion (2.8) be
valid. If, for every t ∈ [0, T ], the operator G(t) is invertible on the space KerA∗(t)×
KerA(t)×U , and ImA(t) does not depend on t, then the problem (2.1)–(2.3) is solvable.

Now we take a closer look at the BVP for (5.3) with the boundary conditions

y(0) = y0, z(T ) = −A+∗(T )V A+(T )y(T ).(5.6)

Theorem 5.6. If the space Y is finite-dimensional, then the BVP (5.3), (5.6) is
uniquely solvable.

Proof. It is enough to prove that the problem

x′1 = E1x1 + E2x2 −QQ′(I −Q)x1,

x′2 = E3x1 − E∗
1x2 −QQ′(I −Q)x2,

x1(0) = 0,

x2(T ) = −Ṽ x1(T ),

(5.7)

where Ṽ = A∗+(T )V A+(T ), has only the zero solution.
We scalarly multiply the first equation of (5.7) by x2 and the second equation by

x1. Adding the results and taking into account Remark 5.2 we obtain the relation
〈x1, x2〉′ = 〈E2x2, x2〉+ 〈E3x1, x1〉.
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Integrating the last equation on the interval [0, T ] due to the boundary conditions

we have 〈x1(T ), Ṽ x1(T )〉+
∫ T
0

(〈E2x2, x2〉+ 〈E3x1, x1〉)dt = 0.

Since the self-adjoint operators Ṽ , E2, E3 are positive semidefinite (see Theorem
5.1) and the operators E2, E3 are continuous with respect to t, it follows from the
previous relation that E2x2 ≡ 0, E3x1 ≡ 0. By this, system (5.7) implies x1 ≡ 0,
x2 ≡ 0.

Lemma 2.2 and Theorems 5.1 and 5.6 provide the next statement, which applies
to the case of time-varying Im A(t).

Theorem 5.7. Let conditions I, II, and III be satisfied. Let the inclusion (2.8)
be valid. If the space Y is finite-dimensional and if, for every t ∈ [0, T ], the operator
G(t) is invertible on the space KerA∗(t)×KerA(t)× U , then the problem (2.1)–(2.3)
is solvable.

Remark 5.8. For A(t) being time-invariant, results of the present paper are given
in [5] (S = 0) and in [6] (S �= 0).

Comparing with [4], [10], where X = Y are finite-dimensional spaces and the
time-invariant problem is considered, we stress that we do not use conditions on the
regularity of the pencil λA − C. Further, we do not diagonalize or transform A and
factorize the coefficients in the cost functional. In particular, Assumption 2 in [4]
turns out to be no longer mandatory.

6. Small but illustrative examples.
Example 1. Let us consider the problem of minimizing the functional (2.1) on

trajectories of the system (2.2), (2.3) with

V =

(
0 0

0 0

)
, W (t) =

(
1 0

0 0

)
, S(t) =

(
0

0

)
, R(t) = 1, A(t) =

(
0 t

0 1

)
,

C(t) =

(
0 1

0 0

)
, B(t) =

(
1

0

)
.

Here Q(t) = 1
1+t2

(
1 −t
−t t2

)
, P =

(
1 0
0 0

)
. The system (2.4)–(2.6) is specified to

((
0 t

0 1

)
x(t)

)′
=

(
0 1

0 0

)
x(t) +

(
1

0

)
u(t),

(
0 0

t 1

)
((I −Q(t))ψ(t))′ =

(
1 0

0 0

)
x(t)−

((
0 0

1 0

)
+

(
0 0

t 1

)
Q′(t)

)
ψ(t),

0 = (1 0)ψ(t)− u(t),

with the boundary conditions(
0 0

0 1

)
x(0) = y0 :=

(
0

y02

)
,

(
0 0

T 1

)
ψ(T ) = 0, y02 �= 0.

Theorem 5.1 provides the special explicit differential system (5.1)

(Ax)′ =
1

1 + t2

(
t 1

0 0

)
Ax,(6.1)

((I −Q)ψ)′ = − 1

(1 + t2)2

(
t3 − t t2 − 1

2t2 2t

)
(I −Q)ψ.(6.2)
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In particular, (6.1) immediately leads to x′2(t) = 0. Taking into account the initial
condition, we obtain x2(t) ≡ y02 . Due to the boundary condition (I−Q(T ))ψ(T ) = 0,
the function (I −Q(t))ψ(t) vanishes identically, i.e., ψ(t) = Q(t)ψ(t), A∗(t)ψ(t) = 0;
hence, tψ1(t) + ψ2(t) = 0.

Next we derive from (2.5) that(
1 0

0 0

)
x(t) = 0,

i.e., x1(t) ≡ 0, and from (2.4), (2.6) that u(t) ≡ 0, ψ1(t) ≡ 0; hence, ψ(t) ≡ 0.
Consequently, the BVP (2.4)–(2.6) has the unique solution

x∗(t) ≡ y0, ψ∗(t) ≡ 0, u∗(t) ≡ 0,

and, by Lemma 2.2, u∗(·) is the optimal control for (2.1)–(2.3).
This confirms the result that we could have in this special case by much simpler

considerations. Namely, by looking at the problem in detail,

J(u, x) =
1

2

∫ T

0

{x1(t)2 + u(t)2}dt,

(tx2(t))′ = x2(t) + u(t), (x2(t))′ = 0, t ∈ [0, T ], x2(0) �= 0 given, we find immediately
that

x∗2(t) ≡ x2(0), u∗(t) ≡ 0.

For obtaining a minimum we obviously have to put x∗1(t) ≡ 0. Let us stress once
more that this special DAE (2.2) has even a singular pencil λA(t) − C(t), but the
resulting DAE in (2.4)–(2.6) is index-1 tractable. In this case, Lemmas 4.1 and 4.7,
and further Theorems 5.1 and 5.6 apply. However, since ImA(t) = Im(I − Q(t))
varies with time, the resulting system of explicit differential equations (6.1), (6.2) is
obviously no longer a Hamiltonian one.

Remark 6.1. If the matrix V = 0 in Example 1 is replaced by

V = α

(
1 1

1 1

)
, α > 0,

then the functional

J(u, x) =
α

2
(x1(T ) + x2(T ))2 +

1

2

∫ T

0

{x1(t)2 + u(t)2}dt

is to be minimized on the trajectories as above. The resulting BVP (2.4)–(2.6) differs
from that in Example 1 only by the condition(

0 0

T 1

)
ψ(T ) = −α

(
1 1

1 1

)
x(T )

(which replaces the condition
(

0 0
T 1

)
ψ(T ) = 0). Now, because of α > 0, the inclusion

(2.8) fails to be true, whereas it is valid in Example 1. In particular, the relation

x1(T ) + x2(T ) = 0
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has to be taken into account. On the other hand, as in Example 1, we have x2(t) ≡
x2(0), x1(t) ≡ 0; thus x1(T ) + x2(T ) = x2(0) �= 0. Because of the resulting contra-
diction this BVP (2.4)–(2.6) is no longer solvable.

Considering the control problem itself, say for x2(0) = 1, T = 1, we realize
immediately that we have to put x2(t) ≡ 1, u(t) ≡ 0 and then minimize J̃(x1) :=
α
2 (x1(1) + 1)2 + 1

2

∫ 1

0
x1(t)2dt on the continuous functions x1(.). However, J̃ has the

zero infimum, but there is no minimal element in this setting.
Another situation arises if we choose V = αI, α > 0, instead. Condition (2.8)

fails again, but the boundary condition(
0 0

T 1

)
ψ(T ) = −αx(T ),

and, in particular, condition x1(T ) = 0 do not contradict (2.5). The resulting BVP
(2.4)–(2.6) is solvable. The corresponding control problem with

J(u, x) =
α

2
{(x1(T )2 + x2(T )2}+

1

2

∫ T

0

{x1(t)2 + u(t)2}dt

obviously has the solution u∗(t) ≡ 0, x∗1(t) ≡ 0, x∗2(t) ≡ x2(0).

Example 2. The functional J(u, x) = 1
2

∫ T
0

(x1(t)2 + u(t)2)dt is to be minimized
subject to the infinite-dimensional system

x′2(t) = x1(t) + u(t),

x′i(t) = 0 for i ≥ 3,

and the initial condition xi(0) = 1
i for i ≥ 2. Obviously, the minimum is obtained by

u∗(t) ≡ 0, x∗1(t) ≡ 0, x∗i(t) ≡ 1

i
for i ≥ 2.

Choosing X = Y = l2, U = R, as well as

A=


 0 1 0 · · ·

0 0 1 · · ·
· · ·


, C =


 1 0 · · ·

0 0 · · ·
· · ·


, B =


 1

0

· · ·


, W =


 1 0 · · ·

0 0 · · ·
· · ·


, y0 =




1
2
1
3· · ·


,

R = 1, S = 0, V = 0, we put this problem into the form (2.1)–(2.3) with infinite-
dimensional Hilbert spaces. Next we compute

P =


 1 0 · · ·

0 0 · · ·
· · ·


 and Q = 0.

The resulting BVP (2.4), (2.5), (2.6) is

x′2(t) = x1(t) + u(t),

x′i(t) = 0 for i ≥ 3, xi(0) = 1
i for i ≥ 2,

0 = x1(t)− ψ1(t),

ψ′
i(t) = 0 for i ≥ 1, ψi(T ) = 0 for i ≥ 1,

0 = ψ1(t)− u(t).

(6.3)
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The explicit differential system (5.1) is also an infinite-dimensional one, namely,

(Ax(t))′ =


 2 0 . . .

0 0 . . .

. . .


ψ(t), ψ′(t) = 0,(6.4)

or, equivalently, x′2(t) = 2ψ1(t), x′i(t) = 0 for i ≥ 3, ψ′
i(t) = 0 for i ≥ 1. This is a

nonnegative Hamiltonian system. Due to the boundary conditions we obtain

x∗i(t) ≡ 1

i
for i ≥ 2, ψ∗i(t) ≡ 0 for i ≥ 1,

as solutions of (6.4). Finally, (6.3) gives u∗(t) ≡ ψ∗1(t) ≡ 0 and x∗1(t) ≡ ψ∗1(t) ≡ 0.

7. Concluding remarks. Our paper refers to descriptor systems with coeffi-
cients A(t), C(t), and B(t) that are bounded linear operators for all t and depend
continuously on t in the norm sense. In the meantime, certain ideas about abstract
DAEs with unbounded coefficients C(t) have evolved; they take into consideration,
among other things, the case of so-called partial differential-algebraic systems (cf.
[11]). A corresponding generalization of this case does not seem to be impossible;
however, it will require further elaborate investigations.
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Abstract. This paper studies a general inverse eigenvalue problem which generalizes many well-
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1. Introduction and motivational examples. Let K be an arbitrary field
and consider matrices A of size n× n and matrices G,H of size n×m. Let Matm×n
be the vector space of all m × n matrices over K, and let L ⊂ Matm×n be a linear
subspace of dimension d. This paper will be devoted to the following question.

Problem 1.1. Given an arbitrary monic polynomial ϕ(s) ∈ K[s] of degree n, is
there a F ∈ L such that

det[s(I +HF )− (A+GF )] = ϕ(s)?(1.1)

We can think of the triple (A,G,H) representing a dynamical system in various
ways, and we will say more about it in a moment. The set of monic polynomials of
degree n can be identified with the vector space K

n. If Problem 1.1 has a positive
answer for all monic polynomials ϕ(s) ∈ K

n of degree n, then we will say that the
system (A,G,H) is arbitrarily pole assignable in the class of feedback compensators L.
If for a generic set of monic polynomials ϕ(s) ∈ K

n of degree n Problem 1.1 has a
positive answer, then we will say that system (A,G,H) is generically pole assignable
in the class of feedback compensators L.

Problem 1.1 covers a large set of “constrained” state and output pole placement
problems. It also covers some important matrix extension problems. The following
three examples will illustrate this.

Example 1.2 (constrained state feedback pole placement problem). Consider a
linear system having the following form:

ẋ = Ax+Bu+Hu̇, x ∈ C
n, u ∈ C

m.(1.2)
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If a state feedback law of the form u = −Fx is applied, then the closed loop char-
acteristic polynomial has the form det[s(I +HF ) − (A − BF )] which is exactly the
form of (1.1). Assume that not every feedback law of the form u = −Fx can be
applied, and that a valid feedback matrix must satisfy some linear constraints of its
parameters, i.e., F ∈ L for some linear subspace L ⊂ Matm×n. Such constraints
occur, e.g., if the ith input channel has to be kept zero all the time. Problem 1.1
covers such situations.

Of course if H = 0 and the feedback laws are unconstrained, then we simply
deal with the classical state feedback problem, and it is well known that this problem
always has a positive solution as soon as rank

[
B,AB, . . . An−1B

]
= n.

Example 1.3 (constrained output feedback pole placement problem). Consider
the linear system

ẋ = Ax+Bu, y = Cx, x ∈ C
n, u ∈ C

m, and y ∈ C
p.(1.3)

The problem asks for a static feedback law u = Ky such that the closed loop system
has some desired closed loop characteristic polynomial. Once more assume that the
feedback laws have to satisfy some linear constraints. For this we assume that U ⊂
Matm×p is some linear subspace, and we do require that K ∈ U . One immediately
verifies that Problem 1.1 covers this situation if one chooses H := 0, G := B, and
L := {KC | K ∈ U}.

For the unconstrained problem (U = Matm×p) the main result in this area of
research was given by Brockett and Byrnes [2]. It states the following.

Theorem 1.4. If U = Matm×p and if n ≤ mp = dimU , then for a generic
set of matrices A,B,C, the system (1.3) is arbitrarily pole assignable. Moreover, if
n = mp, then when counted with multiplicities there are exactly as many solutions as
the degree of the complex Grassmann variety Grass(m,Cm+p) once embedded via the
Plücker embedding.

The importance of the matrix H becomes apparent if we deal with general proper
systems of the form:

ẋ = Ax+Bu, y = Cx+Du, x ∈ C
n, u ∈ C

m, and y ∈ C
p.

Assume C has rank p, and let C+ be a right inverse of C, i.e., an n × p matrix
such that CC+ = Ip. Assume again that the feedback laws are constrained to some
subspace U ⊂Matm×p. If we apply the feedback law u = Ky, K ∈ U , then we obtain
the closed loop system:

ẋ = Ax+BKy, y = Cx+DKy, x ∈ C
n, and y ∈ C

p.

The closed loop characteristic polynomial is therefore computed as

det

[
sIn −A −BK
−C Ip −DK

]
= det(sIn −A) det

(
Ip −DK − C(sIn −A)−1BK

)
= det(sIn −A) det

(
In − C+DKC − (sIn −A)−1BKC

)
= det

(
(sIn −A)(In − C+DKC)−BKC

)
= det

(
s(In − C+DKC)− (A+ (B −AC+D)KC

)
.



2080 M. KIM, J. ROSENTHAL, AND X. A. WANG

If one defines H := −C+D, G := (B − AC+D), and L := {KC | K ∈ U}
one immediately verifies that the output feedback pole placement problem involving
proper transfer functions is also covered by Problem 1.1 and that in this case it is of
importance to have the matrix H in the formulation of Problem 1.1.

Example 1.5 (matrix extension problems). Let m = n, H = 0, and G = In. In
this case Problem 1.1 asks for conditions which guarantee that the characteristic map

χA : L −→ K
n, F �−→ det(sI +A+ F ),(1.4)

is surjective or at least “generically” surjective. This general matrix extension problem
itself contains many of the matrix completion problems as they were studied in [1, 4,
5, 7].

The main result in the situation of Example 1.5 has been derived in [11]. It states
the following.

Theorem 1.6. If the base field K is algebraically closed, then for a generic set of
matrices A ∈Matn×n the characteristic map (1.4) is dominant (generically surjective)
if and only if

1. dimL ≥ n;
2. there must be at least one element L ∈ L whose trace tr(L) �= 0, i.e., L �⊂ sln.
The main results of this paper will show that if K is algebraically closed, then for

a generic set of matrices (A,G,H) Problem 1.1 is solvable in a projective closure of L
for every ϕ(s) if and only if dimL ≥ n (Theorem 2.7), and if dimL = n, then there
are at most min(m,n)n solutions for each ϕ(s) for each subspace L (Theorems 2.8,
4.3, and 4.8).

The paper is structured as follows: In section 2 we will introduce a natural com-
pactification of the linear space L which we will denote by L̄. In order to prove the
main theorems we will show that one has a characteristic map χ defined on a Zariski
open set of the variety L̄. Geometrically χ describes a central projection from the
variety L̄ to the projective space P

n. As a consequence the number of solutions in
the critical dimension, i.e., in the situation where dimL = n, is equal to deg L̄ when
counted with multiplicities and when some possible “infinite solutions” are taken into
account. The results in section 2 generalize mathematical ideas which have been de-
veloped for the static pole placement problem by Brockett and Byrnes [2] and for the
dynamic pole placement problem by Ravi, Rosenthal, and Wang [14], Rosenthal [15],
and Rosenthal and Wang [16].

The degree of the variety L̄ is of crucial importance for the understanding of
the characteristic map χ. In section 3 we compute the degree of L̄ in many special
cases. As a corollary we will rediscover several matrix completion results as they were
derived earlier in [3, 4, 5, 7].

In section 4 we will be concerned with the value of the “generic degree”; this is
the largest possible degree a variety L̄ of a fixed dimension can have. We determine
an upper bound for the generic degree in the case when d = n and prove that this
bound is reached when m = n < 5.

2. Compactification of the problem. The inverse eigenvalue problem formu-
lated in Problem 1.1 describes an intersection problem in the linear variety L. In
order to invoke results from intersection theory [6] it is important to understand the
intersection at the “boundary” of L. What is needed is a good compactification of
L. It turns out that Problem 1.1 induces in a natural way a compactification, and we
will explain this in what follows.
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Recall [8, 9] that the Grassmannian Grass(m,Kq), m ≤ q, is the set of all m-
dimensional subspaces in K

q. For eachX ∈ Grass(m,Kq), letX = span {α1, . . . , αm};
then

α1 ∧ α2 ∧ · · · ∧ αm
is a vector in the exterior product ∧mK

q ∼= K
( qm), and

span {α1, . . . , αm} = span {β1, . . . , βm}
if and only if

α1 ∧ · · · ∧ αm = k(β1 ∧ · · · ∧ βm)
for some k �= 0 in K. Therefore, by considering the components of α1 ∧ · · · ∧ αm as

homogeneous coordinates of a point in P
( qm)−1, we have an embedding

Grass(m,Kq) ⊂ P (∧mK
q) = P

( qm)−1,

which is called Plücker embedding, and α1 ∧ · · · ∧ αm are called Plücker coordi-
nates of X ∈ Grass(m,Kq). If {αi} are row vectors, then the Plücker coordinates of
span {α1, . . . , αm} are given by all the full size minors of the m× q matrix


α1

...
αm


 .

The closed loop characteristic polynomial can be written as

det [s(I +HF )− (A+GF )] = det

[
Im F

−sH+G sI−A
]
.(2.1)

Following an idea introduced by Brockett and Byrnes [2] for the static output pole
placement problem we will identify rowsp [Im F ] with an element of Grass(m,Km+n).
In this way we have natural embeddings

L ⊂ Grass(m,Km+n) ⊂ P
(∧mK

m+n
)
= P

N , N =

(
m+ n

m

)
− 1.

Definition 2.1. Let L̄ be the projective closure of L.
By definition L̄ is a projective variety of dimension dim L̄ = dimL = d. The

remainder of the paper will be devoted to a large extent to the study of this variety.
In order to have a general idea of how the projective closure of L is defined, we start
with an illustrative example.

Example 2.2. Let m = n = d = 3, and let L ⊂Mat3×3 be defined by

L =



 a b 0

c a b
0 c a




 ,(2.2)

where a, b, c ∈ K are arbitrary elements. Then for fixed a, b, c

rowsp


 1 0 0 a b 0
0 1 0 c a b
0 0 1 0 c a


(2.3)
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is a point in Grass(3,K6). Let zijk be the full size minor of (2.3) consisting of the
ith, jth, kth columns. Then {zijk} are the Plücker coordinates of Grass(3,K6) in

P
(63)−1 = P

19. L is defined by 6 linear equations of its entries. In terms of the Plücker
coordinates, they become

z234 = −z135, z234 = z126, z235 = −z136,
z125 = −z134, z124 = 0, z236 = 0.

(2.4)

L has 9 minors of size 2× 2, but there are only 6 monomials of degree 2 of a, b, c:

a2, b2, c2, ab, ac, bc.

So there are 3 linear relations among the 2 × 2 minors. In terms of the Plücker
coordinates, they are

z146 = −z245, z345 = z156, z346 = −z256.(2.5)

The monomials a2, b2, c2, ab, ac, bc are not algebraically independent; they satisfy the
relation

rank


 a2 ab ac

ab b2 bc
ac bc c2


 = rank


 a

b
c


 [ a b c

] ≤ 1;(2.6)

i.e., all the 2 × 2 minors of (2.6) are zero, which induce 6 quadratic relations among
the 2× 2 minors of L:

z2
346 + z246z356 = 0, z2

146 + z246z145 = 0,

(z246 + z345)
2 − z356z145 = 0, z246(z246 + z345)− z346z146 = 0,

z346(z246 + z345) + z356z146 = 0, z146(z246 + z345) + z145z346 = 0.

(2.7)

Every point in Grass(3,K6) defined by z123 = 0 and (2.4), (2.5), (2.7) is indeed a limit
point of (2.3); therefore L̄ is defined by (2.4), (2.5), and (2.7) in Grass(3,K6) ⊂ P

19.
Note that every element in L̄ can be simply represented by a subspace of the

form rowsp [F1 F2], where the m × m matrix F1 is not necessarily invertible. Row
span [F1 F2] describes an element of L if and only if F1 is invertible. Note that a
characteristic equation is even defined if F1 is singular unless the polynomial in (2.1)
is the zero polynomial.

Let fi, i = 0, . . . , N , be the Plücker coordinates of rowsp [F1 F2]. In terms of the
Plücker coordinates the characteristic equation can then be written as

det

[
F1 F2

−sH+G sI−A
]
=

N∑
i=0

fipi(s),(2.8)

where the pi(s) is the cofactor of fi in the determinant (2.8).
Let Z ⊂ P

N be the linear subspace defined by

Z =
{
z ∈ P

N |
N∑
i=0

pi(s)zi = 0

}
.(2.9)
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Following [14, 15, 18] we identify a closed loop characteristic polynomial ϕ(s) with a
point in P

n. In analogy to the situation of the static pole placement problem consid-
ered in [2, 18] (compare also with [15, section 5]) one has a well-defined characteristic
map

χ : L̄ − Z −→ P
n,

rowsp [F1 F2] �−→
N∑
i=0

fipi(s).
(2.10)

It will turn out that surjectiveness of the map χ will imply the generic pole assignabil-
ity of system (A,G,H) in the class of compensators L.

Recall the notion of degree of a variety [10, Chapter I, section 7] and the notion
of a central projection (see [17, Chapter I, section 4]). The geometric properties of
the map χ are as follows.

Theorem 2.3. The map χ defines a central projection. In particular, if Z∩L̄ = ∅
and dimL = n, then χ is surjective, and there are deg L̄ many preimages (counted
with multiplicity) for each point in P

n, where deg L̄ is the degree of the projective
variety L̄ in P

N .
The proof for this theorem is identical to the one given in [14, 18]. In the algebraic

geometry literature (see, e.g., [9, 13, 17]) χ is sometimes referred to as a projection
of L from the center Z to P

n, and Z ∩ L̄ is sometimes referred to as the base locus.
Of course the interesting part of the theorem occurs when Z ∩ L̄ = ∅ since in this
situation very specific information on the number of solutions is provided. If Z∩L̄ = ∅
and dimL = n, then one says that χ describes a finite morphism from the projective
variety L̄ onto the projective space P

n.
In analogy to the situation of the static pole placement problem [2, 18] and the

dynamic pole placement problem [15] we introduce a definition for this important
situation.

Definition 2.4. A particular system (A,G,H) is called L-nondegenerate if Z ∩
L̄ = ∅. A system which is not L-nondegenerate will be called L-degenerate.

In general it will always happen that certain systems A,G,H are L-degenerate.
We first make a definition.

Definition 2.5. Let X be an arbitrary (affine or projective) variety. A subset
S ⊂ X is called a generic set of X if it contains a nonempty Zariski open set of X.

The next theorem shows that if the dimension of L is not too large, then the set
of systems A,G,H which are L-degenerate are contained in a proper algebraic subset
when viewed as a subset in the vector space K

(n2+2mn).
Lemma 2.6. Assume the base field K is algebraically closed. If dimL > n, then

every system A,G,H is L-degenerate. If dimL ≤ n, then a generic set of systems
A,G,H is L-nondegenerate.

Proof. If dimL > n, then Z ∩ L̄ is nonempty by the (projective) dimension
theorem (see, e.g., [10, Chapter I, Theorem 7.2]) and the fact that dimZ ≥ N−n−1.

Assume now that dimL ≤ n. Consider

det

[
Im F

−sH+G sE−A
]
,(2.11)

and identify the set of matrices E,A,G,H with the vector space K
2n(m+n). In analogy

to the proof of [15, Lemma 5.3] we compute the dimension of the coincidence set

S :=
{
(F1, F2; E,A,G,H) ∈ L̄ ×K

2n(m+n) | det
[

F1 F2

−sH+G sE−A
]
= 0

}
.
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Using the same arguments as in [15] one computes

dimS = dim L̄+ 2n(m+ n)− n− 1.
Since L̄ is projective the projection onto the second factor (namely, K

2n(m+n)) is
an algebraic set by the main theorem of elimination theory (see, e.g., [13]). This
projection can result in an algebraic set of dimension at most dimS < 2n(m+n). So
for generic matrices E,A,G,H, we have detE �= 0 and

det

[
F1 F2

−sH+G sE−A
]
�= 0

for all [F1 F2] in L̄. For such matrices {E,A,G,H}, the systems Â = E−1A, Ĝ =
E−1G, Ĥ = E−1H are L-nondegenerate, and the claim therefore follows.

We are now in a position to state one of the main theorems of this paper.
Theorem 2.7. Assume the base field K is algebraically closed. Let L ⊂Matm×n

be a fixed subspace. Then the map χ introduced in (2.10) is surjective for a generic
set of matrices A,G,H if and only if dimL ≥ n. If dimL = n, then for a generic set
of matrices A,G,H the intersection Z ∩ L̄ = ∅ and there are deg L̄ many preimages
(counted with multiplicity) for each point in P

n.
Proof. If dimL < n, then a simple dimension argument shows that χ cannot be

surjective. The result for dimL = n follows from Lemma 2.6 and Theorem 2.3. If
dimL > n, we can always choose a subspace of L of dimension n. It follows that χ is
surjective as soon as dimL ≥ n.

Theorem 2.7 gives a partial answer to Problem 1.1. The following result makes
this clear.

Theorem 2.8. Let L ⊂ Matm×n be a fixed subspace, and assume that K is
algebraically closed. If dimL < n, then for almost all monic polynomials ϕ(s) ∈ K[s]
of degree n there does not exist a F ∈ L such that (1.1) holds true.

If dimL ≥ n, then for a generic set of matrices A,G,H and a generic set of
monic polynomials ϕ(s) of degree n Problem 1.1 has a solution.

Finally, if dimL = n, then for a generic set of matrices A,G,H and a generic
set of polynomials the number of solutions is always finite, and when counted with
multiplicities there are exactly deg L̄ solutions.

Proof. The only statement which does not immediately follow from Theorem 2.7
is the claim about the number of solutions in the critical dimension. We therefore
assume that dimL = n. Consider the characteristic map χ introduced in (2.10).
According to Theorem 2.7, χ is a finite morphism of degree L̄. For a generic set of
polynomials ϕ(s) ∈ K

n ⊂ P
n the inverse image χ−1(ϕ(s)) contains deg

(L̄) different
solutions, and all these solutions are contained in L ⊂ L̄.

Theorems 2.7 and 2.8 assume that the field is algebraically closed. For general
fields it is often possible to deduce some results by considering the corresponding
question over the algebraic closure. The following result is of this sort.

Corollary 2.9. If the degree of the variety L̄ defined over the complex numbers
C is odd and if dimL ≥ n, then χ is also surjective over the real numbers R for a
generic set of real matrices A,G,H.

Proof. We will view a triple of complex matrices A,G,H as a point in C
n(2m+n).

If d := dimL = n, then χ represents a finite morphism for a generic set of complex
matrices A,G,H by Theorem 2.7. Since the subset of real matrices inside C

n(2m+n)

is not contained in any algebraic set, χ is even a finite morphism for a generic set
of real matrices A,G,H. Over the complex numbers the inverse image χ−1(y) ⊂ L̄
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represents a finite set of complex conjugate points for every real point y ∈ P
n; in

particular, χ−1(y) contains a real point for a generic set of real matrices A,G,H.
If d < n we follow the reasoning in the proof of [14, Theorem 2.14]: for a generic

set of real matrices A,G,H one has

dimZ ∩ L̄ = dimL − n− 1 = d− n− 1.
If this dimension formula holds choose a subspace H ⊂ P

N having codimension d−n
inside P

N and having the property that

L̄ ∩ Z ∩H = ∅.(2.12)

Such a subspace H exists by [13, Corollary (2.29)]. Let π1 : L̄ → P
d be the central

projection with center Z ∩H, and let π2 : P
d− π1(Z)→ P

n be the central projection
with center π1(Z). Then π1 is a finite morphism which is surjective over C. π2 is a
linear map, it is surjective as well, and

χ = π2 ◦ π1.

If the degree of L̄ is odd, then π1 is surjective over the reals, and the claim fol-
lows.

3. The degree of L̄ in some special situations. From Theorems 2.7 and 2.8
it became clear that deg L̄ is equal to the number of solutions for Problem 1.1 in the
critical dimension, at least generically. In this and in the next section we will compute
deg L̄ in many situations.

For the rest of the paper we will assume that K is an algebraically closed field
of characteristic zero. We will show in a moment that the compactification L̄ is, in
many cases, isomorphic to the product of some Schubert varieties. This will allow us
to compute the degree of L̄ ⊂ P

N in these cases.
For the convenience of the reader we summarize the basic notions. More details

can be found in [12, 16] and [6, Chapter 14].
Consider a flag of linear subspaces

F : {0} ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vm+n = K
m+n,

where we assume that dimVq = q for q = 1, . . . ,m + n. Let ν = (ν1, . . . , νm) be an
ordered index set satisfying

1 ≤ ν1 < · · · < νm ≤ m+ n.

With respect to the flag F one defines the Schubert variety

S(ν1, . . . , νm) := {W ∈ Grass(m,Km+n) | dim(W
⋂

Vνk) ≥ k for k = 1, . . . ,m}
(3.1)

and the Schubert cell

C(ν1, . . . , νm) := {W ∈ S(ν1, . . . , νm) | dim(W
⋂

Vνk−1) = k − 1 for k = 1, . . . ,m}.
(3.2)

The closure of the Schubert cell C(ν1, . . . , νm) inside the variety Grass(m,Km+n) ⊂
P
N is equal to the Schubert variety S(ν1, . . . , νm). By definition, S(ν1, . . . , νm) is
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a projective variety. There is a well-known formula for the degree of a Schubert
variety [12, Chapter XIV, section 6, equation (7)]:

degS(ν1, . . . , νk) =

(∑
i

(νi − i)

)
!

∏
j>i(νj − νi)∏
i(νi − 1)!

.

Let B := {v1, . . . , vm+n} ⊂ K
m+n be a basis which is compatible with the flag F .

In other words this basis has the property that Vi = span(v1, . . . , vi). With respect
to the basis B one can represent the Schubert cell C(ν1, . . . , νm) as the set of all
m-dimensional subspaces in K

m+n which are the rowspaces of a matrix of the form

∗ · · · ∗ 1 0 · · · 0 0 · · · 0 · · · 0 0 0 · · · 0
∗ · · · ∗ 0 ∗ · · · ∗ 1 · · · 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
...

...
...

...
...

∗ · · · ∗ 0 ∗ · · · ∗ 0 · · · ∗ · · · ∗ 1 0 · · · 0


 ,(3.3)

where the 1’s are in the columns ν1, . . . , νm.
The cell C(ν1, . . . , νm) is isomorphic to K

d, where d =
∑m
i=0(νi−i). In particular,

the cell C(ν1, . . . , νm) is isomorphic to every subspace L ⊂Matm×n having dimension
dimL = d. In general it is not true that the closures S(ν1, . . . , νm) ⊂ P

N and L̄ ⊂ P
N

are isomorphic. This happens, however, in the following situation.
Let Ei,j be the m× n matrix whose i, j-entry is 1 and all the other entries are 0.

Let µ = (µ1, . . . , µm) be an ordered index set satisfying

0 ≤ µ1 ≤ · · · ≤ µm ≤ n.

Definition 3.1. L ⊂ Matm×n is called a lower left filled linear space of type µ
if L is spanned by the matrices

Ei,j for j ≤ µi, i = 1, . . . ,m.

Lemma 3.2. If L ⊂ Matm×n is a lower left filled linear space of type µ, then L̄
is isomorphic to the Schubert variety S(µ1 + 1, µ2 + 2, . . . , µm +m).

Proof. Let νi := µi + 1, i = 1, . . . ,m. There is a fixed (m + n) × (m + n)
permutation matrix P such that the set

{[Im F ]P | F ∈ L} ⊂Matm×(m+n)

is equal to the cell C(ν1, . . . , νm) described in (3.3). The linear transformation P ∈
Glm+n extends to a linear transformation in P (∧mK

m+n) = P
N , and this linear

transformation maps L̄ isomorphically onto S(ν1, . . . , νm).
The proof of the lemma shows in particular that permutations of the columns

inside Matm×n result in isomorphic compactifications. The following lemma shows
that a broader range of transformations do not change the topological properties of
the compactification.

Lemma 3.3. Assume there are subspaces L1,L2 ⊂ Matm×n. If there are linear
transformations S ∈ Glm and T ∈ Gln such that L2 = SL1T

−1, then there exists
an automorphism of P

N which maps the compactification L1 isomorphically onto the
compactification L2.

Proof.

[
Im SL1T

−1
]
= S [Im L1]

[
S−1 0
0 T−1

]
.
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The matrix to the right, an element of GLm+n, induces a linear transformation on
the projective space P (∧mK

m+n) = P
N which maps L1 onto L2.

Theorem 3.4. Assume there are linear transformations S ∈ Glm and T ∈ Gln
such that

SLT−1 =



L1 0 0

0
. . . 0

0 0 Lk


 ,

where each Ll, l = 1, . . . , k, is the space of ml×nl lower left filled matrices of type µl:

0 ≤ µl1 ≤ · · · ≤ µlml ≤ nl.

Then L̄ is isomorphic to the product of Schubert varieties

S(µ1
1 + 1, µ

1
2 + 2, . . . , µ

1
m1
+m1)× · · · × S(µk1 + 1, µ

k
2 + 2, . . . , µ

k
mk
+mk)

and

deg L̄ =

∑

i,l

µli


!

∏
i,lr>ls

(
µlri + lr − µlsi − ls

)
∏
i,l

(
µli + l − 1)! .

Proof. The closure of [Iml Ll] in the Grassmann variety Grass(ml,K
ml+nl) is the

Schubert variety S(µl1 + 1, . . . , µ
l
ml
+ml), and L̄ is a product of Schubert varieties.

The degree formula of a product of projective varieties under the Segre embed-
ding [19, Proposition 2.1] is given by

degZ1 × · · · × Zk =
(
∑
i dimZi)!∏
i(dimZi)!

∏
i

degZi.

Combining these formulas gives the result.
Corollary 3.5. When µ1

1 = · · · = µ1
m1

= n1 and µli = 0 for l > 1, then the
compactification L̄ = Grass(m1,K

m1+n1) and its degree is

(m1n1)!1!2! · · · (m1 − 1)!
n1!(n1 + 1)! · · · (n1 +m1 − 1)! .

Using Lemma 3.3 and Corollary 3.5 we can deduce Theorem 1.4, the result of
Brockett and Byrnes. For this assume that H = 0, G = I, and L = {BFC |
F ∈ Matm×p}. Without loss of generality we can assume that B,C have full rank,
rankB = m, and rankC = p. (Theorem 1.4 assumes genericity!) There are invertible
matrices S, T such that SB = [ Im0 ] and CT−1 = [ Ip0 ]. It follows that

SLT−1 =

{[
F 0
0 0

]
∈Matn×n | F ∈Matm×p

}
.

According to Lemma 3.3 and Corollary 3.5 the compactification is isomorphic to the
Grassmannian Grass(m,Km+p) as predicted by Theorem 1.4. In order to fully prove
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Theorem 1.4 it remains to be shown that for a generic set of matrices A ∈ Matn×n
the system is L-nondegenerate as soon as n = mp.

Corollary 3.6. When ml = nl = 1 and µl1 = 1 for all l, then L̄ = ∏n
i=1 P

1 =
P

1 × · · · × P
1 and its degree is

n!.

Corollary 3.6 covers a result first studied by Friedland [4, 5]. Indeed the subspaces
L ⊂ Matn×n correspond in this case exactly to the set of diagonal matrices. By
Theorem 2.7 we know that for a generic set of matrices A,G,H the characteristic
map χ is a finite morphism of mapping degree n!. Friedland [4, 5] and Byrnes and
Wang [3] did show that the set of all matrices of the form A, In, 0 belongs to this
generic set. We therefore have the following result.

Theorem 3.7 (see [3, 4, 5]). Let L ⊂Matn×n be the set of all diagonal matrices
defined over an algebraically closed field K. If A ∈ Matn×n is an arbitrary matrix
and ϕ ∈ K[s] is an arbitrary monic polynomial of degree n, then there are exactly n!
diagonal matrices F ∈ L (when counted with multiplicity) such that the matrix A+F
has characteristic polynomial ϕ(s).

4. The degree of L̄ in the generic situation. In the previous section we
computed the degree of the variety L̄ in many special cases. The set of all subspaces
L ⊂ Matm×n having the property that dimL = d can be identified with the Grass-
mannian variety Grass(d,Kmn). The degree in our concern attains its maximal value
on a Zariski open subset of Grass(d,Kmn). This largest possible degree is sometimes
referred to as the generic degree. In other words, the generic degree is obtained by
algebraic perturbation of the subvariety L in the ambient space, K

mn. In this section
we determine an upper bound of the generic degree in the case when d = n and prove
that this upper is reached when m = n < 5. Let K be an algebraically closed field.

Lemma 4.1. Let H1, . . . , Hk, k ≤ n, be hypersurfaces in P
n of degrees d1, . . . , dk,

respectively, and let Z1, . . . , Zm be the irreducible components of
⋂k
i=1 Hi (not neces-

sarily the same dimensions). Then

m∑
j=1

degZj ≤
k∏
i=1

di.

Proof. It is sufficient to prove that for any l-dimensional projective variety Z of
degree d, l > 0, and for any hypersurface H of degree q, the sum of the degrees of the
irreducible components of Z ∩H is at most dq.

If Z ⊂ H, then Z ∩H = Z and degZ = d ≤ dq. On the other hand, if Z �⊂ H,
then each irreducible component of Z ∩H has dimension l − 1 (see the proof of [10,
Chapter 1, Proposition 7.1]), and by Bézout’s theorem [9, Theorem 18.4, p. 228],
the sum of the degrees of the irreducible components of Z ∩ H is dq counted with
multiplicity.

Lemma 4.2. Let pi(x) ∈ K[x1, . . . , xn] be polynomials of degree di, i = 1, . . . , k,
k ≤ n. Then the number of irreducible components of

{x ∈ K
n | pi(x) = 0, i = 1, . . . , k}

is at most
∏k
i=1 di.

Proof. Let p̂i(z) be the homogenization of p(x), i.e.,

p̂i(z) = zdi0 p(z1/z0, . . . , zn/z0).
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Then p̂i(z) defines a hypersurface of degree di in P
n. Lemma 4.1 implies that the

number of irreducible components of

{z ∈ P
n|p̂i(z) = 0, i = 1, . . . , k}

is at most
∏k
i=1 di. So is the number of irreducible components of

{x ∈ K
n | pi(x) = 0, i = 1, . . . , k}.

Theorem 4.3. Let K be an algebraically closed field. The generic degree of
L̄ ⊂ P (∧mK

m+n) = P
N is at most min(m,n)n. When m = n the sharper bound

n(n− 1)n−1 even holds.
Proof. For a generic (N − n)-dimensional projective subspace H ⊂ P

N , the
intersection H ∩ L̄ contains exactly deg L̄ many points, and all of them are in L. Let∑

ν

zν(eν1 ∧ · · · ∧ eνn)(4.1)

be the homogeneous coordinates of the points in ∧mK
m+n, where {ei} is the standard

basis of K
m+n. Then each (N − n)-dimensional projective subspace H is defined by

n linear equations in {zν}. Let L = span {F1, . . . , Fn}, and define

F (x) = x1F1 + · · ·+ xnFn.(4.2)

Consider the Plücker coordinates zν for the row space of [Im, F (x)]. There are now
two cases. When m ≤ n, then the coordinates zν have degree at most m when
viewed as polynomials of K[x1, . . . , xn]. Intersecting with the subspace H results in n
polynomial equations in n variables having degree at most m. By the previous lemma
the number of solutions is at most mn.

When m ≥ n, then the zν have degree at most n, and we get the upper bound
nn. When m = n we get the sharpened upper bound as follows: In order to describe
the generic plane H we can always choose a set of equations such that at most one
of them contains the last Plücker coordinate z(n+1,...,2n) which is equal to detF (x), a
polynomial of degree n at most. All other polynomials zν have degree n− 1 at most.
Therefore deg L̄ equals the number of solutions of one polynomial equation of degree
at most n and n−1 of polynomial equations of degrees at most n−1. By Lemma 4.2,
if the number of solutions is finite, then it is at most n(n− 1)n−1, and hence deg L̄ is
at most n(n− 1)n−1 when m = n.

The reader may wonder how good the bound of the degree in Theorem 4.3 is. It
is readily shown that the bound is sharp when min(m,n) = 1. In the following two
pages we show that the degree is n(n− 1)n−1 for m = n < 5.

Note that the Plücker coordinate zν = z(ν1,...,νn) defined by (4.1) is the full size
minor consisting of the ν1, . . . , νn columns of [F1, F2] ∈ Grass(n, 2n). Define

|ν| =
n∑
i=1

(νi − i)

and partial order ν ≤ µ if νi ≤ µi for all i. Under the standard flag (i.e., the flag
spanned by the ordered standard basis), the Schubert variety (3.1) is defined by

S(ν) := S(ν1, . . . , νi) = {z ∈ Grass(n,K2n) | zµ = 0 for µ �≤ ν},
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and the Schubert cell (3.2) is defined by

C(ν) := C(ν1, . . . , νi) = {z ∈ Grass(n,K2n) | zµ = 0 for µ �≤ ν and zν �= 0},
and dimS(ν) = dimC(ν) = |ν|.

Lemma 4.4. Let

fk(z) =
∑
|ν|=k

zν ,

and let Zk be the algebraic subset of Grass(n,K2n) defined by fk+1(z) = 0, fk+2(z) =
0, . . . , fn2(z) = 0. Then

Zk =
⋃

|ν|=k
S(ν).

Proof. Clearly
⋃

|ν|=k S(ν) ⊂ Zk. Let z ∈ Zk. If z �∈
⋃

|ν|=k S(ν), then z must be in
a Schubert cell C(µ) for some µ with |µ| > k. Then it implies that zν = 0 for all ν such
that |ν| = |µ| and ν �= µ. From one of the defining equations, f|µ|(z) = 0, we derive
a contradiction: zµ = 0. Therefore z ∈

⋃
|ν|=k S(ν) and Zk =

⋃
|ν|=k S(ν).

We call a coordinate zν type i if exactly i of the indices {ν1, . . . , νn} are in the
set {n + 1, . . . , 2n}. For example, z(n+1,...,2n) is type n, and z(1,3,...,n,n+1) is type 1.
Let

M̂atn×n = {[In, F ] | F ∈Matn×n}.
Then M̂atn×n is an open set of Grass(n,K2n) which is isomorphic to Matn×n. In
M̂atn×n, a type k coordinate is a homogeneous polynomial of degree k of the entries
of F .

Lemma 4.5. Let k > 0 and Z be a k-dimensional subvariety of Grass(n,K2n)
such that it is not completely contained in the hypersurface

H0 := {z ∈ Grass(n,K2n)|z(1,2,...,n) = 0}.
Then each irreducible component of Z ∩H has dimension k− 1 for generic hypersur-
faces H defined by linear equations of type 1 coordinates.

Proof. For any H, either Z ⊂ H or each irreducible component of Z ∩ H has
dimension k−1 (see the proof of [10, Chapter 1, Proposition 7.1]). Therefore we need
only to show that Z �⊂ H for generic H’s. Since the set of all such H’s form a Zariski
open set, we need only to show that it is nonempty. Since dimZ > 0 and Z �⊂ H0,
we can always find a point [In, F ] ∈ Z with F �= 0. Let zν be the type 1 Plücker
coordinate corresponding to a nonzero entry of F . Then Z is not contained in the
hypersurface defined by zν = 0.

Lemma 4.6 (see [5]). Let p1(x), . . . , pn(x) be polynomials on K
n of degrees

d1, . . . , dn, respectively, and let phi (x) be the homogeneous part of pi(x) of the highest
degree (degree di). If ph1 (x) = 0, . . . , phn(x) = 0 have only zero solutions, then the
system of polynomial equations

p1(x) = b1,

...

pn(x) = bn

has
∏n
i=1 di solutions counted with multiplicity for any (b1, . . . , bn) ∈ K

n.
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Proof. Let (1, x1, . . . , xn) = (1, z1/z0, . . . , zn/z0). Then K
n can be considered as

an open subset of P
n defined by z0 �= 0. Let hi(z) be the homogenization of pi(x)−bi;

i.e., hi(z) = zdi0 (pi(z1/z0, . . . , zn/z0) − bi). hi(z) defines a hypersurface Hi of degree
di in P

n. Let H0 be the hyperplane in P
n defined by z0 = 0. The condition implies

that the system of equations z0 = 0 and hi(z) = 0, for i = 1, . . . , n, has only zero
solution zi = 0, i = 0, . . . , n; i.e., in P

n, ∩ni=0Hi = ∅. By the projective dimension
theorem, dim∩ni=1Hi = 0, and by Bézout’s theorem, ∩ni=1Hi contains exactly

∏n
i=1 di

points counted with multiplicity and again by the given condition, all of them are in
K
n.

Theorem 4.7. The generic degree of L̄ is n(n− 1)n−1 for m = n < 5.
Proof. By Theorem 4.3, we need only to find one L such that deg L̄ = n(n−1)n−1.

From Lemma 4.4 we know that

{z ∈ Grass(n,K2n) | fn2(z) = 0, fn2−1(z) = 0, . . . , fn2−n+1(z) = 0} =
⋃

|ν|=n2−n
S(ν).

By repeatedly using Lemma 4.5 we can find n2 − n linear equations

l1(z) = 0, . . . , ln2−n(z) = 0

of type 1 coordinates such that each irreducible component of

Z :=


z ∈

⋃
|ν|=n2−n

S(ν) | l1(z) = 0, . . . , ln2−n(z) = 0




either is contained completely in H0 or has dimension 0.
Note that for n < 5, fn2−1(z) = 0, . . . , fn2−n+1(z) = 0 are linear equations of

type n− 1 coordinates, and in M̂atn×n = {[In, F ]} they are homogeneous equations
of degree n− 1 of the entries of F . Therefore if [In, F ] is in Z, then [In, tF ] are also
in Z for all t. Since dimZ ∩ M̂atn×n = 0, we must have

dimZ ∩ M̂atn×n = {[In, 0]}.(4.3)

On M̂atn×n, l1(z) = 0, . . . , ln2−n(z) = 0 are linear equations of the entries of matrices
F ∈Matn×n. Let L be the n-dimensional linear subspace of Matn×n defined by these
linear equations, and let F (x) be defined as in (4.2). Then in terms of x, the equation
0 = fn2(z) = detF (x) is a homogeneous equation of degree n, and the equations
fn2−1(z) = 0, . . . , fn2−n+1(z) = 0 are homogeneous equations of degree n − 1, and
(4.3) implies that the system of these equations has only zero solution. Therefore, by
Lemma 4.6, the system fn2(z) = b1, . . . , fn2−n+1(z) = bn has n(n − 1)n−1 solutions
counted with multiplicity in L, which means that the linear system of the Plücker
coordinates

fn2(z) = b1z(1,2,...,n),

...

fn2−n+1(z) = bnz(1,2,...,n)

has n(n−1)n−1 solutions in L̄ counted with multiplicity, i.e., deg L̄ = n(n−1)n−1.
Theorem 2.8 showed the existence of solutions over an algebraically closed field

when d ≥ n. In the critical dimension (d = n) we already know that the number of
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solutions is finite generically. Theorem 4.3 gives the following upper bound for the
number of solutions in Problem 1.1.

Theorem 4.8. Let K be an arbitrary field. Let L ⊂ Matm×n be a subspace
of dimension n, let A,G,H be a “generic set of matrices,” and let ϕ(s) ∈ K

n be
an arbitrary monic polynomial ϕ(s) ∈ K[s] of degree n. Then there exist at most
min(m,n)n different feedback laws F ∈ L such that (1.1) holds. If, in addition,
m = n, then the number of solutions is bounded by n(n− 1)n−1.

Proof. Consider the problem over the algebraic closure K̄ of K. By Theorem 2.7
there are for every monic polynomial ϕ(s) of degree n exactly deg L̄ many feedback
laws [F1 F2] ∈ L̄ (when counted with multiplicity) such that

det

[
F1 F2

−sH+G sI−A
]
= ϕ(s).

Therefore, there are at most deg L̄ many feedback laws F ∈ L whose coefficients are
in the base field K. deg L̄ is always less than the generic degree. By Theorem 4.3 the
generic degree is at most min(m,n)n (respectively, n(n− 1)n−1 when m = n).
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very enthusiastic about this research since it brought together nontrivial ideas from
algebraic geometry and systems theory. She hoped that it would be the start of a
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Abstract. This paper analyzes asymptotic convergence properties of policy iteration in a class of
stationary, infinite-horizon Markovian decision problems that arise in optimal growth theory. These
problems have continuous state and control variables and must therefore be discretized in order to
compute an approximate solution. The discretization may render inapplicable known convergence
results for policy iteration such as those of Puterman and Brumelle [Math. Oper. Res., 4 (1979),
pp. 60–69]. Under certain regularity conditions, we prove that for piecewise linear interpolation,
policy iteration converges quadratically. Also, under more general conditions we establish that con-
vergence is superlinear. We show how the constants involved in these convergence orders depend on
the grid size of the discretization. These theoretical results are illustrated with numerical experiments
that compare the performance of policy iteration and the method of successive approximations.

Key words. policy iteration, method of successive approximations, quadratic and superlinear
convergence, complexity, computational cost

AMS subject classifications. 49M15, 65K05, 90C30, 93B40

DOI. 10.1137/S0363012902399824

1. Introduction. The goal of this paper is to provide new insights into the
convergence properties of policy iteration, an algorithm developed by Bellman (1955,
1957) and Howard (1960) for solving stationary, infinite-horizon Markovian dynamic
programming (MDP) problems. Policy iteration has some rough similarities to the
simplex algorithm of linear programming (LP). Just as the simplex algorithm gen-
erates a sequence of improving trial solutions to the LP problem (along with their
associated costs), policy iteration generates an improving sequence of decision rules
to the MDP problem (along with their associated value functions). Also, similarly
to the simplex algorithm, policy iteration has been found to converge to the optimal
solution in a remarkably small number of iterations. Typically fewer than 10 to 20
policy iterations are required to find the optimal solution. But analogously to LP,
where the number of possible vertices increases exponentially fast as the number of
variables M and constraints N increases, the number of possible decision rules of an
MDP problem with M states and N actions in each state is NM , which also grows
exponentially fast in M . Klee and Minty (1972) have constructed worst-case families
of LP problems where the simplex algorithm visits a large and exponentially increas-
ing number of vertices before converging to the optimal solution. Are there also
“worst-case” families of MDP problems where policy iteration visits an exponentially
increasing number of trial decision rules before converging to the optimal solution?

Although we do not answer this question in the present paper, we consider an
example due to Tsitsiklis (2000) of a family of finite state MDP problems with M
states and two actions in each state where roughly M policy iteration steps are re-
quired to find the optimal solution. While this example may not represent the “worst
case,” it is a fairly pessimistic result that suggests that policy iteration will not be an
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efficient method for solving all types of MDP problems. The reason is that each pol-
icy iteration step is expensive: it involves (among other computations) a solution of a
linear system with M equations in M unknowns at a total cost of O(M3) arithmetic
operations using standard linear equation solvers.

This paper was motivated by a desire to characterize those families of MDP prob-
lems for which only a small number of policy iteration steps are required to find the
solution. Puterman and Brumelle (1979) were among the first to analyze the con-
vergence properties of policy iteration for MDP problems with continuous state and
action spaces. They showed that policy iteration is mathematically equivalent to
Newton’s method , and so under certain regularity conditions the policy iteration algo-
rithm displays a quadratic order of convergence. The shortcoming of Puterman and
Brumelle’s abstract infinite-dimensional space analysis is that the generalized version
of policy iteration that they describe is not actually computationally feasible in prob-
lems where there are an infinite number of states and actions. Their analysis assumed
that the exact value functions are computed at each policy evaluation step, and this
requires solving an infinite-dimensional system of linear equations. Furthermore, they
impose a Lipschitz order condition which is not easily verifiable in their framework.

We analyze a computationally feasible version of policy iteration for a class of
optimal growth problems with a continuum of states and decisions. We establish suf-
ficient conditions under which the policy iteration solution for discretized versions of
this problem exhibits a quadratic rate of convergence and a global operative estimate
with a convergence rate equal to 1.5. We study how the constants involved in the
convergence orders depend on the grid size of the discretization. Also, under more
general conditions we show that convergence is superlinear. Thus, desirable conver-
gence properties that Puterman and Brumelle demonstrated for an abstract, idealized
version of policy iteration also hold for a practical, computationally feasible version
that can be applied to solve actual problems in economics and finance. To the best of
our knowledge, this is the first numerical algorithm with such convergence properties.

Despite the scant theoretical work and evaluations of the performance of policy
iteration in economic models, computational economists (e.g., see Chapter 12 of Judd
(1998)) have been well aware of this numerical procedure. Rust (1987) applies policy
iteration to solve a durable good replacement problem. A recent paper by Benitez-
Silva et al. (2001) offers an extensive numerical evaluation of policy iteration in general
economic models. Unfortunately, there is little guidance about the conditions under
which one should use policy iteration as opposed to a variety of alternative algorithms
including the method of successive approximations. This latter method can be shown
to be globally convergent since the value function to an MDP problem is the fixed
point to a contraction mapping. Section 6 contains a computational illustration that
compares successive approximations and our computationally feasible version of pol-
icy iteration for an optimal growth problem whose solution can also be computed
analytically.

The paper is structured as follows. In section 2 we present some background on
the policy iteration algorithm, reviewing known results in the finite and infinite state
cases, respectively. In section 3, we focus our analysis on a class of multidimensional
optimal growth problems. Then, in section 4 we describe our computationally feasible
version of the policy iteration algorithm using bilinear interpolation. In section 5 we
state and prove the main results on the convergence properties of our algorithm.
Section 6 provides a comparison of the performance of both policy iteration and the
method of successive approximations in the case of an optimal growth problem that
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admits an analytic solution. This enables us to evaluate the uniform approximation
errors of the two algorithms as well as compare their relative computational speed.
The computational results are consistent with theoretical predictions. We conclude
in section 7 with a discussion of our main findings.

2. Background. As noted in the introduction, policy iteration is a commonly
used algorithm for solving stationary, infinite-horizon MDP problems. The MDP
problem is mathematically equivalent to computing the fixed point V ∗ to Bellman’s
equation

V ∗ = Γ(V ∗),(2.1)

where Γ is the Bellman operator given by

Γ(V )(s) ≡ max
a∈A(s)

[
u(s, a) + β

∫
V (s′)p(ds′|s, a)

]
,(2.2)

and β ∈ (0, 1) is the discount factor, u(s, a) represents the utility or payoff earned in
state s when action a is taken, and p(ds′|s, a) is a conditional probability distribution
for next period’s state s′ given the current state s and action a. As is well known
(see, e.g., Blackwell (1965)), under mild regularity conditions the Bellman operator
is a contraction mapping, and hence its fixed point V ∗, the value function, is unique.
The solution to Bellman’s equation is of considerable interest because it has been
shown that from V ∗ we can compute the corresponding optimal decision rule or policy
function α∗ given by

α∗(s) ≡ arg max
a∈A(s)

[
u(s, a) + β

∫
V ∗(s′)p(ds′|s, a)

]
.(2.3)

The policy iteration algorithm computes V ∗ via a sequence of trial value functions
{Vn} and decision rules {αn} under an alternating sequence of policy improvement
and policy evaluation steps. The policy improvement step computes an improved
policy αn implied by the previous value function Vn:

αn(s) = arg max
a∈A(s)

[
u(s, a) + β

∫
Vn(s

′)p(ds′|s, a)
]

(policy improvement).(2.4)

The policy evaluation step computes a new value function Vn+1 implied by policy αn:

Vn+1(s) =

[
u(s, αn(s)) + β

∫
Vn+1(s

′)p(ds′|s, αn(s))
]

(policy evaluation).(2.5)

Policy iteration continues until Vn+1 = Vn, αn+1 = αn, or the difference between
two successive value functions or decision rules is less than a prescribed solution
tolerance. Under fairly general conditions, policy iteration can be shown to generate
a monotonically improving sequence of trial value functions, Vn+1 ≥ Vn. In the
case of MDP problems where both the state space S and action sets A(s) are finite,
there is only a finite number of possible policies bounded by NM , where M is the
number of states and N is the maximum number of possible actions in the constraint
sets A(s). This, together with the fact that policy iteration is monotonic (and thus
cannot cycle) implies that the policy iteration algorithm will converge to the true
fixed point in a finite number of steps (assuming all arithmetic operations are carried
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out exactly, without any rounding error). Although the number of potential policies
is vast (for example a stopping problem with two choices and 1000 states has 21000

or about 1.07 × 10301 possible policies), it has been observed in most computational
examples that policy iteration converges in a remarkably small number of iterations,
typically less than 20. Furthermore, the number of policy iteration steps appears to
be independent of the number of states and decisions.

The most commonly used alternative to policy iteration is the method of succes-
sive approximations

Vn+1 = Γ(Vn).(2.6)

As is well known, this algorithm is globally convergent (an implication of the fact that

Γ is a contraction mapping), but it converges at a geometric rate. The error after T̂

successive approximations steps is O(βT̂ /(1−β)). Since each successive approximation
step requires O(M2N) arithmetic operations (and thus each iteration is an order
faster than policy iteration), as the discount factor β → 1, the number of successive
approximation steps required to obtain acceptable accuracy rises rapidly, calling for
a huge number of computations. Hence, when β is close to 1 (as in the calibration of
models with quarterly data or smaller time intervals), the total computational burden
of doing a small number of more expensive policy iteration steps may be less than the
total amount of work involved in doing a large number of less expensive successive
approximation steps.

Of course, this advice will not hold if the number of policy iteration steps increases
sufficiently rapidly with M . Unfortunately, the following counterexample (Tsitsiklis
(2000)) shows that in general the number of policy iteration steps cannot be bounded
by a constant that is independent of M . Consider an MDP problem with M + 1
states s ∈ {0, 1, . . . ,M}. In each state there are two possible actions, a ∈ {−1,+1},
with the interpretation that a = −1 corresponds to “moving one state to the left”
and a = +1 corresponds to “moving one state to the right.” This can be mapped
into a transition probability given by p(ds′|s, a) that puts probability mass 1 on state
s′ = s−1 if a = −1 and probability mass 1 on state s′ = s+1 if a = +1. States s = 0
and s = M are zero–cost-absorbing states regardless of the action taken, so that we
have

u(s, a) = 0 if s = 0 or s = M.(2.7)

For states s = 1, 2, . . . ,M−2, the payoff equals −1 for moving left and −2 for moving
right:

u(s, a) =

{
−1 if a = −1,

−2 if a = +1.
(2.8)

Finally, for state s = M − 1 there is a reward of 2M for moving right and a reward
of −1 for moving left:

u(s, a) =

{
−1 if a = −1,

2M if a = +1.
(2.9)

Consider policy iteration starting from the initial value function V0(s) = 0 for all s.
Then it is easy to see that the optimal policy α0 implied by this value function is
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α0(s) = −1 for states s = 1, . . . ,M − 2 and α0(M − 1) = +1 (observe that the choice
of policy is irrelevant at the absorbing states s = 0 and s = M). It is not difficult to
check that when β = 1, the value V1 associated with this policy α0 is given by

V1(s) =

⎧⎪⎨
⎪⎩

0 if s = 0,M,

−s if s ∈ {1, 2, . . . ,M − 2},
2M if s = M − 1.

(2.10)

This is the value function generated by the first policy iteration step. For the second
step, notice that optimal policy α1 implied by V1 is to go left at states s = 1, 2, . . . ,
M − 3, but to go right at states s = M − 2 and s = M − 1. This new policy α1

differs from the initial policy α0 in only one state, s = M −2, where it is now optimal
to go right because the updated value V1 assigns a higher value V1(M − 1) = 2M to
the penultimate state s = M − 1. Moreover, after each succeeding policy iteration
n = 2, . . . ,M − 1, the updated decision rule αn differs from the previous policy αn−1

in state s = M − n − 1, flipping the optimal action from left to right. This process
continues for M − 1 policy iteration steps until the optimal policy α∗(s) = +1 for all
s; i.e., it is optimal to always move to the right. The optimal value function V ∗(s)
for this policy is then given by

V ∗(s) =

{
0 if s = 0,M,

2(s+ 1) if s ∈ {1, 2, . . . ,M − 1}.(2.11)

It should be stressed that the same type of result occurs for discounted problems with
β ∈ (0, 1) as long as β is sufficiently close to 1.

In summary, this counterexample provides a family of MDP problems with M+1
states in which a total of M − 1 policy iteration steps are required to converge to the
optimal solution starting from an initial guess V0 = 0. Therefore, it will not be possible
to provide a bound on the number of steps that is independent of the number of states
M . But an alternative analysis of the convergence of policy iteration, initiated by
Puterman and Brumelle (1979), does suggest that under additional conditions only a
small number of policy iterations should be required to solve the MDP problem and
this number should be essentially independent of the number of states M . Puterman
and Brumelle were among the first to notice that policy iteration is mathematically
equivalent to Newton’s method for solving nonlinear functional equations. Then,
building on some generalized results on the quadratic convergence of the Newton
iteration with supports replacing derivatives, Puterman and Brumelle showed that for
some constant L the iteration (2.4)–(2.5) satisfies the quadratic convergence bound

‖Vn+1 − V ∗‖ ≤ βL

(1− β)
‖Vn − V ∗‖2,(2.12)

where ‖V ‖ is a norm in the space of functions V . There are, however, two limitations
to this result. For the case of finite state, finite action MDP problems, the quadratic
convergence bound is not effective. First, (2.12) may hold only in a neighborhood of
the fixed-point solution V ∗. Consequently, the errors ‖Vn − V ∗‖ tend to be either
very large until Vn is in a “domain of attraction” of V ∗, in which case the error
immediately falls to 0 after one further policy iteration step. In more technical terms,
following the analysis below one can show that for the case of finite state, finite action
MDP problems, constant L is equal to zero if there is no policy switch after a small
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perturbation in the value function, but L becomes undefined (i.e., L = ∞) at points
with multiple maxima in which a small perturbation in the value function leads to
a sudden switch in the optimal action. Therefore, for MDP problems with a finite
number of states and actions the Puterman and Brumelle results cannot be applied.
The second limitation was noted in the introduction; namely, the abstract infinite-
dimensional version of policy iteration in (2.4)–(2.5) is not computationally feasible
for problems where there are infinite numbers of states. In these problems some sort
of discretization procedure must be employed. And it seems crucial to understand
how constant L will depend on the discretization procedure.

3. A reduced form model of economic growth. For expositional conve-
nience and for our later computational purposes, we now consider a reduced-form
version of our MDP problem (2.1)–(2.2) that encompasses most standard models of
economic growth (cf. Stokey, Lucas with Prescott (1989)). As in most of the eco-
nomics literature, we distinguish between endogenous and exogenous growth variables.
This is commonly assumed in macroeconomic applications, where Bellman’s equation
is usually expressed in the following form:

V ∗(k0, z0) = max
k1

v(k0, k1, z0) + β

∫
Z

V ∗(k1, z
′)Q(dz′, z0)(3.1)

subject to (s.t.) (k0, k1, z0) ∈ Ω,
(k0, z0) fixed, 0 < β < 1.

Here, k is a vector of endogenous state variables in a set K, which may include
several types of capital stocks and measures of wealth. Also, z is a vector made up of
stochastic exogenous variables such as some indices of productivity or market prices.
This latter random vector lies in a set Z, and is governed by a probability law Q
which is assumed to be weakly continuous. As is typical in economic growth theory
(cf. Stokey, Lucas with Prescott (1989)), this formulation is written in reduced-form
in the sense that the action or control variables are not explicitly laid out. It should
be understood that for every (k0, k1, z0) an optimal control has been selected from
which the one-time payoff v(k0, k1, z0) can be defined.

The technological constraints of this economy are represented by a given feasible
set Ω ⊂ K ×K ×Z, which is the graph of a continuous correspondence Γ : K ×Z →
K. The intertemporal objective is characterized by a return function v and a given
discount factor 0 < β < 1. Then, s = (k, z) is the vector of state variables lying in
the set S = K × Z. Let (S,S) denote a measurable space.

As discussed in Stokey, Lucas with Prescott (1989) (see p. 240), the optimization
problem of the preceding section is clearly more general. That is, with an appropriate
choice of the action space and laws of motion for the state variables, our MDP problem
(3.1) can be embedded in the framework of functional equations (2.1)–(2.2). The
converse is not true. Our main interest, however, is to apply policy iteration to a
standard macroeconomic setting. This optimization problem will become handy for
our numerical experiments in section 6 of a neoclassical growth model with leisure.
Moreover, it becomes transparent from our arguments below that our results can be
extended to related MDP problems since the analysis centers on the following specific
assumptions.

Assumption 1. The set S = K × Z ⊂ R
� × R

m is compact, and S is the Borel
σ-field. For each fixed z the set Ωz = {(k, k′) | (k, k′, z) ∈ Ω} is convex.

Assumption 2. The mapping v : Ω −→ R is continuous. Also, there exists η > 0
such that for every z function v(k, k′, z) + η

2‖k′‖2 is concave in (k, k′).
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These assumptions are fairly standard. In Assumption 2, ‖ · ‖ denotes the Eu-
clidean norm. The asserted uniform concavity of v will be needed only for some
stronger versions of our results. Under these conditions the value function V ∗(k0, z0),
given in (3.1), is well defined and jointly continuous in K × Z. Moreover, for each
fixed z0 the mapping V ∗(·, z0) is concave. The optimal value V ∗(k0, z0) is attained at
a unique point k1 given by the policy function k1 = g(k0, z0) characterizing the set of
optimal solutions.

4. Policy iteration in a space of piecewise linear interpolations. In what
follows we shall be concerned with a policy iteration algorithm in a space of piecewise
bilinear interpolations. Most of our results below apply to other interpolation schemes
provided that (a) the operator is monotone, and (b) the operator has a fixed point.
These two conditions may be quite restrictive for some approximation schemes such as
polynomial and spline interpolations, but they hold true for several forms of piecewise
linear interpolation.

We would like to remark that piecewise linear interpolation has certain com-
putational advantages over the usual discretization procedure in which the domain
and functional values are restricted to a fixed grid of prespecified points. Indeed,
discretizations based on functional evaluations over a discrete set of points are not
computationally efficient for smooth problems. Most calculations may become awk-
ward under a discrete state space, and hence the corresponding algorithms are usually
rather slow. For instance, the most powerful maximization procedures make use of the
information provided by the values of the functional derivatives. These powerful tech-
niques may still be applied under piecewise linear interpolation (cf. Santos (1999)).
Therefore, piecewise linear interpolation preserves the aforementioned properties of
monotonicity and existence of a fixed point for the operator, and at the same time
allows for the use of efficient searching procedures over a continuous state space.

4.1. Formulation of the numerical algorithm. Let us assume that both K
and Z are convex polyhedra. This does not entail much loss of generality in most
economic applications. Let {Sj} be a finite family of simplices1 in K such that
∪jSj = K and int(Si) ∩ int(Sj) = ∅ for every pair Si, Sj . Also, let {Di} be a finite
family of simplices in Z such that ∪iDi = Z and int(Di)∩ int(Dj) = ∅ for every pair
Di, Dj . Define the grid size or mesh level as

h = max
j,i

diam
{
Sj , Di

}
.

Let (kj , zi) be a generic vertex of the triangulation. Then, every k and z can be
represented as a convex combination of {kj} and {zi}. More precisely, for k ∈ Sj and
z ∈ Di there is a unique set of nonnegative weights λj(k) and ϕi(z), with

∑
j λj(k) = 1

and
∑
i ϕi(z) = 1, such that

k =
∑
j

λj(k)k
j and z =

∑
i

ϕi(z)z
i for all kj ∈ Sj and zi ∈ Di.(4.1)

We next define a finite-dimensional space of numerical functions compatible with
the simplex structure {Sj , Di}. Each element V h is determined by its nodal values

1A simplex Sj in R
� is the set of all convex combinations of � + 1 given points (cf. Rockafellar

(1970)). Thus, a simplex in R
1 is an interval, a simplex in R

2 would be a triangle, and a simplex in
R

3 would be a tetrahedron.
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{V h(kj , zi)} and is extended over the whole domain by the bilinear interpolation

V h(k, z) =
∑
j

λj(k)

[∑
i

ϕi(z)V
h(kj , zi)

]
.

Note that the interpolation is first effected in space Z and then in space K. This
interpolation ordering is appropriate for carrying out the numerical integrations and
maximizations outlined below. Let the function space

Vh =

⎧⎪⎨
⎪⎩V h : K × Z −→ R

∣∣∣∣∣∣∣
V h(k, z) =

∑
j

λj(k)

[∑
i

ϕi(z)V
h(kj , zi)

]
for λj and ϕi satisfying (4.1)

⎫⎪⎬
⎪⎭ .(4.2)

It follows that Vh is a Banach space when equipped with the norm

‖V h‖ = max
(kj ,zi)∈K×Z

|V h(kj , zi)| for V h ∈ Vh.(4.3)

We now consider the following algorithm for policy iteration in space Vh.
(i) Initial step: Select an accuracy level ε and an initial guess V h0 .
(ii) Policy improvement step: Find k1 = ghn(kj0, z

i
0) that solves

Bh(V hn )(kj0, z
i
0) ≡ −V hn (kj0, z

i
0) + max

k1
v(kj0, k1, z

i
0) + β

∫
Z

V hn (k1, z
′)Q(dz′, zi0)(4.4)

for each vertex point (kj0, z
i
0).

(iii) Policy evaluation step: Find V hn+1(k
j
0, z

i
0) that solves

V hn+1(k
j
0, z

i
0) = v(kj0, g

h
n(kj0, z

i
0), z

i
0) + β

∫
Z

V hn+1(g
h
n(kj0, z

i
0), z

′)Q(dz′, zi0)(4.5)

for each vertex point (kj0, z
i
0).

(iv) End of iteration: If ‖V hn+1−V hn ‖ ≤ ε, stop; else, increment n by 1 and return
to step (ii).

Observe that in step (ii) for a given V hn we first carry out the integration operation
and then find the optimal policy ghn. And in step (iii) for a given ghn we search for a
fixed-point solution V hn+1. Technically, a natural approach for solving (4.5) is to use
numerical integration and then limit the search for the fixed point to a finite system of
linear equations (cf. Dahlquist and Bjorck (1974) (pp. 396–397)). Regarding step (iv),
the iteration process will stop once the term ‖V hn+1 − V hn ‖ falls within a prespecified
accuracy level, ε.

The solution to (4.5) can be written as

vghn = [I − βPghn ]V hn+1,(4.6)

where vghn represents the utility implied by policy function ghn, that is, vghn(kj0, z
i
0) =

v(kj0, g
h
n(kj0, z

i
0), z

i
0) for each vertex point (kj0, z

i
0), and Pghn is the Markov (conditional

expectation) operator defined by

Pghn(V (kj0, z
i
0)) =

∫
Z

V (ghn(kj0, z
i
0), z

′)Q(dz′, zi0)
(4.7)

=
∑
j′
λj′(g

h
n(kj0, z

i
0))

[∫
Z

∑
i′
ϕi′(z

′)V (kj
′

0 , z
i′
0 )Q(dz′, zi0)

]
.
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It should be understood that in this latter expression ghn(kj0, z
i
0) belongs to some

simplex Sj
′
, and z′ is integrated out over simplices of the form Di′ .

Observe that Pghn defines a linear operator in the space Vh of functions V h that

can be represented by its nodal values {V h(kj0, zi0)}. Since this operator is positive
and bounded and β ∈ (0, 1), it can be shown that the inverse operator [I − βPghn ]−1

exists and has the following series representation:

[I − βPghn ]−1 =

∞∑
t=0

βtP tghn .(4.8)

The distance between two operators Pg and Pĝ will be defined by

‖Pg − Pĝ‖ = max
{(kj0,zi0)}

{∑
Sj′

[∑
j′
|λj′(g(kj0, zi0))− λj′(ĝ(kj0, zi0))|

]}
.(4.9)

The summation of these absolute differences goes over all weights λj′ and over all

simplices Sj
′
, under the convention that λj′(g(k

j
0, z

i
0)) = 0 if g(kj0, z

i
0) does not belong

to Sj
′
.

If {V hn }n≥1 is a sequence of functions generated by (4.4)–(4.5), one can readily
check from these equations that such a sequence satisfies

V hn+1 = V hn + [I − βPghn ]−1Bh(V hn ).(4.10)

Moreover, if in the policy improvement step the set of maximizers ghn is unique, then
−[I − βPghn ] is the derivative of Bh at V hn when Pghn is considered as a linear opera-

tor in the finite-dimensional space Vh. Hence, (4.10) implies that policy iteration is
equivalent to Newton’s method applied to operator Bh defined in (4.4). As is well
known (e.g., Traub and Woźniakowski (1979)), Newton’s method exhibits locally a
quadratic rate of convergence provided that the functional derivative satisfies a cer-
tain regular Lipschitz condition. But the uniqueness of the set of maximizers seems
fairly stringent for operator Bh. Indeed, function V hn+1 is not necessarily concave,
since it is obtained as the solution to (4.5). Therefore, there is no guarantee that the
maximizer in (4.4) is unique, and consequently that Bh has a well-defined derivative.
To circumvent these technicalities, Puterman and Brumelle (1979) apply an extension
of Newton’s method to policy iteration following a familiar procedure with supports
replacing derivatives. Even though operator Bh may not have a well-defined deriva-
tive, the following general property follows from the above maximization step: If ghn
is a selection of the correspondence of maximizers in (4.4), then it must be the case
that −[I − βPghn ] is the support of operator Bh at V hn . More precisely, (4.4) implies

that for any other function V h in Vh the following condition must hold:

Bh(V h)−Bh(V hn ) ≥ −[I − βPghn ][V h − V hn ].(4.11)

Of course, one readily sees from (4.11) that if there is a unique set of maximizers ghn,
then −[I − βPghn ] is the derivative of Bh at V hn .

4.2. Existence of a fixed point and monotonicity. For our later analysis,
we need to establish the existence of a unique fixed point for our algorithm and the
monotone convergence to such a solution. We begin with the following discretized
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version of Bellman’s equation.

V h(kj0, z
i
0) = max

k1
v(kj0, k1, z

i
0) + β

∫
Z

V h(k1, z
′)Q(dz′, zi0)

(4.12)
s.t. (kj0, k1, z

i
0) ∈ Ω

for each vertex point (kj0, z
i
0).

Note that this equation needs to be satisfied only at each vertex point (kj0, z
i
0).

Lemma 4.1. Equation (4.12) has a unique solution V h in Vh.
Proof. The proof is standard. One just defines the discretized dynamic program-

ming operator V hn+1 = Th(V hn ) given by

V hn+1(k
j
0, z

i
0) = max

k1
v(kj0, k1, z

i
0) + β

∫
Z

V hn (k1, z
′)Q(dz′, zi0)

(4.13)
s.t. (kj0, k1, z

i
0) ∈ Ω

for each vertex point (kj0, z
i
0).

One immediately sees that Th is a contraction mapping in Vh with modulus 0 < β < 1.
By a well-known fixed-point theorem, Th has a unique fixed point V h in Vh.

Notice that V h = Th(V h) implies that Bh(V h) = 0. Therefore, the method of
successive approximations as defined by (4.13) allows us to prove the existence of a
fixed point for our algorithm as defined by (4.4)–(4.5). We next verify the monotone
convergence of the algorithm to the fixed-point solution.

Lemma 4.2. Assume that {V hn }n≥0 is a sequence satisfying (4.4)–(4.5). Then
V hn+1 ≥ V hn for all n ≥ 1.

Proof. From (4.5), consider the following equation:

V hn = vghn−1
+ βPghn−1

V hn .(4.14)

That is, V hn is the value function under policy ghn−1. Now, call ghn the corresponding
set of maximizers over the right-hand side of (4.4) under function V hn . Then,

vghn + βPghnV
h
n ≥ V hn .(4.15)

Moreover, a further application of this procedure for function V hn on the left-hand
side of (4.15) yields

vghn + βPghnvghn + β2[Pghn ]2V hn ≥ V hn .
Hence, after t iterations, we obtain

t∑
s=0

βs[Pghn ]svghn + βt+1[Pghn ]t+1V hn ≥ V hn .(4.16)

Now, letting t → ∞, it follows from (4.6)–(4.8) that the left-hand side of (4.16)
converges to V hn+1. Therefore, V hn+1 ≥ V hn .

Remark 4.3. Assume that {V hn }n≥1 is a sequence satisfying (4.4)–(4.5). Let Th

be the discretized dynamic programming operator as defined by (4.13). Then, from
the previous method of proof one can readily establish that V hn+1 ≥ Th(V hn ) ≥ V hn . In
this sense, the policy iteration algorithm converges faster to the fixed-point solution
than the method of successive approximations generated by operator Th.
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5. Convergence properties of the numerical algorithm. We now estab-
lish some convergence properties of our policy iteration algorithm. We begin with
a global result for concave interpolations in which the convergence order is equal to
1.5 and the constant involved in the convergence order is relatively easy to estimate.
Among other applications, this result may be useful in placing an upper bound on
the number of policy iteration steps over a well-defined convergence region to reach
a tolerance level ε. Then, the same strategy of proof used for this global convergence
result will be applied to address further local convergence properties. Thus for con-
cave interpolations we prove quadratic convergence of the algorithm, and for a more
general setting of continuous functions we prove that convergence is superlinear. The
constants involved in these convergence orders are shown to depend on the mesh level
of the discretization.

5.1. Global convergence in a space of concave functions. For present
purposes, we shall assume that either the fixed point V h(k, z) is a concave function in
k or the sequence {V hn (k, z)}n≥1 generated by policy iteration is a sequence of concave
functions in k.

In what follows, for a real-valued function the norm ‖V hn ‖ is as defined in (4.3),
and the distance between operators ‖Pg − Pĝ‖ is as defined in (4.9). Also, for an
�-dimensional function g = (g1, . . . , gr, . . . , g�) let

‖g‖ = max
0≤r≤�

∣∣∣∣ max
(kj0,z

i
0)
gr(k

j
0, z

i
0)

∣∣∣∣.(5.1)

The following simple result will be very useful.
Lemma 5.1. Let h be the grid size of triangulation {Sj , Di}. Then, there exists

a constant κ that depends on the grid configuration and the dimension � such that
‖Pg − Pĝ‖ ≤ κ

h‖g − ĝ‖.
As presently shown, constant κ depends on the uniformity of the grid; also, κ

h
converges to ∞ as h goes to 0. Therefore, the constants involved in our convergence
results below will depend on the uniformity of the grid and on the mesh level, h, of
the discretization. These constants get unbounded as h goes to zero.

Proof of Lemma 5.1. The proof becomes more transparent for the case � = 1. In
this simple case, we can show that

κ =
2h

h0
,(5.2)

where h0 = minr{kr+1 − kr} is the minimum distance over all pairs of adjacent grid
points. Thus, for a uniform grid we obtain κ = 2.

To verify (5.2), consider two points k1 = g(kj0, z
i
0) and k̂1 = ĝ(kj0, z

i
0). If k1 and k̂1

are contained in the same grid interval [kr, kr+1], then k = λ(k)kr + (1 − λ(k))kr+1

for k = k1, k̂1. Hence,

|λ(k1)− λ(k̂1)|+ |(1− λ(k1))− (1− λ(k̂1))|
(5.3)

= 2|λ(k1)− λ(k̂1)| ≤ 2|k1 − k̂1|
kr+1 − kr ≤

2|k1 − k̂1|
h0

.

If k1 < k̂1 belong to different grid intervals, then kr < k1 < kr+1 < · · · < kr+n <
k̂1 < kr+n+1 for some integers r and n. Notice that for n > 1 we get from (4.9) that
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‖Pg − Pĝ‖ = 2. Thus, for this case the result is trivially satisfied for κ in (5.2). If
n = 1, then (4.9) amounts to

|λ(k1)|+ |(1− λ(k1))− λ(k̂1)|+ |1− λ(k̂1)|.(5.4)

By continuity, for k̂1 = kr+1 the bound in (5.3) is also valid for (5.4). From k̂1 = kr+1

this bound can be extended for all k̂1 in the interval [kr+1, kr+2], since λ(k̂1) has
Lipschitz constant bounded by 1/h0. Consequently,

|λ(k1)|+ |(1− λ(k1))− λ(k̂1)|+ |1− λ(k̂1)| ≤ 2|k1 − k̂1|
h0

.

Therefore, in all cases the stated result holds true for (kj0, z
i
0), and (kj0, z

i
0) is an

arbitrarily chosen vertex point.
The proof in the multidimensional case is very similar. Let us assume that the

domain K is subdivided into a family of simplices {Sj} such that
⋃
j S

j = K and

int(Si) ∩ int(Sj) = ∅ for every pair Si, Sj . Then, every point k in Sj has a unique

representation as a convex combination of the vertex points, k =
∑�+1
j=1 λjk

j
0. More-

over, every λj is a Lipschitz function on K, and we can find a uniform Lipschitz

constant that applies for all λj . Therefore, given any pair of points k1 = g(kj0, z
i
0) and

k̂1 = ĝ(kj0, z
i
0), the proof proceeds in the same way as above.

Proposition 5.2. Let {V hn (k, z)}n≥1 be a sequence of functions generated by
(4.4)–(4.5), and assume that every function V hn is concave in k. Let {ghn}n≥1 be the
corresponding sequence of policy functions. Then, under Assumptions 1 and 2 there
exists a constant L such that for any pair of functions V hn , V hn+1, it must hold that

‖Pghn − Pghn+1
‖ ≤ L‖V hn − V hn+1‖1/2.

Proof. First, the contraction property of operator Th implies that∥∥vghn + βPghnV
h
n − vghn+1

− βPghn+1
V hn+1

∥∥ ≤ β ∥∥V hn − V hn+1

∥∥ .
Moreover, by (4.3) and (4.7), we have ‖βPghn+1

V hn − βPghn+1
V hn+1‖ ≤ β‖V hn − V hn+1‖.

Hence, an application of the triangle inequality yields∥∥vghn + βPghnV
h
n − vghn+1

− βPghn+1
V hn
∥∥ ≤ 2β

∥∥V hn − V hn+1

∥∥ .(5.5)

Now, as is well known (e.g., see Lemma 3.2 of Santos (2000)) by the concavity of V hn
in k, the convexity of Ω, and the postulated concavity of v in Assumption 2, we can
assert from (5.5) that

∥∥ghn − ghn+1

∥∥ ≤ 2

(
β

η

)1/2 ∥∥V hn − V hn+1

∥∥1/2
.(5.6)

Therefore, a straightforward application of Lemma 5.1 proves the result for L =
2κh (βη )1/2.

It should be stressed that in the preceding proof only one value function V hn needs
to be concave. Hence, the following result is an easy consequence of the previous
arguments.

Corollary 5.3. Let V h be the fixed point of the discretized Bellman equation
(4.12), and assume that V h(k, z) is a concave function in k. Let {V hn }n≥1 be a se-
quence of (not necessarily concave) functions generated by (4.4)–(4.5). Then, under
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Assumptions 1 and 2, there exists a constant L such that∥∥Pgh − Pghn∥∥ ≤ L∥∥V h − V hn ∥∥1/2
for all n.

Remark 5.4. Observe that for � = 1 the fixed-point solution V h(k, z) is in fact a
concave function in k. Indeed, for � = 1 the concavity of V h(k, z) can be established
by the method of successive approximations.

Remark 5.5. Note that in Corollary 5.3 operator Pghn is not necessarily unique,

since there may not be a unique set of maximizers ghn. But the result holds true for
any Pghn , and the distance between two optimal policies must be arbitrarily small for
a large enough n.

All the basic ingredients are now in place to demonstrate that the algorithm
displays a convergence rate equal to 1.5 (cf. Puterman and Brumelle (1979)).

Theorem 5.6. Assume that the conditions of Proposition 5.2 are satisfied. Then

∥∥V hn+1 − V hn
∥∥ ≤ βL

1− β
∥∥V hn − V hn−1

∥∥1.5
for all n.

Proof. First, for any two functions V hn and V hn−1 we must have (see (4.11))

Bh(V hn−1)−Bh(V hn ) ≥ −[I − βPghn ][V hn−1 − V hn ].(5.7)

Moreover, a further application of (5.7) yields

Bh(V hn )− [I − βPghn ][V hn−1 − V hn ] ≤ Bh(V hn−1)

≤ Bh(V hn )− [I − βPghn−1
][V hn−1 − V hn ].

Now, subtracting Bh(V hn ) − [I − βPghn ][V hn−1 − V hn ] from each of the three terms, we
obtain

0 ≤ Bh(V hn−1)−Bh(V hn ) + [I − βPghn ][V hn−1 − V hn ]
(5.8) ≤ ([I − βPghn ]− [I − βPghn−1

])[V hn−1 − V hn ].

Then, for any V hn+1 and V hn satisfying (4.4)–(4.5) we must have

(5.9)∥∥V hn+1 − V hn
∥∥ =

∥∥[I − βPghn ]−1Bh(V hn )
∥∥

≤ ∥∥[I − βPghn ]−1
∥∥∥∥Bh(V hn )

∥∥
=
∥∥[I − βPghn ]−1

∥∥∥∥Bh(V hn )−Bh(V hn−1) + [I − βPghn−1
][V hn − V hn−1]

∥∥
≤ ∥∥[I − βPghn ]−1

∥∥∥∥([I − βPghn ]− [I − βPghn−1
])[V hn − V hn−1]

∥∥.
Here, both equalities come from (4.10). Also, the first inequality follows from the
definition of the norm, and the last inequality is a consequence of (5.8).

Therefore, from (5.9) we obtain∥∥V hn+1 − V hn
∥∥ ≤ ∥∥[I − βPghn ]−1

∥∥∥∥[I − βPghn ]− [I − βPghn−1
]
∥∥∥∥V hn − V hn−1

∥∥ .(5.10)

Finally, Proposition 5.2 together with (5.10) implies that

∥∥V hn+1 − V hn
∥∥ ≤ βL

1− β
∥∥V hn − V hn−1

∥∥1.5
.
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Theorem 5.7. Assume that the conditions of Corollary 5.3 are satisfied. Then,

∥∥V h − V hn+1

∥∥ ≤ βL

1− β
∥∥V h − V hn ∥∥1.5

for all n.

Proof. From the monotonicity of policy iteration we have 0 ≤ V h − V hn+1. Then,

0 ≤ V h − V hn+1 = V h − V hn − [I − βPghn ]−1Bh(V hn )

≤ [I − βPghn ]−1[I − βPghn ][V h − V hn ]− [I − βPghn ]−1[I − βPgh ][V h − V hn ]

= [I − βPghn ]−1([I − βPghn ]− [I − βPgh ])[V h − V hn ].

Here, the first equality comes from (4.10); the inequality is a consequence of the
maximization involved in operator Bh (cf. (4.11)) and the fact that Bh(V h) = 0; and
after a simple factorization we get the last equality.

Now, taking norms and applying Proposition 5.2 it follows that∥∥V h − V hn+1

∥∥ ≤ ∥∥[I − βPghn ]−1
∥∥∥∥[I − βPghn ]− [I − βPgh ]

∥∥∥∥V h − V hn ∥∥
≤ βL

1− β
∥∥V h − V hn ∥∥1.5

.

5.2. Local convergence properties. Suitable variations of the preceding argu-
ments will now allow us to establish further convergence properties near the fixed-point
solution V h.

5.2.1. Quadratic convergence. To guarantee the quadratic convergence of
policy iteration we need the following strengthening of Corollary 5.3.

Proposition 5.8. Let V h be the fixed point of the discretized Bellman equation
(4.12). Assume that V h(k, z) is a concave function in k. For each vertex point (kj0, z

i
0),

assume that gh(kj0, z
i
0) is not a grid point in the family of simplices {Sj}. Let {V hn }n≥1

be a sequence of functions generated by (4.4)–(4.5). Then, under Assumptions 1 and

2, there are constants L̂ and N̂ such that∥∥Pgh − Pghn∥∥ ≤ L̂∥∥V h − V hn ∥∥ for all n ≥ N̂ .

After some obvious adjustments in the power estimates of the proof of Theorem
5.7, we now get the convergence result in Theorem 5.9.

Theorem 5.9. Assume that the conditions of Proposition 5.8 are satisfied. Then,

∥∥V h − V hn+1

∥∥ ≤ βL̂

1− β
∥∥V h − V hn ∥∥2

for all n ≥ N̂ .

Remark 5.10. One may argue that Theorem 5.9 is a stronger result than Theorem
5.7. But Theorem 5.7 may be of interest for numerical applications2 as constant L is
easier to estimate. Also, note that constant L = 2κh (βη )1/2 is O( 1

h ), whereas the proof

of Proposition 5.8 below reflects that constant L̂ is O( 1
h2 ). Finally, the arguments

2For instance, we can define the region of convergence Rα = {V ∈ Vh| βL
1−β

‖V −V h‖0.5 ≤ 1−α},
where V h is the fixed-point solution and α > 0. Then, for all V in Rα we can find an upper bound
on the number of policy iteration steps that are necessary to reach a certain tolerance level ε.
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leading to the proof of Theorem 5.9 are heavily dependent on certain properties of
piecewise linear approximations and the assumed interiority of the solution. In con-
trast, the arguments involved in the proof of Theorem 5.7 seem to be less specific.

Proof of Proposition 5.8. Let every function V h in Vh be represented by a finite-
dimensional vector uh that lists all nodal values {V h(kj0, zi0)}. Then, we may rewrite
optimization problem (4.12) as follows:

max
k1

ψ(kj0, z
i
0, k1, u

h) = max
k1

v(kj0, k1, z
i
0) + β

∫
Z

V h(k1, z
′)Q(dz′, zi0)

(5.11)
s.t. (kj0, k1, z

i
0) ∈ Ω.

In what follows, there is no restriction of generality to focus on a single vertex
point (kj0, z

i
0). The mapping ψ(kj0, z

i
0, ·, ·) has the following properties:

(i) The mapping ψ(kj0, z
i
0, ·, ·) is continuous in (k1, u).

(ii) For (kj0, z
i
0, u

h) function ψ(kj0, z
i
0, k1, u

h) + η
2‖k1‖2 is concave in k1.

(iii) Let D3ψ(kj0, z
i
0, k1, u; v) be the directional derivative of function ψ at (kj0, z

i
0,

k1, u) with respect to k1 in the direction v. Let Bδ(u
h) = {u | ‖u− uh‖ < δ}. Then,

for some small δ > 0, and for all ‖v‖ = 1 and all k1 sufficiently close to kh1 = gh(kj0, z
i
0),

there is a constant H > 0 such that |D3ψ(kj0, z
i
0, k1, u; v) − D3ψ(kj0, z

i
0, k1, u

h; v)| ≤
H‖u− uh‖ for every u in Bδ(u

h).

The continuity of ψ(kj0, z
i
0, ·, ·) follows from standard arguments. In (ii) the cur-

vature parameter η of Assumption 2 still applies as the fixed-point solution V h(k1, z
′)

is assumed to be concave in k1. The Lipschitz property in (iii) comes from the fact
that small changes in the nodal values lead to bounded variations in the slopes or di-
rectional derivatives of a piecewise linear function. In fact, for a given choice of norm
‖u−uh‖ constant H will depend on the form of the triangulation {Sj}, especially on
1/h0 (where h0 is the minimum distance between two grid points).

Now, the proof of this proposition will result from some simple extensions of stan-
dard arguments3 (e.g., Fleming and Rishel (1975) (p. 170) and Montrucchio (1987)

(p. 263)). For fixed (kj0, z
i
0) let kh1 be the unique maximum point in (5.11) and let k̂1

be a maximum solution under ψ(kj0, z
i
0, k1, û) for û in Bδ(u

h).

By Assumption 2 and the presupposed concavity of V h(k1, z
′) in k1, we have

ψ(kj0, z
i
0, k

h
1 , u

h)− ψ(kj0, z
i
0, k̂1, u

h) ≥ −D3ψ(kj0, z
i
0, k

h
1 , u

h; k̂1 − kh1 ) +
η

2
‖k̂1 − kh1 ‖2.

(5.12)

Since the objective reaches the maximum value at kh1 , the directional derivative in
(5.12) is nonpositive. Moreover, concave and piecewise linear functions in R

� are
absolutely continuous. Hence, we can apply the integral form of the mean-value
theorem to the left-hand side of (5.12) so as to obtain

−
∫ 1

0

D3ψ(Φ1(λ))dλ ≥ η

2
‖k̂1 − kh1 ‖2(5.13)

for Φ1(λ) = (kj0, z
i
0, k

h
1 + λ(k̂1 − kh1 ), uh; k̂1 − kh1 ).

3The added difficulty in the proof is that concavity in k1 is assumed only at point u = uh; i.e.,
see property (ii) above.
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Also, by definition, ψ(kj0, z
i
0, k̂1, û)− ψ(kj0, z

i
0, k

h
1 , û) ≥ 0. Hence,

∫ 1

0

D3ψ(Φ2(λ))dλ ≥ 0(5.14)

for Φ2(λ) = (kj0, z
i
0, k

h
1 +λ(k̂1− kh1 ), û; k̂1− kh1 ). Adding up inequalities (5.13)–(5.14),

we get

−
∫ 1

0

[D3ψ(Φ1(λ))−D3ψ(Φ2(λ))]dλ ≥ η

2
‖k̂1 − kh1 ‖2.(5.15)

By (iii) above,

∫ 1

0

|D3ψ(Φ1(λ))−D3ψ(Φ2(λ))|dλ ≤ H‖û− uh‖‖k̂1 − kh1 ‖.(5.16)

Therefore, (5.15)–(5.16) implies

‖k̂1 − kh1 ‖ ≤
2H

η
‖û− uh‖.(5.17)

Finally, a straightforward application of Lemma 5.1 establishes Proposition 5.8 for L̂ =
κ
h

2H
η .

5.2.2. Superlinear convergence. In this part we lift the convexity and con-
cavity conditions. Hence, we just assume that Ω is the graph of a continuous corre-
spondence Γ : K × Z → K defined on compact set K × Z and the reward function v
is a continuous mapping on Ω.

Even though we are not able to guarantee quadratic convergence for the iteration
scheme, we shall establish the intermediate property of superlinear convergence. This
is a faster rate of convergence than that of the method of successive approximations,
where by the contraction property of the dynamic programming operator one easily
shows that

‖V h − V hn+1‖ ≤ β‖V h − V hn ‖(5.18)

for all n ≥ 1, for every sequence {V hn }n≥1 generated by (4.13).

Proposition 5.11. Let {V hn }n≥1 be a sequence of functions generated by (4.4)–
(4.5) that converge to the fixed point V h. Then, for every ε > 0 there is n̂ such that
for each Pghn with n ≥ n̂ there exists some Pgh with the property that ‖Pghn−Pgh‖ ≤ ε.

What this result states is that the correspondence of maximizers is upper-
semicontinuous. Hence, for every Pghn one can find an arbitrarily close Pgh , provided
that n is sufficiently large. With Proposition 5.11 at hand, from the proof of Theorem
5.7 one can easily obtain the following result.

Theorem 5.12. Assume that the conditions of Proposition 5.11 are satisfied.
Then,

lim sup
n→∞

‖V h − V hn+1‖
‖V h − V hn ‖

= 0.(5.19)
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6. Numerical experiments. In this section we report some simple numeri-
cal experiments which are intended to evaluate the performance of policy iteration
and the method of successive approximations. The analysis centers on a one-sector
deterministic growth model with leisure, and the main purpose is to evaluate the com-
puting cost and approximation errors of the value and policy functions under each
computational method.

Formally, our one-sector growth model is described by the following optimization
problem:

V (k0) = max
{ct,lt,it}

∞∑
t=0

βt[λ log ct + (1− λ) log lt]

s.t. ct + it = Akαt (1− lt)1−α,
kt+1 = it + (1− δ)kt,

(6.1)
kt, ct ≥ 0, 0 ≤ lt ≤ 1, k0 given, t = 0, 1, 2, . . . ,

0 < β < 1, 0 < λ < 1, A > 0,

0 < α < 1, 0 < δ ≤ 1.

This is a familiar optimization problem in which c represents consumption, k rep-
resents the stock of physical capital, and l the fraction of time devoted to leisure
activities. It is well known that for δ = 1 the value function V (k0) takes the simple
form V (k0) = B +C log k0, where B is a certain constant and C = λα

(1−αβ) . Also, the

policy function kt+1 = αβAkαt (1− lt)1−α with lt = (1−λ)(1−αβ)
λ(1−α)+(1−λ)(1−αβ) . Under these

simple functional forms, there is a unique steady state k∗ = g(k∗), which is globally
stable.

The existence of one state variable, k, and two controls, l and c, suggests that
all numerical maximizations may be efficiently carried out with a unique decision
variable. Let us then write the model in a more suitable form for our computations.
Note that at time t = 0 the first-order conditions for our two control variables c and
l are given by

λ

c0
= µ and

(1− λ)(1− l0)α
l0Akα0 (1− α)

= µ,

where µ is a Lagrange multiplier. After some simple rearrangements, we obtain

c0 =
λl0Ak

α
0 (1− α)

(1− λ)(1− l0)α .

Hence,

k1 = Akα0 (1− l0)−α
[
(1− l0)− λl0(1− α)

1− λ
]
.

The iterative process V hn+1 = Th(V hn ) in (4.13) is then effected as follows:

V hn+1(k0) = max
l0

λ log

(
λAkα0 l0(1− α)

(1− λ)(1− l0)α
)

+ (1− λ) log l0

(6.2)

+βV hn

(
Akα0 (1− l0)−α

[
(1− l0)− λl0(1− α)

1− λ
])

.
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Although expression (6.2) may appear rather cumbersome, this form will prove ap-
propriate for our computations as it involves maximization only in one single variable.

Our numerical exercises will focus on the following parameterization:

β = 0.95, λ =
1

3
, A = 10, α = 0.34, δ = 1.

For such values the stationary state is k∗ = 1.9696.
We consider a uniform grid of points kj with step size h. For the purposes of this

exercise, the domain of possible capitals is restricted to the interval [h, 10]. We should
remark that in this simple univariate case our interpolations will yield concave value
functions {V hn }n≥1 for the method of successive approximations, but the sequence of
functions {V hn }n≥1 may not be concave under policy iteration, since each V hn must
solve the equation system (4.5) for a given ghn−1.

Our numerical computations were coded in standard C and run on a Silicon
Graphics Octane 2 (with a dual processor, each component rated at 600 MHz), which
in a double precision floating-point arithmetic allows for a 16-digit accuracy. All re-
quired numerical maximizations were effected by Brent’s algorithm (cf. Press et al.
(1992)) with an accuracy of 10−12. Such a high precision should allow us to trace out
the errors derived from other discretizations embedded in our algorithms. Also, for
both policy iteration and the method of successive approximations the iteration pro-
cess will stop once two consecutive value functions V hn and V hn+1 satisfy the tolerance
bound ∥∥V hn − V hn+1

∥∥ ≤ 1

5
h2.(6.3)

The adequacy of this stopping rule for the method of successive approximations is
discussed in Santos (1999). Roughly, constant 1

5h
2 is selected so as to balance the

approximation error from the use of a finite grid of points and the truncation error
from stopping the iteration process in finite time.

For the method of successive approximations as specified in (6.2), we start each
numerical exercise with a given grid size h and initial condition V0 ≡ 0. The program
then stops once condition (6.3) is satisfied. For each h, Table 6.1 reports the number of
iterations, computing time, and the maximum observed errors in the last iteration for
the value and policy functions.4 For policy iteration, we follow the procedure specified
in (4.4)–(4.5); for each h the iteration process starts with an initial condition V0 ≡ 0,
and it stops once condition (6.3) is satisfied. These findings are displayed in Table 6.2.

From the calculations reflected in Tables 6.1 and 6.2, we now discuss the compu-
tational cost and speed of convergence of these two algorithms.

(a) Complexity. As one can determine from Table 6.1, for h = 10−1 the average
time cost per iteration is roughly 0.017 seconds, and for h = 10−2 the average time
cost per iteration is roughly 0.17 seconds. Hence, for the method of successive approx-
imations the average time cost per iteration grows linearly with the number of grid
points. (This regular pattern is also observed for pairwise comparisons of other grid
sizes.) To a certain extent, this result is to be expected since the major computational
cost in each iteration is the number of maximizations, which grows linearly with the
number of grid points. (Incidentally, this exercise shows that the cost of each maxi-
mization remains roughly invariant to the grid size.) In contrast, for policy iteration

4These values are defined, respectively, by ‖V −V h
n ‖ and ‖g−ghn‖, where V and g are the closed-

form solutions for (6.1), and V h
n and ghn are the computed value and policy functions corresponding

to the last iteration, n, under a grid size h.
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Table 6.1

Computational method: The method of successive approximations with linear interpolation.a

No. of vertex Mesh size Iterations CPU time Max. error Max. error

points h in V in g

100 1.00×10−1 91 1.54 3.84×10−2 5.44×10−2

300 3.33×10−2 128 5.42 3.44×10−3 1.56×10−2

1000 1.00×10−2 181 30.17 3.68×10−4 5.83×10−3

3000 3.33×10−3 223 94.58 3.42×10−5 1.68×10−3

10000 1.00×10−3 271 354.27 3.36×10−6 5.84×10−4

aParameter values: β = 0.95, λ = 1
3
, A = 10, α = 0.34, and δ = 1.

Table 6.2

Computational method: Policy iteration with linear interpolation.b

No. of vertex Mesh size Iterations CPU time Constant Max. error Max. error

points h £̂h in V in g

100 1.00 × 10−1 4 0.11 27.35 4.36×10−2 6.136×10−2

300 3.33 × 10−2 5 2.54 1629.63 8.47×10−4 2.264×10−2

1000 1.00 × 10−2 7 215.93 19816.63 8.51×10−6 7.160×10−3

3000 3.33 × 10−3 10 16868.33 78308.85 1.35×10−6 2.400×10−3

bParameter values: β = 0.95, λ = 1
3
, A = 10, α = 0.34, and δ = 1.

we can see from Table 6.2 that for h = 10−1 the average time cost per iteration is
roughly 0.03 seconds, whereas for h = 10−2 the average time cost per iteration goes
up to about 31 seconds. Hence, for policy iteration an increase in the number of grid
points by a factor of 10 leads to an increase in the average time cost by over a factor
of 103. Again, this result is to be expected since the most complicated step in policy
iteration is (4.5), which involves a matrix inversion. This simple complexity analy-
sis illustrates that policy iteration is faster for small grids, but it becomes relatively
more costly for fine grids, unless further operational procedures are introduced for the
matrix inversion required in (4.5). Under our present methods, it is extremely costly
to go beyond grids of 3000 points for policy iteration, whereas we can carry out the
method of successive approximations over grids of about 50000 points.

(b) Convergence. It is well known that the dynamic programming algorithm
approaches the fixed-point solution at a linear rate, and this has been observed in
many applications. In order to evaluate the quadratic convergence of policy iteration,
we have computed the corresponding constant

£̂h
n =

∥∥V hn̂ − V hn+1

∥∥∥∥V hn̂ − V hn ∥∥2 ,

where V hn̂ is the value function of an arbitrarily high iteration, n̂, so that V hn̂ is a good
approximation of the fixed point V h (cf. Theorem 5.9). For each h, in Table 6.2 we

report the max value, £̂h = maxn £̂h
n. This constant takes on relatively high values,

and it seems to grow as predicted by our analysis. Indeed, from the previous section
(cf. Remark 5.10) we may conclude that our worst-case theoretical bounding constant

£̂ = βL̂
1−β is at least O( 1

h2 ), which appears to be in line with the observed estimates.
The quadratic convergence near the fixed-point solution was further confirmed by a
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Table 6.3

Computational method: The method of successive approximations with linear interpolation.c

No. of vertex Mesh size Iterations CPU time Max. error Max. error

points h in V in g

100 1.00 × 10−1 460 6.20 2.09×10−1 4.88×10−2

300 3.33 × 10−2 694 27.75 1.98×10−2 1.63×10−2

1000 1.00 × 10−2 920 126.02 1.95×10−3 5.58×10−3

3000 3.33 × 10−3 1126 470.65 1.95×10−4 1.87×10−3

10000 1.00 × 10−3 1379 1748.29 1.93×10−5 5.99×10−4

cParameter values: β = 0.99, λ = 1
3
, A = 10, α = 0.34, and δ = 1.

detailed analysis of the evolution of the errors ‖V hn̂ − V hn ‖. For the sake of brevity,
these results are not reported here.

It may seem paradoxical that the number of required iterations in Table 6.2 does
not vary greatly with the grid size. But one could argue that stopping rule (6.3) is
suitable for the method of successive approximations, which features a linear rate of
convergence, but such a stopping rule is not so sensitive for algorithms displaying
faster rates of convergence. The insensitivity on the number of policy steps was also
observed as we varied the discount factor. Variations in β were reflected in changes in
the above constant £̂h, but the number of required policy iterations was always below
20. For the method of successive approximations, however, the required number of
iterations changes substantially with variations in the discount factor. For instance,
in Table 6.3 the discount factor is increased from β = 0.95 to β = 0.99. Then,
as compared to Table 6.1, the number of required iterations and the corresponding
computational cost go up by a factor of 5.

As one can see, the bounding constant £̂ = βL̂
1−β of Theorem 5.9 varies inversely

with the discount factor β. A related type of dependence under (6.3) can be es-
tablished for the bounding constant in the method of successive approximations (see
(5.18)). But convergence is linear for the method of successive approximations, and
hence changes in the bounding constant should necessarily be reflected in changes of
the same magnitude in the number of iteration. Policy iteration, however, displays a
faster convergence rate. Thus, for changes in the discount factor and corresponding
bounding constant, the extra required iteration steps should be of a smaller order of
magnitude. Therefore, quadratic convergence seems to be driving the insensitivity of
the required number of policy iteration steps under this algorithm for changes in the
grid size of the discretization and the discount factor. This does not mean that it
is possible to bound the required number of policy iteration steps regardless of the
discount factor or the mesh level of the discretization. Indeed, this paper shows that
the theoretical constants involved in the orders of convergence get unbounded as the
grid size of the discretization converges to zero.

7. Concluding remarks. This paper provides new convergence results on the
policy iteration algorithm. Our work is motivated by the fact that this algorithm
usually converges in a small number of steps (typically fewer than 20) even though
the number of feasible policies that the policy iteration algorithm could evaluate is
huge and increases exponentially fast with the number of states and possible actions.
Unfortunately, in section 2 we presented an example of an MDP problem in which
the number of iteration steps grows equally with the number of states, thus dispelling
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the hope of proving a general result that only a small number of policy iteration steps
will be necessary to solve an MDP problem.

We then focused on the observation that policy iteration is equivalent to Newton’s
method and thus ought to have quadratic rates of convergence. This equivalence holds
even for MDP problems where the state and action spaces are no longer finite sets.
This very rapid rate of convergence suggests that policy iteration could dominate
the method of successive approximations, at least for discount factors β close to 1.
A standard sufficient condition used to establish quadratic convergence is that the
derivative of the nonlinear operator defining the system of equations to be solved by
Newton’s method (which in the case of policy iteration equals the identity minus the
derivative of the Bellman operator) satisfies a Lipschitz condition. In the original
work of Puterman and Brumelle (1979) this Lipschitz condition was assumed to hold
globally, but they did not provide easily verifiable primitive conditions under which
this Lipschitz bound could be satisfied. As a result, an open question remains: Under
what conditions and for which classes of MDP problems might we obtain quadratic
convergence rates for policy iteration?

This paper attempts to address this question by considering a relatively narrow
class of dynamic models arising in economic growth theory. This class involves con-
tinuous state and control variables, and thus some sort of discretization procedure
must be used to implement policy iteration in practical situations. The key Lipschitz
condition that guarantees quadratic convergence is shown to hold for piecewise linear
interpolation under a concavity assumption at the optimal interior solution, and it
may be extended to other approximation schemes. But we also demonstrate that a
weaker general bound does hold that involves the square root of the maximum abso-
lute difference in the value function from the fixed-point solution. To establish that
this weaker bound holds globally, we have imposed a concavity condition on both the
return function and the fixed-point solution which are defined on a convex domain of
state and control variables. Under this concavity assumption, we were able to prove
a global result for the policy iteration algorithm of superlinear convergence with an
exponent equal to 1.5. Furthermore, the best bounding constant on the errors of our
algorithm is inversely proportional to the grid size h of the discretization of the state
space. These results suggest the following two pessimistic conclusions about policy
iteration: (1) As h goes to zero, not only will the number of states in the approximate
MDP problem tend to infinity, but the theoretical convergence bounds (and possibly
the number of policy iteration steps) will also tend to infinity as well. (2) Policy
iteration will not converge globally at a rapid quadratic rate; quadratic convergence
was validated under the concavity assumption and piecewise interpolation, but the
general rate of convergence is expected to be superlinear.

Section 6 reported the results of some numerical experiments in which these the-
oretical results were verified. We corroborated the quadratic convergence of the algo-
rithm, and that the bounding constants evolved as predicted by our analysis. As a
result of the computational cost involved in finding the solution in each policy itera-
tion step, our numerical experiments illustrated that for very fine grids policy iteration
is substantially slower than simple successive approximations. Thus, our results pro-
vide a rather pessimistic perspective on the usefulness of policy iteration for solving
large-scale MDP problems. Fine discretizations with large numbers of states are re-
quired to approximate the solutions accurately in most applications in economics and
engineering. Other studies (see Benitez-Silva et al. (2001)) have suggested that an
alternative type of policy iteration known as parametric policy iteration can be more
effective for solving such large continuous-state MDP problems. Relatively little is
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known, however, about the convergence properties of this latter algorithm. In fact,
the results of this paper suggest that there is still much to be learned about the
convergence properties of the standard policy iteration algorithm.
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Abstract. This paper deals with a pole assignment problem by single-input state feedback
control arising from a one-dimensional vibrating system with aerodynamic effect. On the practical
side, we derive explicit formulae for the required controlling force terms, which can reassign part
of the spectrum to the desired values while leaving the remaining spectrum unchanged. On the
mathematical side, unlike the classical Sturm–Liouville problem, our eigenvalue problem is associated
with a cubic pencil with unbounded operators as coefficients and has many interesting new features,
one of which is that a new controllability condition appears. This condition together with the known
controllability condition in the quadratic case are necessary and sufficient. This sheds light on the
adjustment of the model parameters. We also analyze the spectrum of the associated noncompact
operator and in particular show that the discrete spectrums of controlled and uncontrolled systems
lie outside a closed interval on the negative real axis.
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1. Introduction. Consider a vibrating system whose displacement u = u(x, t)
is governed by the initial boundary value problem

∂x[p1(x)∂xu+ p2(x)W(∂xu)]− q(x)∂2
t u = 0, 0 < x < L, t > 0,

u(0, t) = u(L, t) = 0(1.1)

with proper initial conditions, where p1(x), p2(x), and q(x) are real-valued positive
functions, and W is an integral operator defined by

Wv(x, t) = ρv + ρ

∫ t

0

eω(t−s)v(x, s)ds(1.2)

for any complex-valued function v : [0, L] × [0,∞) → C, where ρ �= 0 and ω �= 0 are
real constants. The functionW(∂xu) is called the Wagner lift-growth buildup function
accounting for some dynamic effect. IfW is zero, we recover the familiar lateral vibrat-
ing string or longitudinal vibrating rod case, depending on the boundary conditions.
The more general nonzero case, i.e., the vibrating system with aerodynamic effect
incorporated, has its origin in a dynamic loads analysis system (DYLOFLEX) [1].

Applying (1.2) to (1.1) with v = ∂xu, multiplying (1.1) by e−ωt, and then differ-
entiating with respect to t, we obtain the third order differential system

∂x(α(x)∂xu) + ∂x(β(x)∂x∂tu) + ωq(x)∂2
t u− q(x)∂3

t u = 0,

u(0, t) = u(L, t) = 0,(1.3)
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where

α(x) = (1− ω)ρp2(x)− ωp1(x),

β(x) = p1(x) + ρp2(x).(1.4)

To look for vibration modes, we substitute the form u(x, t) = φ(x)eλt, λ ∈ C, into
(1.3) and obtain the eigenvalue problem

L(x,D, λ)φ := (α(x)φ′)′ + λ(β(x)φ′)′ + λ2ωq(x)φ− λ3q(x)φ = 0,

φ(0) = φ(L) = 0,(1.5)

where D = ′ = d
dx . Unlike the classical Sturm–Liouville eigenvalue problem, this

problem is cubic in λ. To the best of our knowledge we have not seen such a for-
mulation before. The main purpose of this paper is to study the pole assignment
associated with this problem, using the state feedback control function b(x). Namely,
we look at the controlled system

∂x[p1(x)∂xv + p2(x)W(∂xv)]− q(x)∂2
t v = b(x)w(t), 0 < x < L, t > 0,

v(0, t) = v(L, t) = 0,(1.6)

where the feedback control force w(t) has the form

w(t) =

∫ L

0

[f1(x)∂tv(x, t) + f2(x)v(x, t) + g1(x)W̃(∂xv)(x, t) + g2(x)W̃(v)(x, t)]dx

with

W̃(v)(x, t) = ρ

∫ t

0

eω(t−s)v(x, s)ds.(1.7)

Note that here the first term ρv in the definition (1.2) has been absorbed into the
first two terms on the right side of (1.7). Now substitution of v(x, t) = ψ(x)eλt as
done previously yields the eigenvalue problem associated with the controlled problem:

Lc(x,D, λ)ψ := (α(x)ψ′)′ + λ(β(x)ψ′)′ + λ2ωq(x)ψ − λ3q(x)ψ

−b
∫ L

0

λ(λf1 + f2)ψ − ω(λf1 + f2)ψ + ρg1ψ
′ + ρg2ψdx = 0,

ψ(0, t) = ψ(L, t) = 0.(1.8)

From now on, we write L or L(λ) for L(x,D, λ) when no confusion can arise.
Similar notation is also used for Lc(x,D, λ). Before investigating the pole assignment
problem for (1.1), we first analyze its spectrum structure. Let the function α(x)
in (1.4) be continuously differentiable and α(x) �= 0 for all x in the interval [0, L].
For definiteness, we assume that α is positive throughout the whole interval. The
function β = β(x) > 0 is continuously differentiable. Then it is shown using the
analytic Fredholm theorem [13] (cf. Theorem 3.3 and Remark 3.1) that the operator
pencil L has only discrete spectrum in C \ E := Ec, where

E :=

[
− max

0≤x≤L
α(x)

β(x)
,− min

0≤x≤L
α(x)

β(x)

]
.(1.9)
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Since the interval E lies in the negative real axis, we are mainly concerned with relocat-
ing discrete spectrum or poles of (1.5) in Ec \(−∞, 0). More precisely, let the discrete
spectrum of L in Ec be {λ1, . . . , λ�, λ�+1, . . . } and the first 	 poles {λ1, . . . , λ�} be dis-
tinct, closed under complex conjugation, and furthermore {λ1, . . . , λ�}∩{λ�+1, . . . } =
∅. Our goal is to replace {λ1, . . . , λ�} by {µ1, . . . , µ�}, which is a conjugate set
of distinct complex values in Ec, with {µ1, . . . , µ�} ∩ {λ1, λ2, . . . } = ∅. It turns
out under suitable controllability conditions that we can find explicitly the functions
f1, f2, g1, and g2 so that {λ1, . . . , λ�} are replaced by {µ1, . . . , µ�} and other poles
{λ�+1, λ�+2, . . . } remain unchanged. In Theorem 4.1, the reader can find the following
formulae for the above functions with φj being the eigenfunction:

f1(x) = q

�∑
j=1

ξjφj ,

f2(x) = q

�∑
j=1

ξjλjφj ,

g1(x) =

(
β

ρ

) �∑
j=1

ξjφ
′
j ,

g2(x) =

(
q

ρ

) �∑
j=1

ξjλ
2
jφj ,

where

ξj =
λj − µj∫ L
0
bφjdx

�∏
r=1, r �=j

λj − µr
λj − λr

and ∫ L

0

bφj �= 0(1.10)

for j = 1, 2, . . . , 	. Note that (1.10) can be seen as a continuous version of the usual
controllability condition in the matrix (discrete) case (see, for example, [3]). However,
unlike the matrix case, (1.10) alone does not guarantee that λj is a controllable
mode. As a matter of fact, for the continuous case, we need to define an additional
controllability condition

(3λ2
j − 2ωλj)

∫ L

0

q(x)φj(x)φj(x)dx+

∫ L

0

β(x)φ′j(x)φ
′
j(x)dx �= 0(1.11)

for any 1 ≤ j ≤ 	. With the help of the two controllability conditions (1.10) and (1.11),
we show in Theorem 4.2 that outside E no extra discrete spectrum of Lc are generated
except those poled. That is, the discrete spectrum of Lc in Ec is precisely described by
{µ1, . . . , µ�, λ�+1, . . . }. To further refine the answer to the pole assignment problem
for (1.1), we also prove that the essential spectrum of Lc is identical to that of L, i.e.,
the essential spectrum of L does not change in the course of state feedback control.
This property is, roughly, due to the fact that Lc is a compact perturbation of L.
Finally, in order for the controlled system to be realizable, the functions f1, f2, g1,
and g2 need to be real, which is shown in Theorem 4.4.
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The pole assignment problem, which is concerned with assigning all eigenvalues to
desired locations, is a well known and important problem in control theory. It has been
extensively studied for the linear system with state or output feedback control. We
refer to [16] for the detailed description of this problem and to [2] for the state-of-the-
art numerical methods. Our problem here is a variant of the pole assignment problem
called the partial pole assignment problem, which is concerned with assigning some
eigenvalues to desired positions and keeping all other eigenvalues unchanged. The
partial pole assignment is more practical than the pole assignment problem, especially
for distributed parameter models where we encounter infinitely many eigenvalues. The
most studied distributed parameter model in this respect is the vibrating system (see,
for example, [10]). The partial pole assignment problem with state feedback control
for the usual vibrating distributed parameter system has been considered in [5], [6],
[7], [12]. It should be noted that systems in the matrix formulation can be treated as
approximations of distributed parameter systems by finite-difference or finite-element
methods. In this setting, the problem becomes finite-dimensional.

This paper is partly motivated by the article [12], which considered the partial
pole assignment for the vibrating rod without aerodynamic effect (W = 0 in (1.1)).
The resulting equation is a standard Sturm–Liouville type. Therefore, the spectrum
consists of only the discrete spectrum (i.e., eigenvalues). In [12], an explicit solution
to the partial pole assignment problem with suitable state feedback was constructed
and the conditions under which this solution is unique were determined. Before [12],
by the similar state feedback law, Russell [15] considered the (full) pole assignment
for a class of hyperbolic distributed parameter control systems. Another motivation
of this paper is the partial pole assignment problem for a discrete version of (1.1)
[11]. In [11], we dealt with a cubic matrix pencil rather than an operator pencil. The
similar pole assignment problem for the quadratic matrix pencil was studied in [3],
[4].

In the presence of aerodynamic effect, the equation in (1.1) is a Volterra integro-
differential type. This type of equation also arises in modelling phenomena involving
viscoelasticity. Our pole assignment method can be used to stabilize the vibrating
system with aerodynamic effect by suitable state feedback control. From the perspec-
tive of the stabilization by state feedback control, some related results for Volterra
integrodifferential equations were obtained in [8], where the authors considered ex-
ponential stabilization of an abstract linear Volterra integrodifferential equation in a
Hilbert space

u′′ = −E1Au(t) + E2

∫ t

0

k(t− s)Au(s)ds+ f(t)

by a state feedback control given as

f(t) = −C0u(t)− C1u
′(t),

where A is a positive semidefinite self-adjoint unbounded operator, E1, E2 are pos-
itive constants, and C0, C1 are bounded linear operators of finite rank. Here k is
a nonnegative, convex, and exponentially decreasing function with finite value at 0.
Besides considering a simpler system and having different viewpoints from ours, [8]
used techniques from semigroup theory. The similar problem was also considered in
[9] with a slightly different system.

2. Elementary properties of the eigensystem. In this section, we will derive
some general properties of the eigenstructure of (1.5). In mathematical formalism,
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the cubic eigenvalue problem is to find a complex number λ and a complex function φ
such that

L(λ)φ = 0,(2.1)

φ(0) = φ(L) = 0.(2.2)

Assume for the time being that the eigenpairs (2.1) and (2.2) exist and that the
eigenmodes are C1 functions.

Theorem 2.1 (dimension of eigenspace). Let λ be an eigenvalue of (1.5). Then
the dimension of the eigenspace corresponding to λ is one, provided (α(x)+λβ(x)) �= 0
identically.

Proof. Let {λ, φ} and {λ, ψ} be eigenpairs of the eigenvalue problem (1.5), where
φ and ψ are smooth. Then we have

Lφ = (α(x)φ′)′ + λ(β(x)φ′)′ + λ2ωq(x)φ− λ3q(x)φ = 0,(2.3)

Lψ = (α(x)ψ′)′ + λ(β(x)ψ′)′ + λ2ωq(x)ψ − λ3q(x)ψ = 0.(2.4)

Subtracting φLψ from ψLφ, we get

(α(x)φ′)′ψ + λ(β(x)φ′)′ψ − (α(x)ψ′)′φ− λ(β(x)ψ′)′φ = 0,

which implies

d

dx
((α(x) + λβ(x))(φ′ψ − φψ′)) = 0.

Using the boundary conditions, we have

(α(x) + λβ(x))(φ′ψ − φψ′) = 0, 0 < x < L.

Noting that (α(x) + λβ(x)) �= 0 and φ, and that ψ are continuously differentiable, we
conclude that the Wronskian

φ′ψ − φψ′ = 0,

and hence the functions φ and ψ are dependent. This implies that the dimension of
the eigenspace corresponding to λ is one.

Theorem 2.2 (orthogonality relation). Given two complex functions f and g,
we define

〈f, g〉 :=

∫ L

0

f(x)g(x)dx.(2.5)

Let {λm, φm} and {λn, φn} be two distinct eigenpairs, i.e., λm �= λn. Then we
have the following relation:

((λ2
m + λmλn + λ2

n)− ω(λm + λn))〈qφm, φn〉+ 〈βφ′m, φn′〉 = 0.(2.6)

Proof. Note that

L(λm)φm = (α(x)φ′m)′ + λm(β(x)φ′m)′ + λ2
mωq(x)φm − λ3

mq(x)φm = 0,

L(λn)φn = (α(x)φ′n)
′ + λn(β(x)φ′n)

′ + λ2
nωq(x)φn − λ3

nq(x)φn = 0,

φm(0) = φn(0) = φm(L) = φn(L) = 0.
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Then from the fact that

φnL(λm)φm − φmL(λn)φn = 0,

we can deduce

(α(x)φ′m)′φn + λm(β(x)φ′m)′φn − (α(x)φ′n)
′φm − λn(β(x)φ′n)

′φm
(2.7)

+(λ2
m − λ2

n)ωq(x)φmφn − (λ3
m − λ3

n)q(x)φmφn = 0,

or equivalently

d

dx
(α(x)(φ′mφn − φ′nφm)) +

d

dx
(β(x)(λmφ

′
mφn − λnφ′nφm))

−(λm − λn)β(x)φ′mφ
′
n + (λ2

m − λ2
n)ωq(x)φmφn

−(λ3
m − λ3

n)q(x)φmφn = 0.(2.8)

Now integrating over the interval [0, L] leads to

∫ L

0

d

dx
(α(x)(φ′mφn − φ′nφm))dx+

∫ L

0

d

dx
(β(x)(λmφ

′
mφn − λnφ′nφm))dx

−
∫ L

0

(λm − λn)β(x)φ′mφ
′
ndx+

∫ L

0

(λ2
m − λ2

n)ωq(x)φmφndx

−
∫ L

0

(λ3
m − λ3

n)q(x)φmφndx = 0,(2.9)

which, upon using the boundary conditions and cancelling the nonzero common factor
λm − λn, gives

((λ2
m + λmλn + λ2

n)− ω(λm + λn))

∫ L

0

q(x)φnφmdx+

∫ L

0

β(x)φ′mφ
′
ndx = 0.

Note that the product in (2.5) is not really an inner product. Nevertheless we
can think of (2.6) as an orthogonality relation for the eigenvalue system (1.5). From
the proof we can view it as a generalization of Green’s identity in the Sturm–Liouville
eigenvalue problem to the present cubic eigenvalue problem.

3. Analysis of the spectrum of L. Let us write down the operator pencil
associated with (1.5):

L(x,D, λ) = P0(x,D) + λP1(x,D) + λ2P2(x,D) + λ3P3(x,D),

where

P0(x,D)φ = (α(x)φ′)′,
P1(x,D)φ = (β(x)φ′)′,
P2(x,D)φ = ωq(x)φ,

P3(x,D)φ = −q(x)φ.

Recall that α(x) and β(x) are positive C1 functions on the closure of Ω := (0, L). In
this section we want to analyze the spectrum structure of L as an unbounded operator
in L2(Ω) with domain Dom(L) := H2(Ω) ∩ H1

0 (Ω) ⊂ L2(Ω) and range L2(Ω). We
need a few definitions first.
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Definition 3.1. We say that λ ∈ r(L), the resolvent set of L, if L−1(λ) exists
and is bounded on L2(Ω).

Definition 3.2. The set σ(L) = C \ r(L) is called the spectrum of L. To further
classify the spectrum of L, we define λ0 ∈ σdisc(L), the discrete spectrum (eigenvalues)
of L, if λ0 is an isolated point of σ(L) and the Laurent expansion of L−1 near λ0 can
be written as

L−1(λ) =

∞∑
j=−k

Aj(λ− λ0)
j ,(3.1)

where 0 ≤ k <∞ and the coefficients A−k, . . . , A−1 are all finite rank operators. The
essential spectrum of L, denoted by σess(L), is defined by σess(L) = σ(L) \ σdisc(L).
In other words, L−1 is a meromorphic function in C \ σess(L) and the coefficients of
the negative terms in the Laurent expansion of L−1 at the point in σdisc(L) are finite
rank operators.

Remark 3.1. If we consider the operator pencil B = Q − λ, where Q is a closed
operator, then the definitions of σdisc(B) and σess(B) in Definition 3.2 agree with the
usual ones defined, for example, in [14, p. 13, p. 108]. Moreover, any isolated point of
σ(B) is in the discrete spectrum. We can also see that if λ0 ∈ σdisc(L) then the kernel
of L(λ0) is nontrivial. In fact, with the help of Theorem 2.1, the kernel of L(λ0) is
one-dimensional whenever λ0 ∈ Ec, where E is as in (1.9).

To understand the structure of σ(L), let us examine σ(A), where

A = P0 + λP1.

Intuitively, σ(L) and σ(A) have similar structures except discrete points, since L,
in some sense, can be treated as A plus compact perturbations. Note that P−1

1 :
L2(Ω)→ H2(Ω) is bounded. Since P0 is self-adjoint, we have that P0P

−1
1 : L2(Ω)→

L2(Ω) is a closed operator. Also, it is readily seen that σess(A) = σess(P0P
−1
1 +λ) and

σdisc(A) = σdisc(P0P
−1
1 + λ). For consistency, here we have used the unconventional

notation σess(P0P
−1
1 +λ) and σdisc(P0P

−1
1 +λ) to represent, respectively, the essential

and discrete spectrum of P0P
−1
1 . In view of the assumptions on α(x) and β(x) and

the standard elliptic regularity theorem, we can see that σ(A) ⊆ E, where E is as in
(1.5). Clearly, E is an interval in the negative real axis. We are now ready to give a
description of σ(L).

Theorem 3.3. Let α(x), β(x) satisfy the assumptions as stated and q(x) ∈
L∞(Ω). Then the operator pencil L has only discrete spectrum in C \ σ(A).

Proof. If λ /∈ σ(A), then L−1 exists if and only if (I + (λ2P2 + λ3P3)A−1)−1

exists. Observe that

(λ2P2 + λ3P3)A−1 = (λ2P2 + λ3P3)P
−1
1 (P0P

−1
1 + λ)−1

is compact for all λ /∈ σ(A) and is an analytic operator-valued function of λ in C\σ(A).
In addition, we can check that (I + (λ2P2 + λ3P3)A−1)−1 exists at 0 ∈ C \ σ(A).
Now by the analytic Fredholm theorem [13, p. 201], we conclude that there exists
a set of discrete points S in C \ σ(A) such that (I + (λ2P2 + λ3P3)A−1)−1 exists
in C \ (σ(A) ∪ S). Moreover, (I + (λ2P2 + λ3P3)A−1)−1 is a meromorphic of λ
in C \ σ(A) and the coefficients of the negative terms in the Laurent expansion of
(I +(λ2P2 +λ3P3)A−1)−1 at λ0 ∈ S are finite rank operators. In other words, points
in S belong to σdisc(L).



POLE ASSIGNMENT FOR A VIBRATING SYSTEM 2123

Remark 3.2. It follows from Theorem 3.3 that L has only discrete spectrum
in Ec.

Next, we want to discuss the essential spectrum of L. It turns out that σess(L)
and σess(A) are equal.

Theorem 3.4.

σess(L) = σess(A).

Proof. Notice that the operator

Φ(λ) := (L −A) A−1 = (λ2P2 + λ3P3)P
−1
1 (P0P

−1
1 + λ)−1

is compact and analytic in C \ σ(A). Now if λ ∈ C \ σ(A), we can see that L−1 exists
if and only if (I + Φ(λ))−1 exists. Obviously, 0 ∈ C \ σess(A) and (I + Φ(0))−1 = I
exists. Recall that (P0P

−1
1 + λ)−1 is a meromorphic function in C \ σess(A) with

finite rank residues at points in σdisc(A). Hence, the operator Φ(λ) is compact for all
λ ∈ C \ σess(A) and meromorphic in C \ σess(A) with finite rank residues at points
in σdisc(A). Now, by the meromorphic Fredholm theorem [14, p. 107], there exists a
set of discrete points S′ such that (I + Φ(λ))−1 is meromorphic in C \ σess(A) with
finite rank residues at points in S′. In other words, L has only discrete spectrum
in C \ σess(A). Therefore, we conclude that σess(L) ⊆ σess(A). Conversely, by
exchanging the roles of L and A and going over the same argument, we can show that
σess(A) ⊆ σess(L).

4. Pole assignment. In this section we focus mainly on the method for replac-
ing some particular poles of L in Ec with the prescribed poles while keeping the others
in Ec unchanged. In other words, the whole concept is to determine a control force
required to do such a job. We have shown that L has only discrete spectrum in Ec

and the kernel of L at this discrete spectrum is one-dimensional. Therefore, we will
call (λ, φ) an eigenpair of L whenever L(λ)φ = 0 for λ ∈ Ec. Suppose that b(x) is a
real control function, and w(t) is a control force being applied to (1.1). Let v(x, t) be
the response of the controlled system. For our study, we take the control force w(t)
of the form

w(t) =

∫ L

0

[f1(x)∂tv(x, t) + f2(x)v(x, t) + g1(x)W̃ (∂xv)(x, t) + g2(x)W̃ (v)(x, t)]dx,

where

W̃ (v)(x, t) = ρ

∫ t

0

eω(t−s)v(x, s)ds.(4.1)

(We use W̃ , since the first term ρ in the function W has been absorbed into other
terms.) Thus, the controlled system is expressed as

∂x[p1(x)∂xv + p2(x)W (∂xv)]− q(x)∂2
t v

= b(x)

∫ L

0

[f1(x)v + f2(x)∂tv + g1(x)W̃ (∂xv) + g2(x)W̃ (v)]dx,

v(0, t) = v(L, t) = 0.(4.2)
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Simplifying (4.2) as done previously for the free system and letting v(x, t) =
ψ(x)eλt yields

Lc(λ)ψ := (α(x)ψ′)′ + λ(β(x)ψ′)′ + λ2ωq(x)ψ − λ3q(x)ψ

−b
∫ L

0

[λ(λf1 + f2)ψ − ω(λf1 + f2)ψ + ρg1ψ
′ + ρg2ψ]dx = 0,

ψ(0, t) = ψ(L, t) = 0.(4.3)

Here we restate that α(x) and β(x) belong to C1(Ω̄), and q(x) is in L∞(Ω).

Before we begin, we would like to do some simple adjustments and arrangements.
Let {λ1, λ2, . . . } = σdisc(L) \E with associated eigenvectors {φ1, φ2, . . . } and let the
first 	 discrete spectrum {λ1, . . . , λ�} satisfy {λ1, . . . , λ�}∩{λ�+1, λ�+2, . . . } = ∅. Now
we will show how to obtain the control force w(t), which assigns poles {λ1, . . . , λ�} of L
to prescribed values (still lying in Ec) while leaving the other poles in Ec unchanged.
More precisely, let {µ1, . . . , µ�} be in Ec with {µ1, . . . , µ�}∩{λ1, λ2, . . . } = ∅. Then we
wish to find f1(x), f2(x), g1(x) and g2(x) in (4.3) such that {µ1, . . . , µ�, λ�+1, . . . } =
σdisc(Lc) \ E.

Theorem 4.1. Let b(x) ∈ L2(Ω) satisfy

∫ L

0

bφjdx = 〈b, φj〉 �= 0 for j = 1, 2, . . . , 	.(4.4)

Assume that {λ1, . . . , λ�} has distinct elements and so does {µ1, . . . , µ�}. Let the
following functions be defined:

f1(x) := q

�∑
j=1

ξjφj ,

f2(x) := q

�∑
j=1

ξjλjφj ,

g1(x) :=

(
β

ρ

) �∑
j=1

ξjφ
′
j ,

g2(x) :=

(
q

ρ

) �∑
j=1

ξjλ
2
jφj ,(4.5)

where

ξj =
λj − µj
〈b, φj〉

�∏
r=1, r �=j

λj − µr
λj − λr , j = 1, 2, . . . , 	.(4.6)

Then we have that

(i) σess(Lc) = σess(L) and Lc has only discrete spectrum in Ec,
(ii) {µ1, . . . , µ�, λ�+1, . . . } ⊂ σdisc(Lc) \ E.

Proof. (i) Since α(x), β(x) ∈ C1(Ω̄) and q(x) ∈ L∞(Ω), we get from the elliptic
regularity theorem that φj ∈ H2(Ω) ∩H1

0 (Ω). Using the integration by parts in the
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integral term
∫ L
0
ρg1ψ

′dx of (4.3), we obtain that

b

∫ L

0

[λ(λf1 + f2)ψ − ω(λf1 + f2)ψ + ρg1ψ
′ + ρg2ψ]dx

= b

∫ L

0

{λ(λf1 + f2)− ω(λf1 + f2)ψ − ρg′1 + ρg2}ψdx

:= G(λ)ψ(x).

It is clear that G(λ) is an integral operator depending on λ analytically. In
view of (4.5) and the fact that b ∈ L2(Ω), we have that G(λ) is a Hilbert–Schmidt
operator on L2(Ω) and hence compact. Going over the proofs of Theorems 3.3 and
3.4 once again, we immediately conclude that Lc has only discrete spectrum in Ec

and σess(Lc) = σess(A) = σess(L).
(ii) We first show that with (4.5), for each k ≥ 	 + 1, the eigenpair {λk, φk} of

L satisfies Lc(λk)φk = 0. The idea is simply to show that the control term in (4.3) is
zero when λ is replaced by any λk, k ≥ 	+ 1. Clearly,

(αφ′k)
′ + λk(βφ

′
k)

′ + λ2
kωqφk − λ3

kqφk

−b
∫ L

0

λk(λkf1 + f2)φk − ω(λkf1 + f2)φk + ρg1φ
′
k + ρg2φk dx

= −b
∫ L

0

λk(λkf1 + f2)φk − ω(λkf1 + f2)φk + ρg1φ
′
k + ρg2φk dx

= −b
�∑
i=1

ξi{((λ2
k + λkλi + λ2

i )− ω(λk + λi))〈qφk, φi〉+ 〈βφ′k, φi′〉}.

By the orthogonality relation (2.6) we then conclude that Lc(λk)φk = 0, i.e.,
λk ∈ σdisc(Lc).

Now suppose that {µk, χk} is the solution of the system

(αχ′
k)

′ + µk(βχ
′
k)

′ + µ2
kωqχk − µ3

kqχk = b,

χk(0) = χk(L)(4.7)

for 1 ≤ k ≤ 	. The existence of the solution is guaranteed by the fact that µk ∈ r(L)
for all k and b ∈ L2(Ω). We will now show that Lc(µk)χk = 0 for all 1 ≤ k ≤ 	. First
we consider the following:{

(αχ′
k)

′ + µk(βχ
′
k)

′ + µ2
kωqχk − µ3

kqχk = b,
χk(0) = χk(L) = 0, 1 ≤ k ≤ 	,(4.8)

and {
(αφ′j)

′ + λj(βφ
′
j)

′ + λ2
jωqφj − λ3

jqφj = 0,
φj(0) = φj(L) = 0, 1 ≤ j ≤ 	.(4.9)

Multiplying (4.8) by φj and subtracting from it the quantity (4.9) times χk, we get,
on the one hand,

(λj − µk)〈βχ′
k, φj

′〉+ (µ2
k − λ2

j )ω〈qχk, φj〉
−(µ3

k − λ3
j )〈qχk, φj〉 = 〈b, φj〉.(4.10)
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On the other hand, let µ ∈ C and ψ : [0, L]→ C, and define

F (µ, ψ) :=

∫ L

0

µ(µf1 + f2)ψ − ω(µf1 + f2)ψ + ρg1ψ
′ + ρg2ψdx

=
�∑
j=1

ξj [〈βψ′, φj ′〉 − (µ+ λj)ω〈qψ, φj〉

+(λ2
j + µλj + µ2)〈qψ, φj〉].(4.11)

Here in the notation we suppress the dependence of F on φj ’s.
By writing

ξj =

(
λj − µj
〈b, φj〉

�∏
r=1, r �=j

λj − µr
λj − λr

)

= (λj − µk)
(∏�

r=1,r �=k(λj − µr)∏�
r=1,r �=j(λj − λr)

)(
1

〈b, φj〉
)
,(4.12)

we obtain

F (µk, ψ) =

�∑
j=1

(∏�
r=1,r �=k(λj − µr)∏�
r=1,r �=j(λj − λr)

)(
1

〈b, φj〉
)

×[(λj − µk)〈βψ′, φj ′〉+ (µ2
k − λ2

j )ω〈qψ, φj〉
−(λ3

j − µ3
k)〈qψ, φj〉].(4.13)

Let us check the validity of the equation

(αχ′
k)

′ + µk(βχ
′
k)

′ + µ2
kωqχk − µ3

kqχk − bF (µk, χk) = 0.(4.14)

Using (4.8), (4.10), and (4.12), we see that the left-hand side of (4.14) is

b− b
{

�∑
j=1

∏�
r=1,r �=k(λj − µr)∏�
r=1,r �=j(λj − λr)

}
= 0, 1 ≤ k ≤ 	,

where we used an identity from [3]: for any 1 ≤ k ≤ 	,
�∑
j=1

∏�
r=1,r �=k(λj − µr)∏�
r=1,r �=j(λj − λr)

= 1.

This completes the proof of (ii).
Next we want to show that the discrete spectrum of Lc in Ec is precisely given by

{µ1, . . . , µ�, λ�+1, . . . }. That is, no new extra discrete spectrum occurs in Ec except
those prescribed.

Theorem 4.2. Let f1, f2, g1, and g2 be defined as in (4.5) and (4.6), and the
assumptions of Theorem 4.1 hold. Moreover, assume that (λk, φk) satisfies

(3λ2
k − 2ωλk)〈qφk, φk〉+ 〈βφ′k, φ′k〉 �= 0(4.15)
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for 1 ≤ k ≤ 	. Then the discrete spectrum of Lc in Ec is precisely given by {µ1, . . . , µ�,
λ�+1, . . . }, i.e.,

{µ1, . . . , µ�, λ�+1, . . . } = σdisc(Lc) \ E.
Proof. The previous theorem shows that

{µ1, . . . , µ�, λ�+1, . . . } ⊂ σdisc(Lc) \ E.
Here, we only need to prove the opposite inclusion.

We first claim that {λ1, . . . , λ�} �∈ σdisc(Lc) \ E. Equivalently, those poled will
not show up again. To begin, we show that Lc(λk)φk �= 0 for 1 ≤ k ≤ 	. In fact, since
{λk, φk} is an eigenpair of L, we have that

Lc(λk)φk = L(λk)φk − b(x)F (λk, φk)

= −b(x)F (λk, φk).

By virtue of (4.11) and the orthogonality relation, we can see that

F (λk, φk) = ξk{(3λ2
k − 2ωλk)〈qφk, φk〉+ 〈βφ′k, φ′k〉}.

It is clear that ξk �= 0 and, therefore, F (λk, φk) �= 0 by the condition (4.15).
Next, we claim Lc(λk)ψ �= 0 for 1 ≤ k ≤ 	 if ψ and φk are linearly independent. In

fact, since the dimension of the eigenspace of L is one, we have L(λk)ψ �= 0. Suppose,
on the contrary, 0 = Lc(λk)ψ = L(λk)ψ − b(x)F (λk, ψ). On the one hand,

0 = 〈ψ,L(λk)φk〉 = 〈L(λk)ψ, φk〉
= 〈bF (λk, ψ), φ〉 = F (λk, ψ)〈b, φk〉.

But in view of (4.4), this leads to F (λk, ψ) = 0, and hence 0 = L(λk)ψ, a
contradiction.

Finally we show that if µ �∈ {λ1, λ2, . . . } ∪ {µ1, . . . , µk} and µ �∈ E, then µ �∈
σdisc(Lc) \E. We will use a contradiction. Suppose that {µ, φ} is an eigenpair of Lc.
Thus

0 = Lc(µ)φ

= L(µ)φ− b(x)C,
where the constant C = F (µ, φ). Note that C �= 0; otherwise µ ∈ σdisc(L) \ E. By
normalization, we can find {µ, ψ}, where ψ = 1

Cφ, so that

L(µ)ψ = b.

Now we can compute F (µ, ψ) as we did for F (µk, ψ) going from (4.8) to (4.13), and
hence

0 = Lc(µ)ψ

= L(µ)ψ − b(x)F (µ, ψ)

= b− bF (µ, ψ)

= b

⎡
⎣1−

�∑
j=1

1

λj − µ
Π�
r=1(λj − µr)

Π�
r=1,r �=j(λj − λr)

⎤
⎦

�= 0,
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which is a contradiction since the bracketed term can be transformed into a polynomial
of degree 	 in µ and µ1, . . . , µ� have been used up as the 	 roots. This completes the
proof.

In view of the above, conditions (4.4) and (4.15) can be legitimately called the
controllability conditions. We now show that if either one of (4.4) and (4.15) is
violated, then the mode λj cannot be relocated by our designed control force, where
1 ≤ j ≤ 	.

Theorem 4.3. For any 1 ≤ j ≤ 	, let (λj , φj) satisfy either 〈b, φj〉 = 0 or
(3λ2

j − 2ωλj)〈qφj , φj〉 + 〈βφ′j , φ′j〉 = 0. Then λj ∈ σdisc(Lc), with f1, f2, g1, and g2
of Lc being given in (4.5) and (4.6).

Proof. From the proof of Theorem 4.2, we immediately see that Lc(λj)φj = 0
if (3λ2

j − 2ωλj)〈qφj , φj〉 + 〈βφ′j , φ′j〉 = 0. Now we assume that 〈b, φj〉 = 0. In view

of the form of Lc, we have 〈Lc(λj)ψ, φj〉 = 0 for any ψ ∈ H2(Ω) ∩ H1
0 (Ω), which

implies that Lc(λj) is not invertible. For, if Lc(λj)−1 exists, then we can find a
ψj ∈ H2(Ω)∩H1

0 (Ω) such that Lc(λj)ψj = φ̄j and therefore 〈Lc(λj)ψ, φj〉 �= 0. Since
Lc has only discrete spectrum in Ec, λj must be in σdisc(Lc).

Finally, in order for the control to be realizable, we need to show that f1, f2, g1,
and g2 are real functions.

Theorem 4.4. Assume that both sets {λ1, . . . , λ�} and {µ1, . . . , µ�} are closed
under complex conjugation. Then the functions f1, f2, g1, and g2 are real functions.

Proof. Rewriting ξj yields

ξj =
λj − µj
〈b, φj〉

�∏
r=1, r �=j

λj − µr
λj − λr

=

∏�
r=1(λj − µr)

〈b, φj〉
∏�
r=1, r �=j(λj − λr)

.

Therefore, if λj is real and its associated eigenfunction φj is also real, then ξ̄j = ξj , i.e.,
ξj is real. Now assume that λj and λj+1 are a conjugate pair and their eigenfunctions
satisfy φj = φ̄j . Then we can see that

ξj+1 =

∏�
r=1(λj+1 − µr)

〈b, φj+1〉
∏�
r=1, r �=j+1(λj+1 − λr)

=

∏�
r=1(λ̄j − µr)

〈b, φ̄j〉
∏�
r=1, r �=j+1(λ̄j − λr)

=

∏�
r=1(λ̄j − µr)

〈b, φ̄j〉
∏�
r=1, r �=j(λ̄j − λ̄r)

= ξ̄j .

Thus, for f1, we have that

f̄ = q

�∑
j=1

ξ̄j φ̄j = q

�∑
j=1

ξjφj = f1,

i.e., f1 is real. Similarly, we can prove that f2, g1, and g2 are real.
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1. Introduction. Given a linear time invariant system of the form

ẋ(t) = Ax(t) +Bu(t), A, n× n, B, n×m(1.1)

we can associate with it a nonsingular polynomial matrix as follows: Define a non-
singular m × m polynomial matrix D(s) to be a polynomial matrix representation
of system (1.1) if D(s) is the denominator of any right coprime factorization of the
transfer function (sIn−A)−1B; i.e., (sIn−A)−1B = N(s)D(s)−1 for some n×m poly-
nomial matrix such that D(s), N(s) are relatively right coprime. Then it was proven
in [16] that given two matrix pairs (A1, B1) and (A2, B2) with polynomial matrix
representations D1(s) and D2(s), respectively, there is an invertible matrix T such
that (T−1A1T, T

−1B1) = (A2, B2) if and only if there is a unimodular matrix U(s)
such that D1(s)U(s) = D2(s) (notice that no mention is made of the corresponding
numerators). In other words, there is a one-to-one correspondence between the set of
orbits of matrix pairs under similarity and the set of orbits of nonsingular polynomial
matrices under right equivalence. This fact has some important consequences. Let us
mention just three of them:

(i) Since the Hermite normal form of any nonsingular polynomial matrix is a
canonical representative of each orbit for the right equivalence, we can associate each
class of system similar matrix pairs to an upper right proper polynomial matrix with
the identity as leading coefficient: the Hermite normal form of any polynomial matrix
representation of the system.

(ii) As any nonsingular polynomial matrix is right equivalent to a column proper
matrix (see [15]), and the column degrees of this matrix are uniquely determined, these
degrees are invariant under system similarity (these degrees are the controllability
indices of the system). This is a well-known fact that can be derived, of course, from
other approaches (see, for example, [9, 11]).

(iii) All polynomial matrix representations of system similar matrix pairs have
the same invariant factors, and these are (apart from invariant factors equal to 1)
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the invariant factors of the state matrix in any pair in the similarity class (see, for
example, [9]).

Feedback equivalence of matrix pairs is also related to an equivalence relationship
between the corresponding polynomial matrix representations. In order to expose it,
we need to introduce some notation and terminology. First, since we are going to
deal only with algebraic properties of systems, we will assume that the underlying
field, F, is arbitrary. Let F[s] and F(s) be the ring of polynomials and the field
of rational functions with coefficients in F. Let Fpr(s) denote the subset of rational
functions of F(s) whose denominators have a degree higher than or equal to that of the
numerators. This is a Euclidean ring called the ring of proper rational functions. As
usual, a polynomial matrix U(s) ∈ F[s]m×m is said to be unimodular if it is invertible
in F[s]m×m; i.e., its determinant is a constant nonzero polynomial. The unities in
Fpr(s)

m×m are called biproper or bicausal matrices; their determinants are biproper
rational functions, i.e., rational functions whose denominators and numerators have
equal degrees.

Two rational matrices T1(s), T2(s) ∈ F(s)m×n are said to be (left) Wiener–Hopf
equivalent if there exist matrices U(s) ∈ F[s]n×n, unimodular, and B(s) ∈ Fpr(s)

m×m,
biproper, such that T2(s) = B(s)T1(s)U(s). The right Wiener–Hopf equivalence is
defined similarly by exchanging the roles of B(s) and U(s). It is well known (see,
for example, [1, 4, 5]) that any m × n rational matrix T (s) is (left) Wiener–Hopf
equivalent to a diagonal matrix

∆ =

[
diag(sk1 , sk2 , . . . , skr ) 0

0 0

]
,

where the integers k1 ≥ · · · ≥ kr are uniquely determined by T (s) and are called the
(left) Wiener–Hopf factorization indices of T (s). In other words T1(s) and T2(s) are
Wiener–Hopf equivalent if and only if they have the same Wiener–Hopf factorization
indices. In particular, for a nonsingular polynomial matrix P (s) ∈ F[s]m×m its (left)
Wiener–Hopf factorization indices are nonnegative integers. These indices are the
column degrees of any column proper matrix right equivalent to P (s) (see [4]).

As shown in [4, 16], given two controllable systems (A1, B1) and (A2, B2), if D1(s)
and D2(s) are their respective polynomial matrix representations, then (A1, B1) and
(A2, B2) are feedback equivalent if and only if D1(s) and D2(s) are left Wiener–Hopf
equivalent. In other words, there are invertible matrices T and Q and a matrix R
such that (A2, B2) = (T−1(A1 + B1R)T, T−1B1Q) if and only if there are matrices
U(s), unimodular, and B(s), biproper, such that D2(s) = B(s)D1(s)U(s). This
is actually a result that follows from the fact that a proper precompensator, C(s),
can be implemented as a state feedback on a system with transfer function T (s) =
N(s)D(s)−1 if and only if C(s) is biproper and C(s)−1D(s) is polynomial (see [7]).

As a conclusion we have that the controllability indices of (A,B) are the Wiener–
Hopf factorization indices of any of its polynomial matrix representations.

We recall now that given a controllable system, (A,B), the famous Rosenbrock’s
theorem on pole placement [12] calls for the existence of a feedback gain F such that
the state matrix of the closed-loop system, A+BF , lies in a prescribed similarity class.
We can easily translate this theorem into a result about polynomial matrices. In fact,
let (A,B) be a controllable pair and assume that there is a matrix F such that A+BF
lies in a prescribed similarity class. Then any polynomial matrix representation of
(A + BF,B) has Wiener–Hopf factorization indices of (A,B), and invariant factors
of A + BF (apart from invariant factors equal to 1). This implies the existence of a
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polynomial matrix with prescribed Wiener–Hopf factorization indices and invariant
factors. Conversely, if there is a nonsingular polynomial matrix, D(s) ∈ F[s]m×m, with
k1 ≥ · · · ≥ km as Wiener–Hopf indices and α1(s) | · · · | αm(s) as invariant factors and
(A,B) ∈ F

n×n × F
n×m is a controllable pair with k1 ≥ · · · ≥ km as controllability

indices, then there is a matrix F ∈ F
m×n such that A + BF has α1(s), . . . , αm(s)

and n −m polynomials equal to 1 as invariant factors. For if D̃(s) is a polynomial
matrix representation of (A,B) and (A1, B1) is a controllable pair such that D(s)
is a polynomial matrix representation of this pair (such a pair always exists), then
D(s) and D̃(s) are Wiener–Hopf equivalent and so (A,B) and (A1, B1) are feedback
equivalent. Since A1 and D(s) have the same nontrivial invariant factors, there is a
matrix F such that A+BF = TA1T

−1 has the desired invariant factors.
Thus Rosenbrock’s theorem can be stated as follows.
Theorem 1.1. Let k1 ≥ k2 ≥ · · · ≥ km and α1(s) | α2(s) | · · · | αm(s) be

nonnegative integers and monic polynomials, respectively. Then there exists a non-
singular matrix D(s) ∈ F[s]m×m with α1(s), α2(s), . . . , αm(s) as invariant factors and
k1, k2, . . . , km as Wiener–Hopf factorization indices if and only if the following rela-
tions hold:

j∑
i=1

ki ≤
j∑
i=1

d(αm−i+1(s)), j = 1, 2, . . . ,m− 1,(1.2)

m∑
i=1

ki =

m∑
i=1

d(αi(s)),(1.3)

where d(·) stands for “degree of.”
Rosenbrock’s result relates the invariant factors (Smith structure) of a nonsingu-

lar polynomial matrix and its Wiener–Hopf factorization indices. In this paper we
generalize Rosenbrock’s result by studying the relationship between the finite and
infinite Smith–McMillan structure of a nonsingular rational matrix and its Wiener–
Hopf factorization indices (see [2] for a control interpretation of the infinite structure
of a rational matrix). A partial result on the problem of the relationship between
the Wiener–Hopf factorization indices and the Smith–McMillan structure at infinity
of nonsingular polynomial matrices can be found in [5].

It should be noted that these problems admit different but equivalent formula-
tions. In fact, we aim to completely characterize, for a given nonsingular rational
matrix T (s) ∈ F(s)m×m, the possible finite Smith–McMillan structure of matrices in
the set

{B(s)T (s) : B(s) biproper}

and the infinite Smith–McMillan structure of

{T (s)U(s) : U(s) unimodular}.

The infinite structure of rational matrices has shown to be of interest in control theory
(see, for example, [14]). A test for the solution of the well-known model matching
problem is based on the equality of the infinite structure of several matrices; this
structure appears significantly in the solution of the decoupling problem (see, for
example, [8, 10]).
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First, we recall the finite and infinite Smith–McMillan forms of a rational ma-
trix: Two rational matrices T1(s), T2(s) ∈ F(s)p×m are said to be equivalent if there
are unimodular matrices U(s) ∈ F[s]p×p and V (s) ∈ F[s]m×m such that T1(s) =
U(s)T2(s)V (s). And they are said to be equivalent at infinity if there exist biproper
rational matrices B1(s) ∈ Fpr(s)

p×p and B2(s) ∈ Fpr(s)
m×m such that T1(s) =

B1(s)T2(s)B2(s).
Any rational matrix T (s) ∈ F(s)p×m is equivalent to a diagonal matrix

S(s) =

[
diag

(
ε1(s)
ψ1(s)

, . . . , εr(s)ψr(s)

)
0

0 0

]
,

where r = rankT (s), εi(s), ψi(s) ∈ F[s] are monic and coprime such that ε1(s) |
ε2(s) | · · · | εr(s) and ψr(s) | ψr−1(s) | · · · | ψ1(s). The rational functions, εi(s)

ψi(s)
,

1 ≤ i ≤ r, are said to form the finite structure of T (s). The zeros of T (s) are the
roots, with their respective multiplicites, of εi(s), 1 ≤ i ≤ r, and the poles of T (s) are
the roots of ψi(s), 1 ≤ i ≤ r, with their respective multiplicites. The matrix S(s) is
the Smith–McMillan form of T (s) (see, for example, [12, 13]). The rational functions
ε1(s)
ψ1(s)

, . . . , εr(s)ψr(s)
will be called invariant rational functions of T (s). (Recall that they

are uniquely determined by T (s).)
Similarly, any rational matrix is equivalent at infinity to a diagonal matrix [2, 13]

D(s) =

[
diag (sq1 , sq2 , . . . , sqr ) 0

0 0

]
,

where r = rankT (s) and q1 ≥ q2 ≥ · · · ≥ qr, qi ∈ Z. The rational functions
sq1 , sq2 , . . . , sqr are called the invariant factors at infinity of T (s). In particular, a
nonsingular polynomial matrix P (s) ∈ F[s]m×m is equivalent at infinity to a diago-
nal matrix D(s) = diag(sq1 , sq2 , . . . , sqm), where q1 ≥ q2 ≥ · · · ≥ qm are (possibly
negative) integers.

The paper is organized as follows: In section 2 we extend Rosenbrock’s result to
rational matrices with prescribed finite structure. In order to deal with the problem
related to the infinite structure of rational matrices we work first with matrix poly-
nomials. We will need the concept of local Wiener–Hopf factorization indices. This
is not a new concept (see [5]) but since we want to work over an arbitrary field the
definition in [5] cannot be applied. So we will adopt a different and more general
approach. This is done in section 3. In section 4 we give some auxiliary results that
will provide a necessary and sufficient condition for the existence of a nonsingular
rational matrix with both Wiener–Hopf and infinite invariant factors prescribed. In
the last section we deal with the problem of the existence of a rational matrix with
the three types of invariants prescribed: Wiener–Hopf factorization indices and finite
and infinite structures.

Remark. We finish this section with two remarks:
1. If P (s) ∈ F[s]m×m, we can see from [13] that

∑j
i=1 qi is the greatest degree

among the degrees of all minors of P (s) of order j, j ∈ {1, 2, . . . ,m}. In particular,
q1 = d(P (s)); i.e., q1 is the degree of the element of P (s) of highest degree.

2. Conditions (1.2) and (1.3) will play an important role along the way. They
are usually summarized as

(k1, . . . , km) ≺ (d(αm(s)), . . . d(α1(s)))

by using the majorization symbol, ≺, in the sense of Hardy, Littlewood, and Polya
(see [6]).
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2. Wiener–Hopf factorization indices and finite structure of rational
matrices. Many problems about the structure of rational matrices can be deduced
from the corresponding problems about polynomial matrices. This is the case when
extending the Rosenbrock’s polynomial version given in Theorem 1.1 to rational ma-
trices. The idea is as follows: Let T (s) ∈ F(s)m×m be a rational matrix and let d(s)

be the monic least common denominator of all the elements tij(s) =
nij(s)
dij(s)

of T (s).

Then T (s) can be written as

T (s) =
1

d(s)
N(s),(2.1)

where N(s) ∈ F[s]m×m.
The following three lemmas examine the relationship between the finite and infi-

nite Smith–McMillan form of a rational matrix T (s) and the finite and infinite Smith–
McMillan form of the corresponding polynomial matrix N(s), as well as the relation-
ship between the Wiener–Hopf factorization indices of T (s) and N(s). The proofs of
the three lemmas are straightforward.

Lemma 2.1. Let T (s) ∈ F(s)m×m be a nonsingular rational matrix, d(s) the
least common multiple of its denominators, and d(s)T (s) = N(s) ∈ F[s]m×m. Let
ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) be irreducible rational functions, where εi(s), ψi(s) ∈ F[s] are monic

and coprime such that εi(s) | εi+1(s), i = 1, 2, . . . ,m − 1, while ψi+1(s) | ψi(s),
i = 1, 2, . . . ,m − 1. Let σi(s) = d(s)

ψi(s)
, i = 1, . . . ,m. Then ε1(s)

ψ1(s)
, . . . , εm(s)

ψm(s) are the

invariant functions of T (s) if and only if ε1(s)σ1(s), . . . , εm(s)σm(s) are the invariant
factors of N(s).

Notice that since ψi+1(s) | ψi(s), we have that σi(s) | σi+1(s), i = 1, . . . ,m; and
then ε1(s)σ1(s) | · · · | εm(s)σm(s).

Lemma 2.2. With T (s), d(s), and N(s) as in Lemma 2.1, let d = d(d(s)) and
q1 ≥ q2 ≥ · · · ≥ qm integers. Then sq1 , sq2 , . . . , sqm are the invariant factors at infinity
of T (s) if and only if sq1+d, sq2+d, . . . , sqm+d are the invariant factors at infinity of
N(s).

Lemma 2.3. With T (s), d(s), N(s), and d as in Lemma 2.2, let k1 ≥ k2 ≥ · · · ≥
km be integers. Then k1, k2, . . . , km are the Wiener–Hopf factorization indices of T (s)
if and only if k1 + d, k2 + d, . . . , km + d are the Wiener–Hopf factorization indices of
N(s).

Remark. As we already said, the Wiener–Hopf factorization indices of polynomial
matrices are nonnegative integers. In the case of rational matrices, these are not
always positive. In particular, the following is true for nonsingular proper rational
matrices:

1. If T (s) ∈ F(s)m×m
pr , then ki ≤ 0, i = 1, 2, . . . ,m. In particular, if T (s) is

strictly proper, then ki < 0, i = 1, 2, . . . ,m.
2. If T (s) ∈ F(s)m×m

pr , then qi ≤ 0, i = 1, 2, . . . ,m (see [13]). In particular, if
T (s) is strictly proper, then qi < 0, i = 1, 2, . . . ,m.

With the help of Lemmas 2.1 and 2.3, we can give a necessary and sufficient
condition for the existence of a nonsingular rational matrix with prescribed Wiener–
Hopf factorization indices and finite structure.

Theorem 2.4. Let k1 ≥ · · · ≥ km be integers and ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) irreducible

rational functions, where εi(s), ψi(s) ∈ F[s] are monic and coprime such that εi(s) |
εi+1(s), i = 1, 2, . . . ,m− 1, and ψi+1(s) | ψi(s), i = 1, 2, . . . ,m− 1. Then there exists
a nonsingular matrix T (s) ∈ F(s)m×m with k1, . . . , km as Wiener–Hopf factorization
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indices and ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) as invariant rational functions if and only if

(k1, . . . , km) ≺ (d(εm(s))− d(ψm(s)), . . . , d(ε1(s))− d(ψ1(s))).(2.2)

Proof. Let T (s), d(s), N(s), and d be as in Lemma 2.2. By using Lemmas 2.1 and

2.3 we know that if σi(s) = d(s)
ψi(s)

, i = 1, . . . ,m, then ε1(s)σ1(s) | · · · | εm(s)σm(s) are

the invariant factors of N(s) and k1 +d, . . . , km+d are its Wiener–Hopf factorization
indices. Thus, by Theorem 1.1 we have that

(k1 + d, . . . , km + d) ≺ (d(εm(s)σm(s)), . . . , d(ε1(s)σ1(s))).

But d(σi(s)) = d− d(ψi(s)), i = 1, . . . ,m. Thus,

(k1 + d, . . . , km + d) ≺ (d(εm(s))− d(ψm(s)) + d, . . . , d(ε1(s))− d(ψ1(s)) + d),

and condition (2.2) follows.
Conversely, as by definition of majorization km ≥ d(ε1(s)) − d(ψ1(s)), we have

that km + d(ψ1(s)) ≥ d(ε1(s)) ≥ 0. Thus, k1 + d(ψ1(s)) ≥ · · · ≥ km + d(ψ1(s)) ≥ 0.

On the other hand, as ψi(s) divides ψ1(s), i = 1, . . . ,m, we have that ε1(s)
ψi(s)

ψ1(s)

are polynomials satisfying ε1(s)
ψ1(s)

ψ1(s) | · · · | εm(s)
ψm(s)ψ1(s).

Now, from (2.2),

(k1 + d(ψ1(s)), . . . , km + d(ψ1(s)))

≺ (d(εm(s))− d(ψm(s)) + d(ψ1(s)), . . . , d(ε1(s))− d(ψ1(s)) + d(ψ1(s))).
(2.3)

Hence

(k1 + d(ψ1(s)), . . . , km + d(ψ1(s))) ≺
(
d

(
εm(s)

ψm(s)
ψ1(s)

)
, . . . , d

(
ε1(s)

ψ1(s)
ψ1(s)

))
.

(2.4)

By Theorem 1.1 there existsN(s) ∈ F[s]m×m with k1+d(ψ1(s)), . . . , km+d(ψ1(s))

as Wiener–Hopf factorization indices and ε1(s)
ψ1(s)

ψ1(s) | · · · | εm(s)
ψm(s)ψ1(s) as invariant

factors. By Lemmas 2.1 and 2.3, T (s) = 1
ψ1(s)

N(s) is the desired matrix.

In the following two sections we study the existence of polynomial matrices with
prescribed infinite structure and Wiener–Hopf factorization indices. Then we will
extend the obtained results to rational matrices with the help of Lemmas 2.2 and 2.3.

3. Local Wiener–Hopf factorization indices of a polynomial matrix. We
are led by the following idea to relate the infinite structure and the Wiener–Hopf fac-
torization indices of a polynomial matrix: By a conformal transformation we can
bring the point at infinity to any desired finite point, and then use the known proper-
ties (Rosenbrock’s theorem) for the finite structure of the corresponding polynomial
matrix in order to obtain information about those properties at infinity by reversing
the transformation. Locally the invariant factors reduce to the elementary divisors,
but we still need the concept of local Wiener–Hopf factorization indices. As we said
in the introduction, this is a well-known concept when F = C, the field of the complex
numbers (see, for example, [5]), but since we are working on an arbitrary field we will
use a different approach.

We need some preliminary results.
Proposition 3.1. Let P (s) ∈ F[s]m×m be a nonsingular polynomial matrix and

π(s) ∈ F[s] a monic irreducible polynomial. Then there exist matrices A(s) ∈ F[s]m×m

and B(s) ∈ F[s]m×m such that
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(i) P (s) = A(s)B(s),
(ii) the invariant factors of A(s) are powers of the polynomial π(s),
(iii) the invariant factors of B(s) are relatively prime with π(s).
Proof. Let S(s) = diag(α1(s), . . . , αm(s)) be the Smith canonical form of P (s),

α1(s) | · · · | αm(s) being its invariant factors. So there exist unimodular matrices
U(s), V (s) ∈ F[s]m×m such that

P (s) = U(s) diag(α1(s), . . . , αm(s))V (s).(3.1)

If π(s) is not a divisor of detP (s), then A(s) = Im and B(s) = P (s) satisfy the
requirements. If π(s) | detP (s), then αi(s) = π(s)diβi(s) with dm ≥ · · · ≥ d1 ≥ 0 and
gcd(βi(s), π(s)) = 1, i ∈ {1, 2, . . . ,m}. Thus,

P (s) = A(s)B(s)(3.2)

with

A(s) = U(s) diag(π(s)d1 , . . . , π(s)dm),

B(s) = diag(β1(s), . . . , βm(s))V (s),

and the proposition follows.
Proposition 3.2. Let P (s) ∈ F[s]m×m be a nonsingular polynomial matrix

and π(s) ∈ F[s] a monic irreducible polynomial. If there exist polynomial matrices
A1(s), B1(s) ∈ F[s]m×m and A2(s), B2(s) ∈ F[s]m×m such that

(i) P (s) = A1(s)B1(s) = A2(s)B2(s),
(ii) the invariant factors of A1(s) and A2(s) are powers of π(s),
(iii) the invariant factors of B1(s) and B2(s) are relatively prime with π(s),

then A1(s) and A2(s) are right equivalent.
Proof. By using conditions (i), (ii), and (iii), we can see that A1(s) and A2(s) as

well as B1(s) and B2(s) have, respectively, the same invariant factors: the first being
powers of π(s) and the second relatively prime with π(s).

By using (i) we have that

A1(s) = A2(s)B2(s)B1(s)
−1.(3.3)

Let G(s) = B2(s)B1(s)
−1. As B1(s)

−1 = 1
detB1(s)

Adj(B1(s)), it follows that the

matrix (detB1(s))G(s) is polynomial. Let D(s) ∈ F[s]m×m be the Smith canonical
form of (detB1(s))G(s). So there exist unimodular matrices U(s), V (s) ∈ F[s]m×m

such that

D(s) = U(s)(detB1(s))G(s)V (s).

Therefore

U(s)G(s)V (s) =
1

detB1(s)
D(s).

On the other hand, if we divide D(s) by detB1(s) and cancel out common factors,
we obtain the Smith–McMillan form of G(s) (see [13]):

SG(s) = U(s)G(s)V (s) =
1

detB1(s)
D(s) = diag

(
ε1(s)

ψ1(s)
, . . . ,

εm(s)

ψm(s)

)
,

where εi(s), ψi(s) are monic and coprime polynomials such that εi(s)|εi+1(s), while



WIENER–HOPF INDICES AND INFINITE STRUCTURE 2137

ψi+1(s)|ψi(s), i = 1, 2, . . . ,m− 1. Furthermore, as ψk(s) is a divisor of detB1(s) for
all k, we conclude that the polynomials ψk(s) are relatively prime with the invariant
factors of A2(s).

Note that since det(B2(s)B1(s)
−1) is a constant, det(SG(s)) = 1. We claim that,

in fact, SG(s) = Im. If this were not true, there would exist a k such that ψk(s) �= 1
(because otherwise, since det(SG(s)) = 1, we would have that εi(s) = 1 for all i and
then SG(s) = Im).

Let aik(s)
εk(s)
ψk(s)

be an arbitrary element of the kth column of A2(s)U(s)−1SG(s),

where aik(s) is the element in the (i, k) position of A2(s)U(s)−1. As A1(s)V (s) =

A2(s)U(s)−1SG(s) is a polynomial matrix, aik(s)
εk(s)
ψk(s)

is a polynomial. But since

gcd(εk(s), ψk(s)) = 1 we conclude that necessarily ψk(s) | aik(s) for all i; i.e., ψk(s)
is a divisor of every entry in the kth column of A2(s)U(s)−1 and thus a divisor
of det(A2(s)U(s)−1). This would be a contradiction unless ψk(s) = 1 because this
polynomial is a divisor of detB1(s) and this one is relatively prime to detA1(s), which
is equal (up to the product by a constant) to det(A2(s)U(s)−1). So SG(s) = Im as
claimed and A1(s) = A2(s)U(s)−1V (s)−1 as desired.

As said in the introduction, the Wiener–Hopf factorization indices of a polynomial
matrix P (s) are the column degrees of any of its right equivalent column reduced
matrices. In fact, there may be more than one column reduced matrix right equivalent
to P (s) but all of them have the same column degrees. Thus, by Propositions 3.1 and
3.2, the following definition makes sense.

Definition 3.3. Let P (s) ∈ F[s]m×m be a nonsingular polynomial matrix, and
π(s) ∈ F[s] a monic irreducible polynomial. Let A(s), B(s) ∈ F[s]m×m be polynomial
matrices such that

(i) P (s) = A(s)B(s),
(ii) the invariant factors of A(s) are powers of the polynomial π(s),
(iii) the invariant factors of B(s) are relatively prime with π(s).

Then the Wiener–Hopf factorization indices of A(s) will be called local Wiener–Hopf
factorization indices of P (s) with respect to π(s).

4. Wiener–Hopf factorization indices and infinite structure. In this sec-
tion we first give the relationship between the Wiener–Hopf factorization indices of
a nonsingular polynomial matrix and its invariant factors at infinity. We need some
technical lemmas. The proof of the first one is straightforward.

Lemma 4.1.

(a) Let P (s) ∈ F[s]m×m and q = d(P (s)). Then sqP (1/s) is a polynomial
matrix.

(b) Let U(s) ∈ F[s]m×m be a unimodular matrix. Then det(U(1/s)) = c ∈
F, c �= 0 and U(1/s) is a biproper matrix.

(c) Let L(s) ∈ Fpr(s)
m×m be a biproper matrix and m(s) the least common

denominator of the elements of L(1/s). Then m(s)L(1/s) is a polynomial matrix,
gcd(m(s), s) = 1, and gcd(det(m(s)L(1/s)), s) = 1.

(d) If P (s) is a column reduced matrix with column degrees p1, . . . , pm and
D(s) = diag(sp1 , . . . , spm), then P (1/s)D(1/s)−1 is a polynomial matrix.

Lemma 4.2. Let P (s) ∈ F[s]m×m be a nonsingular polynomial matrix with q =
d(P (s)) and let k1 ≥ k2 ≥ · · · ≥ km be its Wiener–Hopf factorization indices. Then
there exist both a nonnegative integer d and a polynomial, relatively prime with s,
m(s) such that d + q − km, . . . , d + q − k1 are the local Wiener–Hopf factorization
indices of m(s)sd+qP (1/s)T ∈ F[s]m×m with respect to the polynomial s.
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Proof. As k1, k2, . . . , km are the Wiener–Hopf factorization indices of P (s), there
exist matrices U(s) ∈ F[s]m×m, unimodular, and L(s) ∈ Fpr(s)

m×m, biproper, such
that

P (s) = L(s) diag(skm , . . . , sk1)U(s).(4.1)

Letm(s) be the least common denominator of the elements of L(1/s) and d = d(U(s)).
Then, replacing s by 1/s and multiplying by m(s)sd+q in (4.1), we get

m(s)sd+qP (1/s) = m(s)L(1/s) diag(sd+q−km , . . . , sd+q−k1)U(1/s),

and transposing

m(s)sd+qP (1/s)T = U(1/s)T diag(sd+q−km , . . . , sd+q−k1)m(s)L(1/s)T .

Now, let B(s) = m(s)L(1/s)T and A(s) = U(1/s)T diag(sd+q−km , . . . , sd+q−k1). Then,
using Lemma 4.1, the following hold.

(i) m(s)sd+qP (1/s)T = A(s)B(s) is a polynomial matrix. A(s) is also polyno-
mial. In fact, on the one hand, sdU(1/s)T is polynomial, and on the other hand, one
can easily deduce from [15] that q − ki ≥ 0 for all i = 1, . . . ,m.

(ii) The invariant factors of A(s) are powers of s.
(iii) The invariant factors of B(s) are relatively prime with s.
(iv) The Wiener–Hopf factorization indices of A(s) are d+q−km, . . . , d+q−k1,

since U(1/s) is a biproper matrix.
We conclude then, from Definition 3.3, that the local Wiener–Hopf factorization in-
dices of m(s)sd+qP (1/s)T are d+ q − km, . . . , d+ q − k1 as desired.

Recall now, from the first remark in this paper, that if sq1 , . . . , sqm are the in-
variant factors at infinity of P (s), then q1 = d(P (s)). So sq1P (1/s) is a polynomial
matrix (Lemma 4.1).

Lemma 4.3. Let P (s) ∈ F[s]m×m be a nonsingular polynomial matrix and
sq1 , . . . , sqm , with q1 ≥ q2 ≥ · · · ≥ qm its invariant factors at infinity. Then for
any nonnegative integer d and any polynomial relatively prime with s, m(s), the poly-
nomials sd+q1−q1 | · · · | sd+q1−qm are the finite elementary divisors of the polynomial
matrix m(s)sd+q1P (1/s)T ∈ F[s]m×m associated to s.

Proof. Let α1(s) | · · · | αm(s) be the finite invariant factors of sq1P (1/s). Then
there exist unimodular matrices U(s), V (s) ∈ F[s]m×m such that

U(s)sq1P (1/s)V (s) = diag(α1(s), . . . , αm(s)).(4.2)

If we write αi(s) = saiβi(s) with gcd(βi(s), s) = 1, i = 1, . . . ,m, then 0 ≤ a1 ≤ · · · ≤
am. By changing s by 1/s in (4.2) we have

U(1/s)
1

sq1
P (s)V (1/s) = diag

(
1

sa1
β1(1/s), . . . ,

1

sam
βm(1/s)

)
.(4.3)

Notice that βi(1/s) is a biproper rational function because gcd(βi(s), s)) = 1. Thus,
by multiplying (4.3) on the right by the biproper matrix

B(s) = diag

(
1

β1(1/s)
, . . . ,

1

βm(1/s)

)

and setting B1(s) = U(1/s) and B2(s) = V (1/s)B(s), we have that

B1(s)P (s)B2(s) = diag(sq1−a1 , . . . , sq1−am),
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with B1(s) and B2(s) biproper matrices and q1 − a1 ≥ · · · ≥ q1 − am. This means
that sq1−a1 , sq1−a2 , . . . , sq1−am are the invariant factors at infinity of P (s). But, by
hypothesis, these are sq1 , . . . , sqm . Therefore ai = q1 − qi, i = 1, . . . ,m.

Now, let d be any nonnegative integer and m(s) any polynomial relatively prime
with s. By multiplying (4.2) by m(s)sd and transposing, we get

V (s)T (m(s)sd+q1P (1/s)T )U(s)T

= diag(sd+q1−q1m(s)β1(s), . . . , s
d+q1−qmm(s)βm(s)),

where gcd(m(s)βi(s), s) = 1 for all i = 1, . . . ,m. This means that

sd+q1−q1m(s)β1(s), . . . , s
d+q1−qmm(s)βm(s)

are the invariant factors of m(s)sd+q1P (1/s)T and so sd+q1−q1 | · · · | sd+q1−qm are its
elementary divisors associated to the irreducible polynomial s.

Lemma 4.4. Let k1 ≥ · · · ≥ km, tm ≥ · · · ≥ t1 be nonnegative integers. Let
π(s) ∈ F[s] be a monic irreducible polynomial. Then there exists a nonsingular matrix
P (s) ∈ F[s]m×m with k1, . . . , km as its local Wiener–Hopf factorization indices with
respect to π(s) and π(s)t1 | · · · | π(s)tm as its finite elementary divisors associated to
π(s) if and only if

(k1, . . . , km) ≺ (tmd(π(s)), . . . , t1d(π(s))).(4.4)

Proof. Assume that there is a nonsingular matrix P (s) ∈ F[s]m×m such that
α1(s) | · · · | αm(s) are its invariant factors. We can write αi(s) = π(s)tiβi(s)
with gcd(βi(s), π(s)) = 1, i = 1, . . . ,m. The Smith canonical form of P (s) is
diag(α1(s), . . . , αm(s)) and there exist unimodular matrices U(s), V (s) ∈ F[s]m×m

such that P (s) = A(s)B(s) with

A(s) = U(s) diag(π(s)t1 , . . . , π(s)tm)

and

B(s) = diag(β1(s), . . . , βm(s))V (s).

By Definition 3.3 the local Wiener–Hopf factorization indices of P (s) with respect
to π(s), i.e., k1, . . . , km, are the Wiener–Hopf factorization indices of A(s). Since
π(s)t1 | · · · | π(s)tm are the invariant factors of A(s), condition (4.4) follows from
Rosenbrock’s theorem (Theorem 1.1).

Conversely, by Rosenbrock’s theorem there exists a nonsingular matrix A(s) ∈
F[s]m×m with Wiener–Hopf factorization indices k1, . . . , km and π(s)t1 | · · · | π(s)tm

as invariant factors. So it is sufficient to take P (s) = A(s).
Now we can give our main result.
Theorem 4.5. Let k1 ≥ · · · ≥ km ≥ 0 and q1 ≥ · · · ≥ qm be integers. Then

there exists a nonsingular matrix P (s) ∈ F[s]m×m with k1, . . . , km as Wiener–Hopf
factorization indices and sq1 , . . . , sqm as invariant factors at infinity if and only if

(k1, . . . , km) ≺ (q1, . . . , qm).(4.5)

Proof. First, we are going to prove the necessity. We know that q1 = d(P (s)). By
using Lemma 4.2, there exist both a polynomial m(s) such that gcd(m(s), s) = 1 and
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a nonnegative integer d such that d+ q1 − km, . . . , d+ q1 − k1 are the local Wiener–
Hopf factorization indices of m(s)sd+q1P (1/s)T ∈ F[s]m×m with respect to s, and by
Lemma 4.3, sd+q1−q1 | · · · | sd+q1−qm are its finite elementary divisors associated to
the irreducible polynomial s. Then, by Lemma 4.4 applied to the polynomial matrix
m(s)sd+q1P (1/s)T , we have that

(d+ q1 − km, . . . , d+ q1 − k1) ≺ (d+ q1 − qm, . . . , d+ q1 − q1).
From the definition of majorization we conclude that condition (4.5) holds.

Conversely, if condition (4.5) holds and bearing in mind that q1 ≥ k1 ≥ ki,
i = 1, . . . ,m, we have that

(q1 − km, . . . , q1 − k1) ≺ (q1 − qm, . . . , q1 − q1).
By Rosenbrock’s theorem, there is a nonsingular matrix A(s) ∈ F[s]m×m with

q1 − km, . . . , q1 − k1 as Wiener–Hopf factorization indices and sq1−q1 | · · · | sq1−qm
as invariant factors. As postmultiplication by unimodular matrices does not change
either the Wiener–Hopf factorization indices or the invariant factors, we can assume
that A(s) is column-reduced and the degree of its ith column is q1 − km−i+1. Thus
we can write

A(s) = L(s) diag(sq1−km , . . . , sq1−k1)(4.6)

with L(s) a biproper matrix. Furthermore, since q1 − km ≥ · · · ≥ q1 − k1, it follows
that d(A(s)) = q1 − km.

By replacing s by 1/s and multiplying equation (4.6) by sq1 we have that

sq1A(1/s) = L(1/s) diag(skm , . . . , sk1),

where sq1A(1/s) is a polynomial matrix (Lemma 4.1). Then

sq1A(1/s)
T

= diag(skm , . . . , sk1)L(1/s)T .

Recall now that, by Lemma 4.1, if D(s) = diag(sq1−km , . . . , sq1−k1), then matrix
L(1/s) = A(1/s)D(1/s)−1 is polynomial. But since L(s) is biproper, detL(1/s) is
both a biproper rational function and a polynomial. Thus detL(1/s) = c ∈ F, c �= 0

and L(1/s) is unimodular. Hence the Wiener–Hopf factorization indices of sq1A(1/s)
T

are k1, . . . , km.
On the other hand, as sq1−q1 | · · · | sq1−qm are the invariant factors of A(s), there

exist unimodular matrices U(s), V (s) ∈ F[s]m×m such that

U(s)A(s)V (s) = diag(sq1−q1 , . . . , sq1−qm).(4.7)

Then, replacing s by 1/s and multiplying by sq1 , we have that

U(1/s)sq1A(1/s)V (1/s) = diag(sq1 , . . . , sqm)

and

V (1/s)T sq1A(1/s)TU(1/s)T = diag(sq1 , . . . , sqm),

where U(1/s)T and V (1/s)T are biproper matrices (Lemma 4.1). Hence sq1 , . . . , sqm

are the invariant factors at infinity of sq1A(1/s)T . Therefore if we write P (s) =
sq1A(1/s)T the theorem follows.
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We finish this section by extending the previous result to nonsingular rational
matrices.

Theorem 4.6. Let k1 ≥ · · · ≥ km and q1 ≥ · · · ≥ qm be integers. Then
there exists a nonsingular matrix T (s) ∈ F(s)m×m with k1, . . . , km as Wiener–Hopf
factorization indices and sq1 , . . . , sqm as invariant factors at infinity if and only if

(k1, . . . , km) ≺ (q1, . . . , qm).(4.8)

Proof. Recall that if d(s) is the monic least common denominator of all the
elements of T (s) and d = d(d(s)), then

T (s) =
1

d(s)
N(s),

where N(s) ∈ F[s]m×m. By using Lemmas 2.2 and 2.3 we know that k1+d, . . . , km+d
are the Wiener–Hopf factorization indices of N(s) and sq1+d, . . . , sqm+d are its invari-
ant factors at infinity. Now, by Theorem 4.5 applied to the nonsingular polynomial
matrix N(s), we have that

(k1 + d, . . . , km + d) ≺ (q1 + d, . . . , qm + d),

and (4.8) follows.
Conversely, let d be any integer such that d ≥ |km|. Then k1 + d, . . . , km + d are

nonnegative integers and q1 + d, . . . , qm + d are integers. From (4.8)

(k1 + d, . . . , km + d) ≺ (q1 + d, . . . , qm + d).

Thus, by Theorem 4.5 there exists N(s) ∈ F[s]m×m with k1+d, . . . , km+d as Wiener–
Hopf factorization indices and sq1+d, . . . , sqm+d as invariant factors at infinity.

Let T (s) = 1
d(s)N(s), where d(s) is any polynomial of degree d. By applying

Lemmas 2.2 and 2.3, we have that T (s) is the desired matrix.
As a consequence we get the following relationship between the Wiener–Hopf fac-

torization indices and invariant factors at infinity of proper rational function matrices.
Corollary 4.7. Let k1 ≥ · · · ≥ km and q1 ≥ · · · ≥ qm be nonpositive integers.

Then there exist a nonsingular matrix T (s) ∈ F(s)m×m
pr with k1, . . . , km as Wiener–

Hopf factorization indices and sq1 , . . . , sqm as invariant factors at infinity if and only
if

(k1, . . . , km) ≺ (q1, . . . , qm).

5. Wiener–Hopf factorization indices and finite and infinite structures
of rational matrices. Although prescribing three types of invariants usually results
in a more difficult problem, this is not the case for the one that we are studying.
The reason is that, for a given rational matrix T (s) ∈ F(s)m×m, the Wiener–Hopf
factorization indices of all matrices in the sets

{B(s)T (s) : B(s) biproper} and {T (s)U(s) : U(s) unimodular}

are the same. The following theorem characterizes the finite and infinite structure
of nonsingular rational matrices when their Wiener–Hopf factorization indices are
prescribed.



2142 A. AMPARAN, S. MARCAIDA, AND I. ZABALLA

Theorem 5.1. Let k1 ≥ · · · ≥ km, q1 ≥ · · · ≥ qm be integers and ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s)

irreducible rational functions, where εi(s), ψi(s) ∈ F[s] are monic and coprime such
that εi(s) | εi+1(s), i = 1, 2, . . . ,m − 1, and ψi+1(s) | ψi(s), i = 1, 2, . . . ,m − 1.
Then there exists a nonsingular rational matrix T (s) ∈ F(s)m×m with k1, . . . , km as
Wiener–Hopf factorization indices, sq1 , . . . , sqm as invariant factors at infinity, and
ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) as invariant rational functions if and only if

(k1, . . . , km) ≺ (d(εm(s))− d(ψm(s)), . . . , d(ε1(s))− d(ψ1(s))),(5.1)
(k1, . . . , km) ≺ (q1, . . . , qm).(5.2)

Proof. The necessity of (5.1) and (5.2) follows from Theorems 2.4 and 4.6.
Conversely, by Theorem 2.4 there exists a rational matrix T1(s) whose Wiener–
Hopf factorization indices are k1, . . . , km and whose invariant rational functions are
ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) . And by Theorem 4.6 there exists a rational matrix T2(s) whose

Wiener–Hopf factorization indices are k1, . . . , km and whose invariant factors at in-
finity are sq1 , . . . , sqm . As T1(s) and T2(s) have the same Wiener–Hopf factorization
indices, they are Wiener–Hopf equivalent. So there exist both a biproper matrix
B(s) ∈ Fpr(s)

m×m and a unimodular matrix U(s) ∈ F[s]m×m such that T1(s) =
B(s)T2(s)U(s). Thus T (s) = B(s)T2(s) = T1(s)U(s)−1 has the same infinite struc-
ture as T2(s), the same finite structure as T1(s) and the Wiener–Hopf factorization
indices of both T1(s) and T2(s). That is to say, T (s) is the desired matrix.

Remark. All throughout the paper we have been working with left Wiener–Hopf
factorization indices. The left Wiener–Hopf factorization indices of a nonsingular
polynomial matrix P (s) ∈ F[s]m×m are the column degrees of any column proper
polynomial matrix right equivalent to P (s). And these are, in turn, the controllability
indices of any controllable pair (A,B) with P (s) as polynomial matrix representation.

As said in the introduction, we also have right Wiener–Hopf indices and right
Wiener–Hopf equivalence of rational matrices. This is the same as the left Wiener–
Hopf equivalence but exchanging the roles of matrices B(s) and U(s). That is to say,
T1(s), T2(s) are right Wiener–Hopf equivalent if there are matrices U(s), unimodular,
and B(s), biproper, such that T1(s) = U(s)T2(s)B(s). In other words, T1(s) and T2(s)
are left Wiener–Hopf equivalent if and only if T1(s)

T and T2(s)
T are right Wiener–

Hopf equivalent. For a polynomial matrix, P(s), the right Wiener–Hopf factorization
indices are the row degrees of any row proper polynomial matrix left equivalent to
P (s). And these are, again, the observability indices of any pair (BT , AT ) such that
P (s)T is a polynomial matrix representation of (A,B).

Since matrix transposition of a rational matrix does not change its finite or infi-
nite structure, all results in this manuscript can be translated straightforwardly into
results about the right Wiener–Hopf factorization indices of rational matrices just by
transposition.

We finish with two results that relate the left and right Wiener–Hopf factorization
indices. A partial result on this problem can be found in [3]. Actually, in that
paper the relationship between several types of factorization indices was studied. In
particular, a necessary and sufficient condition for two integer vectors to be the left
and right Wiener–Hopf factorization indices of a rational matrix function is provided.
This result is a consequence of our Theorem 5.3 and is presented as Corollary 5.4.

We consider again the sets

{U(s)T (s) : U(s) unimodular} and {T (s)U(s) : U(s) unimodular}.
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All matrices in these sets have the same finite structure and all the matrices in the
sets

{B(s)T (s) : B(s) biproper} and {T (s)B(s) : B(s) biproper}
have the same infinite structure. Ideas similar to those of Theorem 5.1 enable us to
prove the following.

Theorem 5.2. Let k1 ≥ · · · ≥ km, l1 ≥ · · · ≥ lm be integers and ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s)

m irreducible rational functions, where εi(s), ψi(s) ∈ F[s] are monic and coprime such
that εi(s) | εi+1(s), i = 1, 2, . . . ,m − 1, and ψi+1(s) | ψi(s), i = 1, 2, . . . ,m − 1.
Then there exists a nonsingular rational matrix T (s) ∈ F(s)m×m with k1, . . . , km as
left Wiener–Hopf factorization indices, l1, . . . , lm as right Wiener–Hopf factorization

indices, and ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) as invariant rational functions if and only if

(k1, . . . , km) ≺ (d(εm(s))− d(ψm(s)), . . . , d(ε1(s))− d(ψ1(s))),(5.3)

(l1, . . . , lm) ≺ (d(εm(s))− d(ψm(s)), . . . , d(ε1(s))− d(ψ1(s))).(5.4)

Proof. The necessity of (5.3) follows from Theorem 2.4. As T (s)T has l1, . . . , lm
as left Wiener–Hopf factorization indices and ε1(s)

ψ1(s)
, . . . , εm(s)

ψm(s) as invariant rational

functions, (5.4) holds by applying Theorem 2.4 to T (s)T . Conversely, by Theorem
2.4 there exists a rational matrix T1(s) whose left Wiener–Hopf factorization indices

are k1, . . . , km and whose invariant rational funtions are ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) , and there

exists another rational matrix T2(s) whose left Wiener–Hopf factorization indices are

l1, . . . , lm and whose invariant rational funtions are ε1(s)
ψ1(s)

, . . . , εm(s)
ψm(s) . As T1(s) and

T2(s)
T have the same finite structure, there are unimodular matrices U1(s), U2(s) ∈

F[s]m×m such that T1(s) = U1(s)T2(s)
TU2(s). Thus the desired matrix is T (s) =

U1(s)T2(s)
T = T1(s)U2(s)

−1.
Similarly we can prove the following.
Theorem 5.3. Let k1 ≥ · · · ≥ km, l1 ≥ · · · ≥ lm and q1 ≥ · · · ≥ qm be integers.

Then there exists a nonsingular rational matrix T (s) ∈ F(s)m×m with k1, . . . , km as
left Wiener–Hopf factorization indices, l1, . . . , lm as right Wiener–Hopf factorization
indices, and sq1 , . . . , sqm as invariant factors at infinity if and only if

(k1, . . . , km) ≺ (q1, . . . , qm),(5.5)

(l1, . . . , lm) ≺ (q1, . . . , qm).(5.6)

Corollary 5.4. Let k1 ≥ · · · ≥ km and l1 ≥ · · · ≥ lm be integers. Then there
exists a nonsingular rational matrix T (s) ∈ F(s)m×m with k1, . . . , km as left Wiener–
Hopf factorization indices and l1, . . . , lm as right Wiener–Hopf factorization indices
if and only if

m∑
i=1

ki =

m∑
i=1

li.(5.7)

Proof. The necessity of (5.7) is evident. Let us prove the sufficiency. We use the
notation q+ = max(q, 0) and choose integers q1 ≥ · · · ≥ qm in the following way:

q1 = max

(
m∑
i=1

ki
+,

m∑
i=1

li
+

)
, q2 = · · · = qm−1 = 0, qm =

m∑
i=1

ki − q1.(5.8)
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We have that

(k1, . . . , km) ≺ (q1, . . . , qm),(5.9)

(l1, . . . , lm) ≺ (q1, . . . , qm).(5.10)

The existence of T (s) follows from Theorem 5.3.

6. Conclusions. In this paper the relationship between the Wiener–Hopf fac-
torization indices of nonsingular polynomial matrices and their finite and infinite
structures has been investigated. The main result states that they must satisfy a
Rosenbrock-like theorem. In order to get this result the concept of local Wiener–Hopf
factorization indices with respect to any irreducible polynomial has been introduced.
The main results were generalized for rational matrices and the existence of matrices
with all kind of invariants (left and right Wiener–Hopf indices, and finite and infinite
structure) has been studied.

REFERENCES

[1] K. Clancey and I. Gohberg, Factorization of Matrix Functions and Singular Integral Oper-
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ASYMPTOTIC CONTROL OF PAIRS OF OSCILLATORS COUPLED
BY A REPULSION, WITH NONISOLATED EQUILIBRIA II:

THE SINGULAR CASE∗

MARC-OLIVIER CZARNECKI†

SIAM J. CONTROL OPTIM. c© 2004 Society for Industrial and Applied Mathematics
Vol. 42, No. 6, pp. 2145–2171

Abstract. Let φ : H → R be a C1 function on a real Hilbert space H, and let γ > 0 be a
positive damping parameter. For any (singular) repulsive potential V : H \{0} → R+, i.e., such that
limz→0 V (z) = +∞, and any control function ε : R+ → R+ \ {0} which tends to zero as t → +∞,
we study the asymptotic behavior of the trajectories of the coupled dissipative system of nonlinear
oscillators

(HBFC2
sing)

{
ẍ+ γẋ+ ∇φ(x) + ε(t)∇V (x− y) = 0,

ÿ + γẏ + ∇φ(y) − ε(t)∇V (x− y) = 0.

This system is the singular version of the regular (HBFC2
reg) system studied in [A. Cabot and M.-O.

Czarnecki, SIAM J. Control Optim., 41 (2002), pp. 1254–1280], where the potential V is defined
on the whole space H. The purpose of this paper is to obtain whenever possible the same existence
and convergence results in the singular case as in the regular case considered by A. Cabot and M.-O.
Czarnecki. This study is mainly motivated by a better convergence behavior of (HBFC2

sing) with the
same sharp condition on the control ε exhibited in [H. Attouch and M.-O. Czarnecki, J. Differential
Equations, 179 (2002), pp. 278–310] and by A. Cabot and M.-O. Czarnecki. Precisely, when H = R,

and if ε is a “slow” control, i.e.,
∫+∞
0 ε(t)dt = +∞, then the trajectories x and y converge to extremal

points of the set S = {λ ∈ R,∇φ(λ) = 0} of the equilibria of φ. The awkward case in A. Cabot
and M.-O. Czarnecki, where the trajectories may have the same limit, disappears. Of importance,
from a physical point of view, we thus can consider actual, for example electromagnetic, repulsive
potentials.

Key words. nonlinear oscillator, coupled system, slow control, heavy ball with friction, global
optimization, singular potential

AMS subject classifications. Primary, 37N40, 34G20; Secondary, 34H05, 34D05, 34E10,
49K15, 70F99

DOI. 10.1137/S036301290342320X

1. Introduction. Let H be a real Hilbert space, with scalar product and cor-
responding norm, respectively, denoted by 〈., .〉 and | . |. Let φ : H → R be a given
C1 real-valued function, called the potential function. An important problem is the
search of the equilibria of the function φ (i.e., the solutions of the equation ∇φ(x) = 0,
where ∇φ is the gradient of φ), among which the minima (global or local) play a par-
ticular role in optimization, physics, economics, etc. To obtain equilibria or minima of
the function φ, a powerful method is to follow the trajectories of an associated dissi-
pative gradient-like dynamical system, possibly discretized for numerical applications.
In many practical problems (for example, when minimizing a convex function which
is not strictly convex), the function φ has nonisolated equilibria and one wants to
choose a particular equilibrium or minimum, or also one may desire a full and global
description of the set of equilibria or minima of φ.

As motivated in [6], a fruitful direction is to consider coupled dynamical sys-
tems, exchanging information, and thus having more ability of globally exploring the
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function φ than a single noncoupled system. In order to obtain a global dynamical
approach of the set of the equilibria of φ, [6] studies the asymptotic behavior of the
regular (HBFC2

reg) system

(HBFC2
reg)

{
ẍ+ γẋ+∇φ(x) + ε(t)∇Vreg(x− y) = 0,

ÿ + γẏ +∇φ(y)− ε(t)∇Vreg(x− y) = 0,

where γ > 0 is a positive damping parameter, ε : R+ → R+ \ {0} is a control function
such that limt→+∞ ε(t) = 0, and Vreg : H → R+ is a (regular) coupling potential
function.

We refer the reader to [6] for the detailed reasons that lead us to consider the
regular (HBFC2

reg) system and also for more references on the subject. Let us simply
mention that to obtain more exploration properties than a first order in time dynam-
ical system, one considers second order in time dynamical systems, among which the
heavy ball with friction system

(HBF) ẍ(t) + γẋ(t) +∇φ(x(t)) = 0

enjoys most of the nice properties of the steepest descent method (see the recent
papers of Alvarez [1], Attouch, Goudou, and Redont [4], Goudou [7], Haraux and
Jendoubi [8], and Jendoubi [9]). By adding a Tikhonov-like asymptotic control term
ε(t)x(t), Attouch and Czarnecki [3] show that the system

(HBFC) ẍ(t) + γẋ(t) +∇φ(x(t)) + ε(t)x(t) = 0

will select a specific equilibrium when φ is convex and ε : R+ → R+ is a C1 control

function which tends to zero slowly, i.e., such that
∫ +∞
0

ε(t)dt = +∞.
It was then natural to examine if the selection property of the control in (HBFC)

could be adapted to a repulsive coupling of two systems, a case which is considered
in [6]. Precisely, when H = R and if ε is a “slow” control, i.e.,

∫ +∞
0

ε(t)dt = +∞,

then the trajectories x and y of (HBFC2
reg) converge to extremal points of the set

S = {λ ∈ R,∇φ(λ) = 0} of the equilibria of φ or have the same limit. However, in
this last case, one does not obtain more information than with the not coupled (HBF)
system. This is due to the lack of strength of the (regular) repulsive potential at the
origin, which allows the two trajectories to asymptotically collapse.

In order to forbid the solutions to collapse, we consider in this paper the case of
a singular potential, defined on H \ {0}, which, moreover, tends to +∞ at 0. Since
we want the potential to always be “active,” it is essential to impose ε(t) > 0 for
every t. Note that the (HBFC2

sing) system has a similar mechanical interpretation
as the (HBF) system with an extra repulsion force—deriving from the potential V—
between the two “balls.” Also, because of this natural physical aspect of the coupled
system, it is important to consider singular interaction potentials that are the ground
of the gravitational and electromagnetic theories. For example, in the case where
V (z) = 1/|z|2, it corresponds to the electric potential between two particles having a
varying load ε(t) of same sign.

We obtain the same types of properties for the (HBFC2
sing) system as for the

(HBFC2
reg) system, mainly showing that the trajectories x and y of (HBFC2

sing) satisfy

lim
t→+∞∇φ(x(t)) = lim

t→+∞∇φ(y(t)) = 0,

lim
t→+∞ ẋ(t) = lim

t→+∞ ẏ(t) = 0.
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But the proofs in the singular case cannot be derived from the regular case and are
much more involved. In the one-dimensional case, we show that the (HBFC2

sing)

system enjoys nicer properties than the (HBFC2
reg) system, precisely the awkward

case in [6], where the trajectories may have the same limit disappears.
One may wonder whether the singular case can be seen as an asymptotic limit

of regular cases. This question is of importance for numerical applications, since a
singular potential is likely to be numerically approximated by a regular potential. A
first look seems to indicate a positive answer (section 7.2).

Obviously one wants to obtain more results in higher, possibly infinite, dimension.
As in the regular case, the techniques that we use for the one-dimensional convergence
results are specific to the dimension one. These convergence results do not immedi-
ately apply in higher dimension (Remark 2.7), at least with the same precision. But
a numerical study (section 7.1) seems to indicate that the (HBFC2

sing) system still
enjoys good global exploration properties in higher dimension and opens perspective
of generalizations to higher dimension.

The paper is organized as follows. In section 2.1, we precisely state the global ex-
istence results and general asymptotic properties (Proposition 2.1 and Theorem 2.2).
In section 2.2, we precisely state the asymptotic convergence results in dimension one
(Theorems 2.4 and 2.6, Corollaries 2.7 and 2.8). In section 3, we provide remarks
on and counterexamples of our results. The results are proved in section 4 (global
existence), section 5 (asymptotic properties), and section 6 (asymptotic convergence
in dimension one). Finally, in section 7, we give numerical experiments in higher
dimension and address the question of the singular case as a limit of regular cases.

2. Main results. We assume the following (rather standard) set of assumptions.
Hypothesis 1. Let H be a real Hilbert space and φ : H → R be a map of class C1

such that

(Hφ)
{

(i) the map φ is bounded from below on H;
(ii) the map ∇φ is Lipschitz continuous on the bounded subsets of H.

Let V : H \ {0} → R+ be a map of class C1 such that

(HV )

{
(i) the map ∇V is locally Lipschitz continuous on H \ {0};
(ii) limz→0 V (z) = +∞ (singularity assumption).

Let ε : [0,+∞)→ R+ \ {0} be a function of class C1 such that

(Hε)
{

(i) the function ε is nonincreasing, i.e., ε̇(t) ≤ 0 ∀t ∈ R+;
(ii) limt→+∞ ε(t) = 0.

Let γ > 0, set Γ = {(x, y) ∈ H2, x− y 	= 0}, and
(
(x0, y0), (ẋ0, ẏ0)

)
∈ Γ×H2, the

(HBFC2
sing) system is defined as follows:

(HBFC2
sing)

⎧⎪⎪⎨
⎪⎪⎩

ẍ+ γẋ+∇φ(x) + ε(t)∇V (x− y) = 0,

ÿ + γẏ +∇φ(y)− ε(t)∇V (x− y) = 0(
x(0), y(0), ẋ(0), ẏ(0)

)
=
(
x0, y0, ẋ0, ẏ0

)
.

Remark 2.1. For the sake of readability, we take 0 as initial time. All the results
of the paper clearly hold by taking any other initial time t0 ∈ R and making the
corresponding adaptations in the statements.
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2.1. Global properties. The following proposition ensures the global existence
of the solutions of the (HBFC2

sing) system.
Proposition 2.1 (global existence). Assume Hypothesis 1. Then
(i) there exists a unique maximal solution (x, y) : [0,+∞) → Γ of (HBFC2

sing)
which is of class C2;

(ii) (ẋ, ẏ) ∈ L∞([0,+∞);H×H)∩L2([0,+∞);H×H), (φ(x), φ(y)) ∈ L∞([0,+∞);
R× R), and εV (x− y) ∈ L∞([0,+∞); R);

(iii) the energy function E, defined by E(t) = 1
2 |ẋ(t)|2 + 1

2 |ẏ(t)|2 + φ(x(t)) +
φ(y(t)) + ε(t)V (x(t)− y(t)), is nonincreasing.

Proposition 2.1 is proved in section 4 and commented on in section 3.1.
The next result shows first global (and essential for the following results) conver-

gence properties of the solutions of the (HBFC2
sing) system. The conclusions hold as

in the regular case [6, Theorem 2.1], with a stronger assumption on the potential V
for the convergence of ẋ and ẏ, but the proofs heavily differ because of the singularity
assumption. Most of the difficulties specific to the singular case are concentrated in
the proof of Theorem 2.2 given in section 5.

We shall consider two additional assumptions in the statement of Theorem 2.2.
The first assumption is a limit condition on the potential φ, which covers a wide set
of cases.

Hypothesis 2 (limit condition (LIM)). For every sequence (zn) ⊂ H such that
limn→+∞ |zn| = +∞, there exists a subsequence (zϕ(n)) such that limn→+∞ φ(zϕ(n)) =
+∞ or limn→+∞∇φ(zϕ(n)) = 0.

The limit condition (LIM) is discussed in detail in [6, section 3.3]. Let us just
mention that it is equivalent to the following assertion:

∀α > 0, ∀A ∈ R, the set {z ∈ H,φ(z) ≤ A and |∇φ(z)| ≥ α} is bounded,

and it is clearly satisfied in the two following more simple cases: (c) the map φ is
coercive, i.e., lim|z|→+∞φ(z) = +∞, and (d) lim|z|→+∞∇φ(z) = 0.

The second assumption is a double assumption on the potential V , repulsion and
radial symmetry (with an additional error term).

Hypothesis 3 (radial symmetry and repulsion (HV )(iii)). There exist a decreasing
function W : R+ \{0} → R+ of class C1 and a bounded “error” function e : H \{0} →
R+ of class C1 such that, for every z ∈ H \ {0},

V (z) = W (|z|) + e(z)

and such that, on a neighborhood of 0, ∇e is bounded and 〈∇e(z), z〉 ≤ 0.
Note that the typical electric potential V (z) = 1/|z|2 satisfies Hypothesis 3. The

error term is important, for instance to allow computations errors in numerical appli-
cations.

Theorem 2.2 (asymptotic properties). Part 1. Assume Hypothesis 1, and that,
for every r > 0 the map ∇V is bounded on the bounded subsets of H\B(0, r). Assume,
moreover, Hypothesis 2, i.e., the map φ satisfies the limit condition (LIM), or that
the trajectory (x, y) is bounded. Then

lim
t→+∞∇φ(x(t)) = lim

t→+∞∇φ(y(t)) = 0.

Hence if x∞(resp., y∞) is a cluster point of x (resp., y), then, x∞ (resp., y∞) ∈ S,
with S = {z ∈ H,∇φ(z) = 0}.
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Part 2. Additionally assume Hypothesis 3; i.e., the potential V is a radial repul-
sion. Then

lim
t→+∞ ẋ(t) = lim

t→+∞ ẏ(t) = 0.

Theorem 2.2 is proved in section 5 and commented on in section 3.2.
The following result specifies the behavior in the convex case.
Corollary 2.3. Under the assumptions of Theorem 2.2, additionally assume

that the map φ is convex. Then
(v) if the trajectory x (resp., y) is bounded, then limt→+∞ φ(x(t)) = inf φ

(resp., limt→+∞ φ(y(t)) = inf φ);
(vi) if an element x∞(resp., y∞) is a weak cluster point of x(resp., y), then

x∞(resp., y∞) ∈ S.
We refer the reader to [6] for the classical proof of Corollary 2.3.

2.2. Convergence in the one-dimensional case. In this section, we explore
the convergence and minimizing properties of the solutions of the (HBFC2

sing) system,
under the additional assumption that the space H is one-dimensional (i.e., H = R).
The singularity assumption implies in particular that the trajectories x and y may
never cross. We show that this property “passes to the limit” with a slow control and
thus improves the (slow control) results of [6], when the potential V is a repulsion,
i.e., satisfies

(HV )(iv) ∀z ∈ R \ {0}, zV ′(z) ≤ 0.

Precisely, the awkward case in [6], where the two trajectories x and y have the same
limit, does not appear in the forthcoming slow control results (section 2.2.2). Finally,
since H = R, note that the limit condition (LIM) is satisfied if φ is convex and
bounded from below.

2.2.1. Convergence of the trajectory. The next result shows the convergence
of the solutions of the (HBFC2

sing) system. Recall that S denotes the set of the
equilibria of φ: S = {z ∈ R, φ′(z) = 0}. In order to give a unified presentation of our
results, we let

Ŝ = {z ∈ R, lim
z→z

φ′(z) = 0}.
Theorem 2.4 (convergence of the solutions). Assume Hypothesis 1, with H = R.
Part 1. Assume that the solution (x, y) of the (HBFC2

sing) system is bounded.
Then it converges:

(i) There exists (x∞, y∞ ) ∈ Ŝ × Ŝ such that limt→+∞
(
x(t) , y(t)

)
=
(
x∞ , y∞

)
.

If y0 < x0 (resp., x0 < y0), then y∞ ≤ x∞ (resp., x∞ ≤ y∞). Moreover, if x∞ 	= y∞,
then

(ii) limt→+∞ ẋ(t) = limt→+∞ ẏ(t) = 0.

Part 2. Assume Hypothesis 2, i.e., the map φ satisfies the limit condition (LIM)
(for example, if φ is convex), or that the trajectory (x, y) is bounded,1 together with

(HV )(iv) ∀z ∈ R \ {0}, zV ′(z) ≤ 0.

Then the conclusions (i) and (ii) of Part 1 hold.

1This last case, mentioned again only for the convergence of ẋ and ẏ when x∞ = y∞, could be
deduced from the previous one—the (LIM) assumption—by changing the map φ.
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Theorem 2.4, Part 2 is similar to its regular version [6, Theorem 2.2]. Part 1
can be also stated in the regular case and thus improves [6, Theorem 2.2]. This
is precisely done in section 7.3. Theorem 2.4 is commented on in section 3.3 and
proved in sections 6.1 and 6.2. As in the regular case, when the map φ is convex, the
trajectory minimizes φ. The following corollary states this precisely.

Corollary 2.5. Under the assumptions of Theorem 2.4, Part 2, additionally
assume that the map φ is convex. Then limt→+∞(φ(x(t)) , φ(y(t))) = (inf φ , inf φ).

Remark 2.2. Corollary 2.5 may not hold if the map φ is not assumed to be convex,
even if it is quasi-convex. Adapt the counterexample in [6].

Proof of Corollary 2.5. Consider the different cases: (i) x∞ ∈ R (hence x is
bounded), (ii) x∞ = −∞ (hence φ′ ≥ 0), (iii) x∞ = +∞ (hence φ′ ≤ 0).

2.2.2. Slow control. By contrast with a “fast” control ε, i.e., such that∫ +∞
0

ε(t) dt < +∞, which merely acts as a perturbation (see [3] and [6]), a “slow”

control ε, i.e., such that
∫ +∞
0

ε(t) dt = +∞, has a more actual effect. The results in
this section show the convergence of the solution map (x, y) toward specific points of

Ŝ with a “slow” control ε. They are the exact singular counterpoint of the regular
versions given in [6, section 2.2.2]. The difference between the singular and regular
results is more obvious for Corollary 2.8 and [6, Corollary 2.4] and their consequences
(Corollary 2.9 and [6, Corollary 2.5]). An awkward case appears in the regular version,
namely [6, Corollary 2.4(iii)] limt→+∞ x(t) = limt→+∞ y(t), and it is the existence of
this case that originally motivated the study of the singular case. The other con-
vergence results are more general, but the differences with their regular version are
less spectacular. For every λ ∈ R, we denote by P+(λ) (resp., P−(λ)) the following
proposition:

For every neighborhood V (λ) of λ ∃µ ∈ V (λ) ∩ R, φ′(µ) > 0 (resp., φ′(µ) < 0).

Theorem 2.6 (slow parametrization).
2 Under the assumptions of Theorem 2.4,

Part 2, additionally assume that

(Hε)(iii)
∫ +∞

0

ε(t) dt = +∞,

(HV )(v) ∀M > 0, inf
0<|z|≤M

|V ′(z)| > 0.

Let (x∞, y∞ ) ∈ Ŝ × Ŝ be the limits of the trajectories. Assume y0 < x0 Then the
solution (x, y) of the (HBFC2

sing) system satisfies the following properties:

• if y∞ > −∞ and x∞ < +∞, then we have P−(y∞) and P+(x∞).
• if y∞ = −∞ and x∞ < +∞, then we have P+(y∞) or P+(x∞).
• if y∞ > −∞ and x∞ = +∞, then we have P−(y∞) or P−(x∞).

If x0 < y0, then the corresponding assertions hold (by exchanging the letters x and y).
Theorem 2.6 is proved in section 6.3.
Remark 2.3. Assumption (HV )(v) means that the potential V always remains

active near the origin, never being locally constant. This assumption is clearly satisfied
if the potential V is strictly convex on R+ and on R−.

2Theorem 2.6 applies for every initial condition, contrary to its regular version [6, Theorem 2.3],
which assumes that the trajectories do not have the same limit. The same holds for Corollary 2.7.
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In fact, Theorem 2.6 specifies the points of Ŝ, where the trajectories x and y
converge, as precisely stated in the next result.

Corollary 2.7 (slow parametrization). Under the assumptions of Theorem 2.6,

let I(λ) be the connected component of λ in Ŝ. If y0 < x0 and if one of the following
conditions is satisfied:

(a) −∞ < y∞,
(b) y∞ = −∞ and ∃λ ∈ R, φ′((−∞, λ]) ≤ 0,

then the trajectory x converges to an extremal point of I(x∞), precisely

x∞ ∈ {inf I(x∞), sup I(x∞)}.
If x0 < y0, then the corresponding assertions hold (by exchanging the letters x and y).

Corollary 2.7 is proved in section 6.4.
Remark 2.4. The conclusion of Corollary 2.7 may not be more precise in general.

Precisely, one cannot replace the conclusion x∞ ∈ {inf I(x∞), sup I(x∞)} by x∞ =
sup I(x∞). Adapt the counterexample in [6].

Remark 2.5. The conclusion of Corollary 2.7 does not hold if y∞ = −∞ and
there exists no λ ∈ R such that φ′((−∞, λ]) ≤ 0. Adapt the counterexample in [6].

When the set of equilibria is an interval, the behavior of the trajectories is more
precise.

Corollary 2.8 (slow parametrization with a connected set of equilibria). Under

the assumptions of Theorem 2.6, additionally assume that the set Ŝ is an interval (in
R) (for example, if φ is convex). Then the solution (x,y) of the (HBFC2

sing) system
satisfies one of the following cases:

(i) limt→+∞
(
x(t) , y(t)

)
=
(

sup Ŝ , inf Ŝ
)

if y0 < x0;

(ii) limt→+∞
(
x(t) , y(t)

)
=
(

inf Ŝ , sup Ŝ
)

if x0 < y0.

Corollary 2.8 is proved in section 6.5. As a (clear) consequence of Corollary 2.8,
the limit of the difference of the trajectories maximizes the (possibly) infinite diameter
of the set S.

Corollary 2.9. Under the assumptions of Theorem 2.6, additionally assume
that S is a nonempty interval and that Ŝ = cl

R
(S). Then the solution (x, y) of the

(HBFC2
sing) system satisfies

lim
t→+∞ |x(t)− y(t)| = diam(S).

The proof of Corollary 2.9 is immediate.
Remark 2.6. Corollary 2.9 may not hold if we do not assume Ŝ = cl

R
(S), even if

S is a nonempty interval. Adapt the counterexample in [6].
Remark 2.7. The formulation of Theorem 2.6 is specific to the dimension one.

This is not the case of Corollary 2.9, but Corollary 2.9 may not remain true in higher
dimension. Adapt the counterexample in [6].

3. Remarks and counterexamples.

3.1. On Proposition 2.1.
Remark 3.1. Proposition 2.1 easily generalizes by replacing the domain H \

{0} by any open set Ω ⊂ H, replacing (HV )(ii) by the following: for all z̄ ∈
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bdΩ, limz∈Ω, z→z̄ V (z) = +∞, and letting Γ = {(x, y) ∈ H2, x − y ∈ Ω}. We
let the reader check that the proof in section 4 still holds. This may be of interest,
on one side, if one wants to avoid points other than 0 and, on the other side, since it
then covers and thus generalizes the regular case (by taking Ω = H).

Remark 3.2. In Proposition 2.1, we consider only the case where ε(t) > 0 for
every t, i.e., the case where the control is effective. The case where ε(T ) = 0 for some
T can be easily proved. But, first, since the function ε is assumed to be nonincreasing,
ε(t) = 0 for every t ≥ T , and there is no control on the system for t ≥ T . Second,
one cannot ensure that the difference of the trajectories x− y remains in the domain
H \ {0}. For our purpose of controlling the system, the case where ε(t) > 0 for every
t is the only interesting one.

3.2. On Theorem 2.2.
Remark 3.3. Theorem 2.2, Part 1 may not hold if the trajectory (x, y) is not

bounded and if the map φ does not satisfy the limit condition (LIM). Adapt the
counterexample in [6].

Remark 3.4. If the trajectory (x, y) is bounded, then limt→+∞∇φ(x(t)) +
∇φ(y(t)) = 0 without assuming that ∇V is bounded on the bounded subsets of
H \B(0, r) (see Lemma 5.2 below).

Remark 3.5. Theorem 2.2, Part 1 may not hold if one replaces the set H \ {0}
by any open set Ω ⊂ H and makes the corresponding adjustment for (HV )(ii). Let

H = R, Ω = R \ [−2, 2], φ(x) = x2

2 , and V (z) = 1
|z−2| for z /∈ [−2, 2]. Then

x(t) = 1 + 1√
t
, y(t) = −x(t), are solutions to the corresponding (HBFC2

sing) system

with ε(t) = 4t−1 − 2t−5/2 + 3t−7/2 and ∇φ(x(t))→ 1 when t→ +∞. In some sense,
defining the singular potential V on more general open subsets Ω may create too many
constraints since the trajectory (x, y) must stay in the corresponding set Γ.

Remark 3.6. Theorem 2.2, Part 2 holds under the following more general as-
sumptions on the potential V :

(i) limn→+∞ V (zn) = +∞ ⇒ limn→+∞ zn = 0 for every sequence (zn) in H.
In view of the singularity assumption (HV )(ii), the previous implication would be an
equivalence.

(ii) The potential V is repulsive near 0, precisely 〈∇V (z), z〉 ≤ 0 for every
z ∈ B(0, r) \ {0} for some r > 0.

(iii) For some function λ : H → (−∞, 0), the function z �→ ∇V (z) − λ(z)z is
bounded.
These assumptions are clearly technical and are mentioned for the record.

Remark 3.7. Under the assumptions of Theorem 2.2, it is easy to find examples
of nonconvergent (nonbounded) trajectories of the (HBFC2

sing) system. In the regular
case [6, section 3.8], one immediately deduces examples of bounded and nonconvergent
trajectories of the (HBFC2

reg) system by taking ε(t) = 0 for every t, in which case

(HBFC2
reg) becomes a noncontrolled (HBF) system, with examples of bounded and

nonconvergent trajectories of (HBF); see Redont [11] (also in [4]) and Jendoubi and
Poláčik [10]. This cannot be done in the singular case, since we impose the condition
ε(t) > 0 for every t. But our concern being the exploration of the equilibria of φ by the
(HBFC2

sing) system, the extensive study of the converging properties of (HBFC2
sing),

of high interest for itself, is beyond the scope of this paper.

3.3. On Theorem 2.4.
Remark 3.8. Theorem 2.4, Part 1, (i) may not be true if the trajectory (x, y) is not

assumed to be bounded. It is possible to build an example such that limt→+∞ x(t) =
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+∞, lim inft→+∞ y(t) = −1, lim supt→+∞ y(t) = 1. Take

x(t) = 3 log(t)− cos(log(t)), y(t) = cos(log(t)),

and ε(t) = 1/
√
t. Then the maps t �→ x(t) and t �→ x(t)− y(t) are strictly increasing,

hence invertible, and their reciprocal functions are locally Lipschitz continuous. De-
fine φ : R → R of class C1, with a Lipschitz continuous derivate, by φ|[−1,1] = 0 and
ẍ(t) + ÿ(t) + ẋ(t) + ẏ(t) + φ′(x(t)) = 0 (for t ≥ e), i.e., φ′(3 log(t) − cos(log(t))) =
−3/t + 3/t2. Then φ′(z) ∼ −3α(z)e−z/3 with α(z) ∈ [e−1/3, e1/3] when z → +∞;
hence φ is bounded from below. Define V : (0,+∞) → R of class C1, with a Lip-
schitz continuous derivate, by ÿ(t) + ẏ(t) − ε(t)V ′(x(t) − y(t)) = 0 (for t ≥ e), i.e.,
V ′(3 log(t) − 2 cos(log(t))) = −(1/

√
t) sin(log(t)) + (1/t

√
t)(sin(log(t)) − cos(log(t))).

Then |V ′(z)| ≤ e−z/6+1/3 + o(e−z/6); hence V can be chosen positive. The map (x, y)
is by construction a solution of the corresponding (HBFC2

sing) system with γ = 1,
and the assumptions of Theorem 2.4, Part 1 are satisfied except for the bound on the
trajectory x.

Remark 3.9. Theorem 2.4, Part 1, (ii) may not be true if x∞ = y∞. In R, take
φ(x) = 0, and consider a function f : R→ R+ of class C1 such that supp f = [−1, 1],∫

R
f = 1, f ′|[−1,0] ≥ 0, f ′|[0,1] ≤ 0, and f(0) = 1. Define x by ẋ(t) = −e−t −∑
n∈N

√
1 + 1/n f(2n(t− n)) and limn→+∞ x(t) = 0, i.e.,

x(t) = e−t +
∑
n∈N

√
1 +

1

n

∫
u≥t

f (2n(u− n)) du.

Then ẋ(t) < 0; hence t �→ x(t) is monotone, it strictly decreases to 0, and the
reciprocal map z �→ t(z) is defined on (0, x(0)] and is locally Lipschitz continuous
(since ẋ is bounded from above by some negative real number on every compact set).3

Assume that for every n, there is a unique solution of 2nf ′(2n(t − n)) + f(2n(t −
n)) = 0 on the interval (n − 1/2n, n − 1/2n), which we denote n + αn, such that
limn→+∞ n22nαn = 0. This is the case if we take f(x) = (1 − x2)2, and in this case
αn = 1/22n+1+o(1/22n). Let us choose a nonincreasing control ε : [0,+∞)→ (0,+∞)
of class C∞ such that

ε(t) =
1

n
for every t ∈ [n+ αn + βn, n+ 1 + αn+1 − βn+1]

for some decreasing sequence (βn)n∈N of small enough positive real numbers. Define
V : (0,+∞)→ R by

V ′(2x(t)) = −(ẍ(t) + ẋ(t))/ε(t).

Then V ′ is locally Lipschitz continuous. Let us verify that limz→0 V (z) = +∞.
We have dV (2x(t))/dt = 2V ′(2x(t))ẋ(t) = −2ẋ(t)(ẍ(t) + ẋ(t))/ε(t). The map ẋ is
negative, and for every n and every t ∈ [n− 1 + 1/2n−1, n+ 1− 1/2n+1],

ẍ(t) + ẋ(t) = −
√

1 +
1

n

(
2nf ′ (2n (t− n)) + f (2n (t− n))

)
.

3This immediate statement is of importance in order to obtain a locally Lipschitz continuous
map V ′. Without this constraint, one could forget the term e−t in the definition of x and ẋ and
obtain a C1 coupling potential V , but nonunique solutions appear.
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Then ẍ(t) + ẋ(t) = 0 if t ∈ [n + 1/2n, n + 1 − 1/2n+1], ẍ(t) + ẋ(t) > 0 if t ∈
(n + αn, n + 1/2n), and ẍ(t) + ẋ(t) < 0 if t ∈ (n + 1 − 1/2n+1, n + 1 + αn+1).
Hence t �→ V (2x(t)) increases on the interval [n + αn, n + 1/2n], is constant on
[n+ 1/2n, n+ 1− 1/2n+1], and decreases on [n+ 1− 1/2n+1, n+ 1 +αn+1]. It is then
sufficient to estimate V (2x(n+ 1 + αn+1))− V (2x(n+ αn)).

V (2x(n+ 1 + αn+1))− V (2x(n+ αn)) =

∫ n+1+αn+1

n+αn

−2
ẋ(t)ẍ(t) + ẋ(t)2

ε(t)
dt

=

∫ n+1+αn+1

n+αn

−2
ẋ(t)ẍ(t) + ẋ(t)2

1/n
dt+ o

(
1

n

)
4

= −2n

∫ n+1/2n

n+αn

ẋ(t)ẍ(t) + ẋ(t)2dt− 2n

∫ n+1+αn+1

n+1−1/2n+1

ẋ(t)ẍ(t)

+ẋ(t)2dt+ o

(
1

n

)

= n
(
ẋ(n+ αn)

2 − ẋ(n+ 1 + αn+1)
2
)

+ o

(
1

n

)
5

= n

(
1 +

1

n
− 1− 1

n+ 1

)
+ o

(
1

n

)
6

=
1

n+ 1
+ o

(
1

n

)
.

Hence limz→0 V (z) = +∞, and by choosing V (2x(0)) large enough, V is positive.
Defining V symmetrically on R− \ {0}, all the assumptions of Theorem 2.4, Part 1
are satisfied. The map (x,−x) is by construction a solution of the corresponding
(HBFC2

sing) system with γ = 1, x∞ = y∞ = 0, and, clearly, the map ẋ does not
converge to 0.

Remark 3.10. The radial symmetry and repulsion assumption (HV )(iii), with
e = 0, implies assumption (HV )(iv), but the converse is not true. However, since
H = R, and since x − y keeps a constant sign, assumption (HV )(iv) is sufficient to
obtain Theorem 2.2, Part 2, i.e., limt→+∞ ẋ(t) = limt→+∞ ẏ(t) = 0.

4. Global existence: Proof of Proposition 2.1. The proof, which we briefly
recall, is quite standard and differs from the regular case only when showing that the
trajectories are defined on the whole set [0,+∞). We let

X = (x, y) ∈ H2, Φ(X) = φ(x) + φ(y), U(X) = V (x− y),
X0 = (x0, y0), Ẋ0 = (ẋ0, ẏ0).

The system (HBFC2
sing) then reduces to

(HBFC) Ẍ + γẊ +∇Φ(X) + ε(t)∇U(X) = 0, X(0) = X0, Ẋ(0) = Ẋ0.

Proof of (i). The second order system (HBFC) can be written as a first order
system in Γ×H2, Ẏ = F (t, Y ) with Y (t) = (X(t), Ẋ(t)), and F (t, u, v) = (v,−γv −

4The equality holds true by choosing βn and βn+1 small enough.
5The equality holds true since ẋ(n + 1/2n) = −en+1/2n = o(1/n2) and ẋ(n + 1 + 1/2n+1) =

o(1/n2).
6The function f attains its maximum at 0, f ′(0) = 0, and ẋ(n + αn) = −en+αn −√

1 + 1
n
f(2nαn) = o(1/n2) −

√
1 + 1

n
(1 + o(2nαn)) = −

√
1 + 1

n
+ o(1/n2).
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∇Φ(u) − ε(t)∇U(u)). For Y0 = (X0, Ẋ0) given in Γ × H2, the Cauchy–Lipschitz
theorem and Hypothesis 1 ensure the existence of a unique local solution to the
problem Ẏ = F (t, Y ), Y (0) = Y0. Let X denote the maximal solution defined on
the interval [0, Tmax) with 0 < Tmax ≤ +∞. Observe that equation (HBFC) and the
regularity assumptions on φ, V, and ε automatically imply that the map X is C2 on
the interval [0, Tmax). We first show that the map Ẋ is bounded.

We can define along every trajectory of (HBFC) the energy function by

E(t) =
1

2
|Ẋ(t)|2 + Φ(X(t)) + ε(t)U(X(t)).

By differentiation of E(t), and in view of (HBFC), we obtain for every t ∈ [0, Tmax)

Ė(t) =
〈
Ẋ(t), Ẍ(t) +∇Φ(X(t)) + ε(t)∇U(X(t))

〉
+ ε̇(t)U(X(t))

= −γ|Ẋ(t)|2 + ε̇(t)U(X(t)).
(4.1)

Since ε̇(t) ≤ 0 (assumption (Hε)(i)) and U ≥ 0, we have Ė(t) ≤ 0. Hence the
function E is nonincreasing, which proves (iii), and for all t ∈ [0, Tmax) E(t) ≤ E(0).
Equivalently,

1

2
|Ẋ(t)|2 + Φ(X(t)) + ε(t)U(X(t)) ≤ E(0).(4.2)

Since Φ is bounded from below, U(X(t)) ≥ 0, and ε(t) ≥ 0, we obtain that

sup
t∈[0,Tmax)

|Ẋ(t)| < +∞ and sup
t∈[0,Tmax)

ε(t)U(X(t)) < +∞.

We now prove Tmax = +∞, noting that assumption (HV )(ii) is crucial in the singular
case. Indeed, assume that Tmax < +∞. We have |X(t)−X(t′)| ≤ ||Ẋ||∞|t− t′|, and
since Tmax < +∞, then limt→Tmax X(t) := X∞ exists and belongs to clΓ. Hence, X
and Ẋ are bounded on [0, Tmax). From assumption (Hφ)(ii)

∇Φ(X) is bounded on [0, Tmax).(4.3)

From (4.2), we obtain for every t ∈ [0, Tmax), ε(t)U(X(t)) ≤ E(0) − inf Φ. Hence,
since the function ε is nonincreasing

∀t ∈ [0, Tmax), U(X(t)) ≤ E(0)− inf Φ

ε(Tmax)
.

Assume X∞ 	∈ Γ. Then X∞ ∈ bdΓ and assumption (HV )(ii) implies

lim
t→Tmax

U(X(t)) = +∞,

which contradicts the previous inequality. HenceX∞ ∈ Γ. Then the set {∇U(X(t)), t ∈
[0, Tmax)} ∪ {∇U(X∞)} is compact and, in particular,

∇U(X) is bounded on [0, Tmax).(4.4)

From (HBFC), (4.3), and (4.4) the map Ẍ is also bounded on the interval [0, Tmax).
Hence limt→Tmax Ẋ(t) = Ẋ∞ exists. Applying again the local existence theorem with
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initial data (X∞, Ẋ∞) ∈ Γ×H2, we extend the maximal solution to a strictly larger
interval, a contradiction. Hence Tmax = +∞, which completes the proof of (i).

Proof of (ii). From (4.1), since ε̇ ≤ 0 and U ≥ 0, we derive, for every t,∫ t

0

|Ẋ(s)|2ds ≤ 1

γ
(E(0)− E(t)).

Since the function E is nonincreasing, for every t, E(0) ≥ E(t) ≥ Φ(X(t)); hence the
map Φ is bounded from above, hence bounded, and the function E is bounded from
below. Hence limt→+∞E(t) = E∞ for some E∞ ∈ R. Hence Ẋ ∈ L2([0,+∞);H2).
We proved above that Ẋ ∈ L∞([0,+∞);H2) and εU(X) ∈ L∞([0,+∞); R).

5. Asymptotic properties: Proof of Theorem 2.2. The proof of Theo-
rem 2.2 goes in three steps. In section 5.1, we prove preliminary results. In section 5.2,
we prove Part 1. Finally, we prove Part 2 in section 5.3.

5.1. Preliminary results. In this section, we first obtain results by adding the
two equations of (HBFC2

sing), with no influence from the interaction potential V .
Lemma 5.1. Under the assumptions of Theorem 2.2,
(i) the maps ∇φ(x) and ∇φ(y) are bounded;
(ii) limt→+∞ ẋ(t) + ẏ(t) = 0, and the map ẍ+ ÿ is bounded.
Proof of Lemma 5.1. Proof of (i). If the trajectory (x, y) is bounded (case

(a)), it is an immediate consequence of assumption (Hφ)(ii). Let us now consider case
(b). From Proposition 2.1(ii), the map φ(x) is bounded. The limit condition (LIM)
implies that the set

C = {z ∈ H,φ(z) ≤ ‖φ(x)‖∞ and |∇φ(z)| ≥ 1}
is bounded. Since the map ∇φ is bounded on the bounded sets, it is bounded on C. If
x(t) /∈ C, since φ(x(t)) ≤ ‖φ(x)‖∞, we deduce |∇φ(x(t))| < 1. Hence the map ∇φ(x)
is bounded, and so is the map ∇φ(y).

Proof of (ii). By adding the two equations of (HBFC2
sing), we obtain

ẍ(t) + ÿ(t) + γ(ẋ(t) + ẏ(t)) +∇φ(x(t)) +∇φ(y(t)) = 0.(5.1)

Since, by (i), ∇φ(x) and ∇φ(y) are bounded and since by Proposition 2.1(ii), ẋ and
ẏ are bounded, then from (5.1) the map ẍ+ ÿ is bounded. From Proposition 2.1(ii),
the map ẋ+ ẏ belongs to L2([0,+∞), H), and we deduce by a classical argument

lim
t→+∞ ẋ(t) + ẏ(t) = 0.

Lemma 5.2. Under the assumptions of Theorem 2.2, let (tn) ⊂ R+ be a sequence
such that limn→+∞ tn = +∞ and (x(tn), y(tn)) is bounded. Then

lim
n→+∞∇φ(x(tn)) +∇φ(y(tn)) = 0.

Proof of Lemma 5.2. In view of Lemma 5.1(ii) and (5.1), it is equivalent
to prove that limn→+∞ ẍ(tn) + ÿ(tn) = 0. Take a real number τ > 0. Since the
maps ẋ and ẏ are bounded, and since the sequence (x(tn), y(tn)) is bounded, the sets⋃
n≥0 x([tn− τ, tn+ τ ]) and

⋃
n≥0 y([tn− τ, tn+ τ ]) are also bounded. Hence the map

∇φ is K-Lipschitz continuous on the bounded set⋃
n≥0

x([tn − τ, tn + τ ]) ∪
⋃
n≥0

y([tn − τ, tn + τ ])
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for some K > 0. Let z = x + y; then ż and z̈ are also Lipschitz continuous on the
bounded set

⋃
n≥0 x([tn−τ, tn+τ ])∪⋃n≥0 y([tn−τ, tn+τ ]). The proof now consists

in a.e. differentiating (5.1). We obtain, for almost every t,

˙ż̇(t) + γz̈(t)(t) +
d

dt
∇φ(x(.))(t) +

d

dt
∇φ(y(.))(t) = 0.

But | ddt∇φ(x(.))(t) + d
dt∇φ(y(.))(t)| ≤ K(|ẋ(t)|+ |ẏ(t)|). From the above equation,

for a.e. t, ˙ż̇(t) + γz̈(t)(t) ≤ K (|ẋ(t)|+ |ẏ(t)|) .(5.2)

Assuming without loss of generality that tn − τ ≥ 0, we multiply (5.2) by eγt and
integrate between tn − τ and tn.

z̈(tn) ≤ z̈(tn − τ)e−γτ + e−γtn
∫ tn

tn−τ
eγsK (|ẋ(s)|+ |ẏ(s)|) ds.

By Cauchy–Schwarz inequality

|z̈(tn)| ≤ |z̈(tn − τ)|e−γτ + e−γtn
(∫ tn

tn−τ
e2γs ds

) 1
2
(∫ tn

tn−τ
K2 (|ẋ(s)|+ |ẏ(s)|)2 ds

) 1
2

≤ |z̈(tn − τ)|e−γτ +
1√
2γ

(∫ tn

tn−τ
K2 (|ẋ(s)|+ |ẏ(s)|)2 ds

) 1
2

.

Recalling that ẋ and ẏ belong to L2([0,+∞);H), let us take the upper limit of each
member when n→ +∞:

lim sup
n→+∞

|ẍ(tn) + ÿ(tn)(tn)| ≤ ‖ẍ+ ÿ‖∞e−γτ .

At the limit when τ → +∞, we obtain limt→+∞ ẍ(tn) + ÿ(tn) = 0.

5.2. Proof of Theorem 2.2, Part 1. We distinguish the two cases (a) and (b).

5.2.1. Proof in case (a). The trajectory (x, y) is bounded, and the fact that
limt→+∞∇φ(x(t)) = limt→+∞∇φ(y(t)) = 0 is an immediate consequence of the
following lemma.

Lemma 5.3. Under the assumptions of Theorem 2.2, let (tn) ⊂ R+ be a sequence
such that limn→+∞ tn = +∞ and (x(tn), y(tn)) is bounded. Then

lim
n→+∞∇φ(x(tn)) = lim

n→+∞∇φ(y(tn)) = 0.

Contrary to its regular version [6, Lemma 4.1], the proof of Lemma 5.3 uses
the coupled structure of the system. An important step is the proof that the map
t �→ ∇V (x(t)− y(t)) is bounded on a convenient set.

Proof of Lemma 5.3. Assume that it is not true. Then there exists α > 0
and a subsequence of (tn), still denoted by (tn), such that limn→∞ tn = +∞ and
|∇φ(x(tn))| ≥ 2α or |∇φ(y(tn))| ≥ 2α for every n. Without loss of generality, we may
assume that, for every n ≥ 0,

|∇φ(x(tn))| ≥ 2α.(5.3)
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By assumption, the map ∇φ is K-Lipschitz continuous on the bounded set

C = {z ∈ H, ∃n ∈ N, |z − x(tn)| ≤ 1 or |z − y(tn)| ≤ 1}
for some K > 0. Let τ = α

Kmax{‖ẋ‖∞,‖ẏ‖∞} (assuming, without loss of generality,

that max{‖ẋ‖∞, ‖ẏ‖∞} 	= 0) and let t ∈ [tn, tn + τ ]. Then

|x(t)− x(tn)| ≤ ‖ẋ‖∞τ ≤ α

K
and |y(t)− y(tn)| ≤ ‖ẏ‖∞τ ≤ α

K
.

Assuming without loss of generality that α
K ≤ 1, then from above x(t) ∈ C and

y(t) ∈ C. Consequently,

|∇φ(x(t))−∇φ(x(tn))| ≤K|x(t)− x(tn)| ≤ K α

K
= α,(5.4)

|∇φ(y(t))−∇φ(y(tn))| ≤K|y(t)− y(tn)| ≤ K
α

K
= α.(5.5)

For every t ∈ [tn, tn + τ ], let us now multiply the first equation of (HBFC2
sing) by eγs

and integrate on the interval [tn, t]

eγtẋ(t)− eγtn ẋ(tn) +

∫ t

tn

eγs∇φ(x(s)) ds +

∫ t

tn

eγs ε(s)∇V (x(s)− y(s)) ds = 0.

(5.6)

In view of (5.4), we have∣∣∣∣
∫ t

tn

eγs∇φ(x(s)) ds −
∫ t

tn

eγs∇φ(x(tn)) ds

∣∣∣∣ ≤
∫ t

tn

eγsαds = α
eγt − eγtn

γ
.

On the other hand,∣∣∣∣
∫ t

tn

eγs∇φ(x(tn)) ds

∣∣∣∣ =
eγt − eγtn

γ
|∇φ(x(tn))| ≥ 2α

eγt − eγtn
γ

.

Then, noticing, moreover, that ∇φ is bounded by some M > 0 on the bounded set C,

α
eγt − eγtn

γ
≤
∣∣∣∣
∫ t

tn

eγs∇φ(x(s)) ds

∣∣∣∣ ≤M eγt − eγtn
γ

.(5.7)

Let us now prove that the map t �→ ∇V (x(t)−y(t)) is bounded on the set
⋃
n∈N

[tn, tn+
τ ]. From Lemma 5.2, limn→+∞∇φ(x(tn))+∇φ(y(tn)) = 0; hence there exists N ∈ N

such that, for every n ≥ N ,

|∇φ(x(tn)) +∇φ(y(tn))| ≤ α.(5.8)

Writing

2∇φ(x(tn)) = ∇φ(x(t))−∇φ(y(t)) + ∇φ(x(tn))−∇φ(x(t))

+ ∇φ(y(t))−∇φ(y(tn)) + ∇φ(x(tn)) +∇φ(y(tn))

and taking into account (5.3), (5.4), (5.5), and (5.8), we find 4α ≤ |∇φ(x(t)) −
∇φ(y(t))|+ 3α, i.e.,

|∇φ(x(t))−∇φ(y(t))| ≥ α.
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Since ∇φ is K-Lipschitz continuous on the bounded set C, we have |∇φ(x(t)) −
∇φ(y(t))| ≤ K |x(t)− y(t)|, which combined with the previous inequality yields

|x(t)− y(t)| ≥ α

K
.

Since (x(tn), y(tn)) is bounded, and since the maps ẋ and ẏ are bounded, the above
equation implies that the set⎧⎨

⎩x(t)− y(t), t ∈
⋃
n≥N

[tn, tn + τ ]

⎫⎬
⎭

is a bounded subset of H \B(0, αK ), and the map ∇V is bounded on this set. Equiv-
alently, the map t �→ ∇V (x(t)− y(t)) is bounded on the set

⋃
n≥N [tn, tn + τ ], hence

on the set
⋃
n∈N

[tn, tn + τ ]. Since limt→+∞ ε(t) = 0, for n large enough and for every
t ∈ [tn, tn + τ ], ∣∣∣∣

∫ t

tn

eγs ε(s)∇V (x(s)− y(s)) ds
∣∣∣∣ ≤ α

2

eγt − eγtn
γ

.(5.9)

In view of (5.6), (5.7), and (5.9), for every t ∈ [tn, tn + τ ],

α

2

eγt − eγtn
γ

≤ ∣∣eγtẋ(t)− eγtn ẋ(tn)∣∣ ≤ (
M +

α

2

) eγt − eγtn
γ

,

which can be rewritten as

α

2

eγ(t−tn) − 1

γ
≤ |eγ(t−tn)ẋ(t)− ẋ(tn)| ≤

(
M +

α

2

) eγ(t−tn) − 1

γ
.

Taking the following claim into account, we obtain, for some β > 0 and n large enough,∫ tn+τ

tn
eγ(t−tn) |ẋ(t)| dt ≥ β. We then deduce from Cauchy–Schwarz inequality

e2γτ − 1

2γ

∫ tn+τ

tn

|ẋ(t)|2 dt ≥ β2,

and, finally,
∫ tn+τ

tn
|ẋ(t)|2 dt ≥ 2γ β2 e−2γτ , which contradicts ẋ ∈ L2([0,+∞), H).

Hence limn→+∞∇φ(x(tn)) = limn→+∞∇φ(y(tn)) = 0.
Claim 5.1. Let g ∈ C0([0, τ ],R+) and h ∈ C0([0, τ ],R+) such that

∫ τ
0
g(t) dt > 0,

h(0) = 0. There exists β > 0 such that, for every f ∈ C0([0, τ ], H) which satisfies
g(t) ≤ |f(t)− f(0)| ≤ h(t) for every t ∈ [0, τ ],∫ τ

0

|f(t)|dt ≥ β.

Proof of Claim 5.1. Since h(0) = 0, we clearly have limt→0

∫ t
0
h(s) ds

t = 0. Let

θ ∈]0, τ [ such that
∫ θ
0
h(s) ds ≤

∫ τ
0
g(t)dt

4τ θ. Let β = min{
∫ τ
0
g(t) dt

2 ,
∫ τ
0
g(t)dt

4τ θ}. First

assume |f(0)| ≤
∫ τ
0
g(t)dt

2τ . Then |f(t)| ≥ g(t) − |f(0)| implies
∫ τ
0
|f(t)|dt ≥

∫ τ
0
g(t) dt

2 .

Now assume |f(0)| ≥
∫ τ
0
g(t)dt

2τ . Then |f(t)| ≥ |f(0)| − h(t) implies
∫ τ
0
|f(t)|dt ≥∫ θ

0
|f(t)|dt ≥

∫ τ
0
g(t)dt

2τ θ −
∫ τ
0
g(t)dt

4τ θ =
∫ τ
0
g(t)dt

4τ θ.
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5.2.2. Proof in case (b). Let us argue by contradiction and assume that it is
not true; i.e., there exists α > 0 and a sequence (tn) ⊂ R+ such that limn→+∞ tn =
+∞ and |∇φ(x(tn))| ≥ α or |∇φ(y(tn))| ≥ α. Without loss of generality, we may
assume that |∇φ(x(tn))| ≥ α. Since the map φ(x) is bounded (Proposition 2.1(ii)) and
since the map φ satisfies the limit condition (LIM), the sequence (x(tn)) is bounded.
The following lemma from [6] shows that the sequence (y(tn)) is also bounded. From
Lemma 5.3, limn→+∞∇φ(x(tn)) = 0, a contradiction. Hence limt→+∞∇φ(x(t)) =
limt→+∞∇φ(y(t)) = 0.

Lemma 5.4 (see [6, Lemma 4.2]). Assume Hypothesis 1 and Hypothesis 2; i.e.,
the map φ satisfies the limit condition (LIM). Let α > 0 and (tn) ⊂ R+ be a sequence
such that limn→+∞ tn = +∞, (x(tn)) is bounded, and |∇φ(x(tn))| ≥ α. Then the
sequence (y(tn)) is also bounded.

The proof of Lemma 5.4 is independent from the singularity assumption on V ,
and the proof given in [6] remains valid in the present case.

5.3. Proof of Theorem 2.2, Part 2. The proof of Part 2 heavily relies on
the direct study of the map x − y. By taking the difference of the two equations of
(HBFC2

sing), we obtain

(5.10)

ẍ(t)− ÿ(t) + γ(ẋ(t)− ẏ(t)) +∇φ(x(t))−∇φ(y(t)) + 2ε(t)∇V (x(t)− y(t)) = 0.

We then deduce that the function h(t) := 1
2 |x(t)− y(t)|2 satisfies the following equa-

tion:

ḧ(t) + γḣ(t) =|ẋ(t)− ẏ(t)|2 − 〈∇φ(x(t))−∇φ(y(t)), x(t)− y(t)〉(5.11)

−2ε(t)〈∇V (x(t)− y(t)), x(t)− y(t)〉.
Recalling that limt→+∞ ẋ(t) + ẏ(t) = 0 (Lemma 5.1), it is sufficient to prove that
limt→+∞ ẋ(t) − ẏ(t) = 0. Assume that it is not true. Then there is α > 0 and a
sequence (tn) ⊂ R+ such that limn→+∞ tn = +∞ and

lim
t→+∞ |ẋ(tn)− ẏ(tn)|

2 = α.

Since |ẋ−ẏ|2 ∈ L1([0,+∞); R+) (Proposition 2.1), then lim inft→+∞ |ẋ(t)−ẏ(t)|2 = 0.
Hence there exists two sequences (an) and (bn) in R+ such that

|ẋ(t)− ẏ(t)|2 ≥ α

2
for every t ∈ [tn − an, tn + bn],(5.12)

|ẋ(tn − an)− ẏ(tn − an)|2 = |ẋ(tn + bn)− ẏ(tn + bn)|2 =
α

2
.(5.13)

Without loss of generality, we assume |ẋ(tn)− ẏ(tn)|2 = α for every n. Since |ẋ− ẏ|2 ∈
L1([0,+∞); R+), we have limn→+∞ an = limn→+∞ bn = 0. From Rolle’s theorem,
there are tan ∈ (tn − an, tn) and tbn ∈ (tn + bn, tn) such that

2 〈ẍ(tan)− ÿ(tan), ẋ(tan)− ẏ(tan)〉 =
d

dt
|ẋ− ẏ|2(tan)=

α

2an
,(5.14)

2
〈
ẍ(tbn)− ÿ(tbn), ẋ(tbn)− ẏ(tbn)

〉
=
d

dt
|ẋ− ẏ|2(tbn)= −

α

2bn
.(5.15)

Taking the scalar product of (5.10) with ẋ(t)− ẏ(t), we deduce

〈ẍ(t)− ÿ(t), ẋ(t)− ẏ(t)〉+γ|ẋ(t)− ẏ(t)|2 + 〈∇φ(x(t))−∇φ(y(t)), ẋ(t)− ẏ(t)〉
+2ε(t)〈∇V (x(t)− y(t)), ẋ(t)− ẏ(t)〉 = 0.(5.16)
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Since the map t �→ γ|ẋ(t)− ẏ(t)|2 + 〈∇φ(x(t))−∇φ(y(t)), ẋ(t)− ẏ(t)〉 is bounded, and
in view of (5.14) and (5.15), for n large enough, we have

〈∇V (x(tan)− y(tan)), ẋ(tan)− ẏ(tan)〉 ≤ −
α

5an
,

〈∇V (x(tbn)− y(tbn)), ẋ(tbn)− ẏ(tbn)
〉 ≥ α

5an
.

At this point, let us first assume for simplicity that the error function e is equal to
zero. Note that in this case, the assumption that the function W is of class C1 is
automatically satisfied since we assumed that the potential V is of class C1. From

(HV )(iii), ∇V (z) = W ′(|z|) z
|z| . Hence 〈∇V (x− y), ẋ− ẏ〉 = W ′(|x−y|)

|x−y| 〈x− y, ẋ− ẏ〉 =
W ′(|x−y|)

|x−y| ḣ, and we deduce

ḣ(tan) > 0 and ḣ(tbn) < 0.

Let us now multiply (5.11) by eγt and integrate between tan and tbn:

1

γ

(
eγt

b
n ḣ(tbn)− eγt

a
n ḣ(tan)

)
=

∫ tbn

tan

|ẋ(t)− ẏ(t)|2−〈∇φ(x(t))−∇φ(y(t)), x(t)− y(t)〉

−2ε(t)〈∇V (x(t)− y(t)), x(t)− y(t)〉dt.
From (HV )(iii), 〈∇V (z), z〉 = W ′(|z|)|z|; hence 〈∇V (x(t)− y(t)), x(t)− y(t)〉 ≤ 0. In
view of (5.12), we deduce

α

2
(tbn − tan) ≤ sup

t∈[tan,t
b
n]

|x(t)− y(t)| sup
t∈[tan,t

b
n]

|∇φ(x(t))−∇φ(y(t))|(tbn − tan).

From the following lemma, the sequence (supt∈[tan,t
b
n] |x(t)− y(t)|)n∈N is bounded (re-

mark that this is clear when the trajectories x and y are bounded). From Theorem 2.2,
Part 1, we have limt→+∞∇φ(x(t)) = limt→+∞∇φ(y(t)) = 0, and we obtain a contra-
diction in the previous equation, for n large enough. Hence limt→+∞ ẋ(t)− ẏ(t) = 0,
which implies limt→+∞ ẋ(t) = limt→+∞ ẏ(t) = 0.

Lemma 5.5.

lim
n→+∞ sup

t∈[tan,t
b
n]

|x(t)− y(t)| = 0.

Proof of Lemma 5.5. It is a consequence on a direct estimation on the energy
function E(t) = 1

2 |ẋ(t)|2 + 1
2 |ẏ(t)|2 +φ(x(t))+φ(y(t))+ε(t)V (x(t)−y(t)). Recall that

it is decreasing (Proposition 2.1(iii)); hence E(tn − an) ≥ E(tn). Since |ẋ|2 + |ẏ|2 =
1
2 |ẋ − ẏ|2 + 1

2 |ẋ + ẏ|2, and since limt→+∞ ẋ(t) + ẏ(t) = 0 (Lemma 5.1), for n large
enough

1

2
|ẋ(tn − an)|2 +

1

2
|ẏ(tn − an)|2 ≤ α

3
,

1

2
|ẋ(tn)|2 +

1

2
|ẏ(tn)|2 ≥ α

2
.

Thus the inequality E(tn − an) ≥ E(tn) implies

ε(tn − an)V (x(tn − an)− y(tn − an)) ≥α
6

+ φ(x(tn)) + φ(y(tn))− φ(x(tn − an))
−φ(y(tn − an)) + ε(tn)V (x(tn)− y(tn)).
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But d
dtφ(x(t)) + d

dtφ(y(t)) = 〈∇φ(x(t)), ẋ(t)〉+ 〈∇φ(y(t)), ẏ(t)〉, the maps ẋ and ẏ are
bounded, limt→+∞∇φ(x(t)) = limt→+∞∇φ(y(t)) = 0, and limn→+∞ an = 0; hence
for n large enough

ε(tn − an)V (x(tn − an)− y(tn − an)) ≥ α

7
.

Since limt→+∞ ε(t) = 0, we have limt→+∞ V (x(tn − an) − y(tn − an)) = +∞. As-
sumption (HV )(iii) clearly implies that the potential V is bounded on H \ B(0, r),
for every r > 0, and we deduce that limn→+∞ |x(tn − an) − y(tn − an)| = 0. Since
limn→+∞ an = limn→+∞ bn = 0, since the map ẋ − ẏ is bounded, we deduce that
limn→+∞ supt∈[tn−an,tn+bn] |x(t) − y(t)| = 0. Since [tan, t

b
n] ⊂ [tn − an, tn + bn], this

ends the proof of Lemma 5.5.
We now proceed to the proof of Theorem 2.2, Part 2 in the general case. First

notice that Lemma 5.5 remains valid. From (HV )(iii), ∇V (z) = W ′(|z|) z
|z| +∇e(z).

Hence 〈∇V (x−y), ẋ− ẏ〉 = W ′(|x−y|)
|x−y| 〈x−y, ẋ− ẏ〉+ 〈∇e(x−y), ẋ− ẏ〉 = W ′(|x−y|)

|x−y| ḣ+

〈∇e(x − y), ẋ − ẏ〉. Since the gradient ∇e is bounded near 0, in view of Lemma 5.5,
and since the map ẋ − ẏ is bounded, we deduce that the term 〈∇e(x − y), ẋ − ẏ〉
is bounded on the interval [tan, t

b
n]. We thus deduce again ḣ(tan) > 0 and ḣ(tbn) < 0.

Since 〈∇V (z), z〉 = W ′(|z|)|z|+ 〈∇e(z), z〉, which is negative near 0, the remainder of
the proof holds.

5.3.1. Toward an alternate proof of Part 2. In this section, we show how a
more classical proof can lead to the same result without the strong repulsion assump-
tion on the potential V but, of course, with an additional assumption, namely, that
the two trajectories do not collapse.

Proposition 5.6. Under the assumptions of Theorem 2.2, Part 1, for every
µ > λ > 0,7

lim
t→+∞,|x(t)−y(t)|∈[λ,µ]

ẋ(t) = lim
t→+∞,|x(t)−y(t)|∈[λ,µ]

ẏ(t) = 0.(5.17)

Assume, moreover, that (x, y) is bounded, that the maps φ ◦ x and φ ◦ y converge,8

and that x− y 	→ 0. Then

lim
t→+∞ ẋ(t) = lim

t→+∞ ẏ(t) = 0.

Proof of Proposition 5.6. Assume that (5.17) is not true. Then there exist
α > 0 and a sequence (tn) ⊂ R+ such that limn→+∞ tn = +∞ and |ẋ(tn)| ≥ α,
|x(tn) − y(tn)| ∈ [λ, µ]. Let τ ∈ (0, λ

2(‖ẋ‖∞+‖ẏ‖∞) ]. Then for every t ∈ [tn, tn + τ ],

|x(t)− y(t)| ∈ [λ/2, µ+ λ/2]. Hence the map t �→ ∇V (x(t)− y(t)) is bounded on the
set

⋃
n∈N

[tn, tn + τ ]. Hence the map ẍ is bounded on the set
⋃
n∈N

[tn, tn + τ ]. By a
classical argument, we obtain a contradiction with ẋ ∈ L2([0,+∞)).

Let us now prove the second part. Since x−y 	→ 0 there exist α > 0 and a sequence
(tn) ⊂ R+ such that limn→+∞ tn = +∞ and |x(tn)− y(tn)| ∈ [α,max |x− y|]. From
part (a), ẋ(tn) → 0 and ẏ(tn) → 0. Since U(x(tn), y(tn)) = V (x(tn) − y(tn)) is
bounded, E(tn) → limt→+∞ φ(x(t)) + φ(y(t)). Since 1

2 |ẋ(t)|2 + 1
2 |ẏ(t)|2 ≤ E(t) −

φ(x(t))− φ(y(t)), we deduce the result.

7Of course we assume that the limits have a meaning, i.e., {t ≥ T | |x(t) − y(t)| ∈ [λ, µ]} �= ∅
for every T .

8This is here the case if φ is convex.
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6. Proof of the one-dimensional convergence results. In this section, we
consider the one-dimensional and singular case, i.e., H = R. Note that V ′ is clearly
bounded on the bounded subsets of R \ {0}; hence Theorem 2.2, Part 1 applies. In
particular, it implies

φ′(λ) = 0 for every λ ∈
[
lim inf
t→+∞ x(t), lim sup

t→+∞
x(t)

]
∪
[
lim inf
t→+∞ y(t), lim sup

t→+∞
y(t)

](6.1)

such that λ ∈ R. For the sake of readability, we prove the second part of Theorem
2.4 before the first part.

6.1. Proof of Theorem 2.4, Part 2. Without loss of generality, we assume
y0 < x0. From Proposition 2.1(i), the trajectory (x, y) satisfies y(t) 	= x(t) for every
t; hence, since x and y are continuous,

y(t) < x(t).

Hence V ′(x(t) − y(t)) ≤ 0 from the repulsion assumption (HV )(iv). From the two
equations of (HBFC2

sing), we deduce

ẍ+ γẋ+ φ′(x) ≥ 0 and ÿ + γẏ + φ′(y) ≤ 0.(6.2)

6.1.1. Proof of (ii). The proof in the general case remains valid in dimension
one, noticing that x − y has a constant sign. But we give here a short and (much)
simpler proof. Since the maps ẋ and ẏ are bounded (Proposition 2.1(ii)) and the
maps φ′(x) and φ′(y) are bounded, we deduce from (6.2) that the map ẍ (resp., ÿ), is
bounded from below (resp., above). Since ẋ ∈ L2([0,+∞)) and ẏ ∈ L2([0,+∞)), we
deduce by a classical argument

lim
t→+∞ ẋ(t) = 0 and lim

t→+∞ ẏ(t) = 0.

6.1.2. Proof of (i). In view of (6.2) and (6.1), the proof of the convergence is
identical to the proof of [6, Lemma 5.2] in the regular case. We now briefly recall the
argument of [6]. Assume that the map x does not converge, i.e., lim inft→+∞ x(t) <
lim supt→+∞ x(t). There exist two sequences (tn) and (t′n) in R+ such that tn ≤ t′n,
limn→+∞ tn = limn→+∞ t′n = +∞, and

x([tn, t
′
n]) ⊂

[
lim inf
t→+∞ x(t), lim sup

t→+∞
x(t)

]
,

lim
n→+∞x(tn) = lim sup

t→+∞
x(t),

lim
n→+∞x(t′n) = lim inf

t→+∞ x(t).

Indeed, take a sequence (τn) such that limn→+∞ τn = +∞ limn→+∞ x(τn) =
lim supt→+∞ x(t), and, for n large enough, let

t′n = sup

{
u ≥ τn, x([τn, u]) ≥ lim inf

t→+∞ x(t) +
1

n

}
,(6.3)

tn = inf

{
u ∈ [τn, t

′
n], x([u, Tn]) ≤ lim sup

t→+∞
x(t)

}
.(6.4)
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Then, for every u ∈ [tn, t
′
n], φ

′(x(u)) = 0; hence, in view of (6.2), ẍ(u) + γẋ(u) ≥ 0.
We integrate the previous inequality on [tn, t

′
n] to find

x(t′n) ≥ x(tn)−
1

γ
(ẋ(t′n)− ẋ(tn)).

Since limt→+∞ ẋ(t) = 0 (assertion (ii) above) and passing to the limit when n→ +∞,
we obtain lim inft→+∞ x(t) ≥ lim supt→+∞ x(t), a contradiction. Hence there exists

(x∞, y∞) ∈ R × R such that limt→+∞ x(t) = x∞ and limt→+∞ y(t) = y∞. Since

limt→+∞(φ′(x(t)), φ′(y(t))) = (0, 0) (Theorem 2.2, Part 1), then (x∞, y∞) ∈ Ŝ × Ŝ,
which ends the proof of Theorem 2.4, Part 2.

6.2. Proof of Theorem 2.4, Part 1. The trajectory (x, y) is now assumed to
be bounded. We distinguish the two cases, x − y 	→ 0 and x − y → 0, and again
assume y0 < x0.

6.2.1. Proof in the case x− y �→ 0. In view of (6.1), the map φ is constant
on each of the intervals [lim inft→+∞ x(t), lim supt→+∞ x(t)] and [lim inft→+∞ y(t),
lim supt→+∞ y(t)]. By continuity of the trajectory and φ, the maps φ ◦ x and φ ◦ y
converge. Recalling that (x, y) is bounded, we obtain from Proposition 5.6

lim
t→+∞ ẋ(t) = lim

t→+∞ ẏ(t) = 0,(6.5)

which proves (ii). We now prove the convergence of the map x− y.
Lemma 6.1. The map x− y converges.
Proof of Lemma 6.1. Assume that the map x − y does not converge, i.e.,

lim inft→+∞ x(t) − y(t) < lim supt→+∞ x(t) − y(t). Since the map V ′ is continu-
ous, there exists some z ∈ (

lim inft→+∞ x(t)− y(t), lim supt→+∞ x(t)− y(t)) such
that V ′ keeps a constant sign on a neighborhood of z (write [a, b] = V ′−1({0}) ∪
V ′−1((0,+∞)) ∪ V ′−1((−∞, 0))). Without loss of generality, we assume that it is
nonpositive. Consider α > 0 such that

[z − 4α, z + 4α] ⊂
[
lim inf
t→+∞ x(t)− y(t), lim sup

t→+∞
x(t)− y(t)

]
,(6.6)

V ′(z′) ≤ 0 for every z′ ∈ [z − 4α, z + 4α].(6.7)

Consider T ≥ 0 such that, for every t ≥ T ,

x(t) ∈
[
lim inf
s→+∞ x(s)− α, lim sup

s→+∞
x(s) + α

]
,(6.8)

y(t) ∈
[
lim inf
s→+∞ y(s)− α, lim sup

s→+∞
y(s) + α

]
,

|ẋ(t)| ≤ γα,(6.9)

|ẏ(t)| ≤ γα.

Consider t′ ≥ t ≥ T such that

(x− y) ([t, t′]) ⊂ [z − 4α, z + 4α],(6.10)

x(t)− y(t) = z + 4α,(6.11)

x(t′)− y(t′) = z − 4α.(6.12)
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Let us now show that

x(t′) ≥ x(t)− 3α.(6.13)

In view of (6.6), (6.7), and (6.10), for every u ∈ [t, t′], we have V ′(x(u) − y(u)) ≤ 0;
hence ẍ(u) + γẋ(u) + φ′(x(u)) ≥ 0.

First assume that x([t, t′]) ⊂ [
lim infs→+∞ x(s), lim sups→+∞ x(s)

]
. Then, for

every u ∈ [t, t′], φ′(x(u)) = 0; hence ẍ(u) + γẋ(u) ≥ 0. Integrating on [t, t′], we
deduce x(t′) ≥ x(t) + 1

γ (ẋ(t)− ẋ(t′)). In view of (6.9), x(t′) ≥ x(t)− 2α.

Now assume that x(u) > lim sups→+∞ x(s) for some u ∈ [t, t′]. If we have x(t′) ≥
lim sups→+∞ x(s), then x(t′) ≥ x(t) − α from (6.8). On the other hand, if x(t′) <
lim sups→+∞ x(s), then there exists τ ∈ [t, t′] such that x(τ) = lim sups→+∞ x(s)
and x([τ, t′]) ⊂ [

lim infs→+∞ x(s), lim sups→+∞ x(s)
]
, assuming without loss of gen-

erality that 2α < lim sups→+∞ x(s) − lim infs→+∞ x(s), hence that x([t, t′]) cannot
meet both lim sups→+∞ x(s) and lim infs→+∞ x(s). Then again x(t′) ≥ x(τ)− 2α =
lim sups→+∞ x(s)− 2α ≥ x(t)− 3α in view of (6.8).

Finally, assume that x(u) < lim infs→+∞ x(s) for some u ∈ [t, t′]. If x(t) ≤
lim infs→+∞ x(s), then x(t′) ≥ x(t) − α from (6.8). If x(t) > lim infs→+∞ x(s), then
x([t, τ ]) ⊂ [

lim infs→+∞ x(s), lim sups→+∞ x(s)
]

and x(τ) = lim infs→+∞ x(s) for
some τ ∈ [t, t′]. Again x(τ) ≥ x(t)−2α, and, in view of (6.8), x(t′) ≥ lim infs→+∞ x(s)−
α = x(τ)− α ≥ x(t)− 3α.

In the same way

y(t′) ≤ y(t) + 3α.

In view of (6.13), x(t′)− y(t′) ≥ x(t)− y(t)− 6α. From (6.11) and (6.12), we deduce
z − 4α ≥ z + 4α − 6α, a contradiction with α > 0. Hence the map x − y converges
and its limit z∞ is finite since (x, y) is bounded.

Let us now prove that the map x converges. Assume that it is not true, i.e.,
lim inft→+∞ x(t) < lim supt→+∞ x(t). The remainder of the proof is an adaptation of
the proof of Theorem 2.4, Part 2, (i). Note that lim inft→+∞ y(t) = lim inft→+∞ x(t)−
z∞ and lim supt→+∞ y(t) = lim supt→+∞ x(t) − z∞. Replacing x by min{x, y + z∞}
(resp., max{x, y + z∞} in (6.3) (resp., (6.4)), we obtain two sequences (tn) and (t′n)
in R+ such that tn ≤ t′n, limn→+∞ tn = limn→+∞ t′n = +∞, and

x([tn, t
′
n]) ⊂

[
lim inf
t→+∞ x(t), lim sup

t→+∞
x(t)

]
,

y([tn, t
′
n]) ⊂

[
lim inf
t→+∞ y(t), lim sup

t→+∞
y(t)

]
,

lim
n→+∞x(tn) = lim

n→+∞ y(tn) + z∞ = lim sup
t→+∞

x(t),

lim
n→+∞x(t′n) = lim

n→+∞ y(t′n) + z∞ = lim inf
t→+∞ x(t).

Then, in view of Theorem 2.2, Part 1, φ′(x(u)) = φ′(y(u)) = 0 for every u ∈ [tn, t
′
n].

Recall (5.1):

ẍ(u) + ÿ(u) + γ(ẋ(u) + ẏ(u)) + φ′(x(u)) + φ′(y(u)) = 0;

hence

ẍ(u) + ÿ(u) + γ(ẋ(u) + ẏ(u)) = 0.
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Integrating the previous equation on [tn, t
′
n], we obtain

x(t′n) + y(t′n) + γ(ẋ(t′n) + ẏ(t′n)) = x(tn) + y(tn) + γ(ẋ(tn) + ẏ(tn)).

We have limn→+∞ ẋ(t′n) + ẏ(t′n) = limn→+∞ ẋ(tn) + ẏ(tn) = 0, from above or from
Lemma 5.1. Taking the limit in the above equation when n → +∞, we deduce
lim inft→+∞ x(t) = lim supt→+∞ x(t), a contradiction. Hence the map x converges,
and the very final argument in section 6.1.2 permits us to end the proof.

6.2.2. Proof in the case x− y → 0. In that case, we prove only the conver-
gence of the trajectory. We may not have limt→+∞ ẋ(t) = limt→+∞ ẏ(t) = 0, but, in
view of Lemma 5.1, limt→+∞ ẋ(t) + ẏ(t) = 0. Then the above proof remains valid,
with z∞ = 0.

6.3. Proof of Theorem 2.6. The proofs of Theorem 2.6 and Corollary 2.7
are almost identical to their regular version. This is not surprising if we recall the
assumption limt→+∞ x(t) 	= limt→+∞ y(t) in the regular case, which thus makes the
regular case analogous to a singular case (see section 7.2). Without loss of generality,
we assume y0 < x0; hence y(t) < x(t) for every t. Let us first consider the case where
y∞ > −∞ and x∞ < +∞. Without loss of generality, we prove only the assertion
P+(x∞). Let us argue by contradiction and assume that there exists a neighborhood
V (x∞) of x∞ such that φ′|V (x∞) ≤ 0. There exists t0 ≥ 0 such that, for all t ≥ t0,
x(t) ∈ V (x∞); hence

∀t ≥ t0, φ′(x(t)) ≤ 0.(6.14)

Since, by assumption, y∞ > −∞ and x∞ < +∞, there exists M > 0 such that, for
all t ≥ t0, 0 < x(t)− y(t) ≤M . From (HV )(iv) and (HV )(v), there exists η > 0 such
that

∀t ≥ t0, V ′(x(t)− y(t)) ≤ − inf
0<|z|≤M

|V ′(z)| = −η.(6.15)

By using the first equation of (HBFC2
sing), (6.14), and (6.15), we find

∀t ≥ t0, ẍ(t) + γẋ(t) ≥ ηε(t).
Integrating the above differential inequality between t0 and t, we find ẋ(t)− ẋ(t0) +

γ(x(t) − x(t0)) ≥ η
∫ t
t0
ε(u)du. But the trajectory x is convergent, hence bounded,

and
∫ +∞
t0

ε(u)du = +∞. Hence limt→+∞ ẋ(t) = +∞, a contradiction.
Let us now assume that y∞ = −∞ and x∞ < +∞. Let us argue by contra-

diction and assume that we have neither P+(y∞) nor P+(x∞). Then there exists a
neighborhood V (x∞) (resp., V (y∞)) of x∞ (resp., y∞) such that φ′|V (x∞) ≤ 0 (resp.,
φ′|V (y∞) ≤ 0). Consequently, there exists t0 ≥ 0 such that, for all t ≥ t0,

φ′(x(t)) ≤ 0 and φ′(y(t)) ≤ 0.

By adding the two equations of (HBFC2
sing), we deduce

∀t ≥ t0, ẍ(t) + ÿ(t) + γ(ẋ(t) + ẏ(t)) ≥ 0.

A direct computation shows that x+ y is bounded from below, a contradiction with
y∞ = −∞. The proof of the last case y∞ > −∞ and x∞ = +∞ goes along the same
lines.
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6.4. Proof of Corollary 2.7. Let I(x∞) be the connected component of x∞ in

the set Ŝ. Let us argue by contradiction and assume that x∞ /∈ {inf I(x∞), sup I(x∞)}.
In particular, we have x∞ < +∞. If condition (a) is satisfied, we obtain, by Theorem
2.6, the assertions P−(y∞) and P+(x∞). If condition (b) is satisfied, the assertion
P+(y∞) is false and then, by Theorem 2.6, we obtain the assertion P+(x∞). In both
cases, we have P+(x∞), a contradiction with x∞ ∈ intI(x∞).

6.5. Proof of Corollary 2.8. Since Ŝ is connected, I(x∞) = I(y∞) = Ŝ. From

Corollary 2.7, x∞ ∈ {inf Ŝ, sup Ŝ} and y∞ ∈ {inf Ŝ, sup Ŝ}. If the set Ŝ is reduced to a

singleton, there is nothing more to prove. So let us assume that inf Ŝ < sup Ŝ. Let us
argue by contradiction and assume that (x∞, y∞) = (inf Ŝ, inf Ŝ) (resp., (x∞, y∞) =

(sup Ŝ, sup Ŝ)). From Theorem 2.6 we deduce that the assertion P+(inf Ŝ) (resp.,

P−(sup Ŝ)) holds. On the other hand, it is immediate to verify that φ′ ≤ 0 (resp.,

φ′ ≥ 0) in a neighborhood of inf Ŝ (resp., sup Ŝ), which contradicts P+(inf Ŝ) (resp.,

P−(sup Ŝ)). Hence, we have (x∞, y∞) = (inf Ŝ, sup Ŝ) or (x∞, y∞) = (sup Ŝ, inf

Ŝ).

7. Singular versus regular: Higher dimension and dimension one. From
a physical point of view, it is clearly necessary to consider singular interaction poten-
tials that naturally appear in various models as the classical gravitation and electro-
magnetism and also in molecular models. Even if models in dimension one do exist
and are of interest in physics, this motivation is sufficient to examine at least the
dimension three. In optimization, the advantage of a singular potential is a priori
less obvious. In the next section, we indicate what we conjecture on the behavior of
our coupled oscillators in higher dimension in both regular and singular cases. In the
following section, we show that in dimension one the singular system can be seen as
the limit case of regular systems.

7.1. Properties in higher dimension. We consider the coupled system

(HBFCp)

⎧⎪⎨
⎪⎩

ẍ1+ γẋ1+ ∇φ(x1)+ ε(t) ∂U∂x1
(x1, . . . , xp) = 0

. . . . . . . . . . . . . . .
ẍp+ γẋp+ ∇φ(xp)+ ε(t) ∂U∂xn (x1, . . . , xp) = 0

with initial conditions φ and ε as in Hypothesis 1, Ω an open subset of Hp, U :
Ω → R+ a potential such that divU = 0, limx→bdΩ U(x) = +∞. The existence part
corresponding to Proposition 2.1 clearly holds.

For p = 2 and dimH = 1, Corollary 2.9 shows that the corresponding system
will (asymptotically) maximize the diameter diam(S). We know (Remark 2.7) that
the statement of Corollary 2.9 does not remain true in dimension greater than 2,
but we conjecture that under suitable assumptions on φ and V , say, for example, φ
convex, the trajectory (x1, . . . , xp), the solution of (HBFCp), will converge to some
(x1,∞, . . . , xp,∞) in Ω that shall minimize (at least locally) the interaction potential
U on the solution set. The whole difference between the singular and regular version
will reside in Ω, equal to the whole space Hp in the regular case. Assuming that the
limit (x1,∞, . . . , xp,∞) will belong to Ω helps to avoid a priori uninteresting limits (as
x1,∞ = · · · = xp,∞).

7.1.1. Numerical experiments. Figure 1 illustrates our conjecture for N =
dimH = 2, p = 4, φ(a, b) = max{5(

√
a2/4 + b2 − 1)2, 0}, ε(t) = 1/ log(t+ 2), γ = 2.

Other tests for different potentials φ, V , different controls ε, and mainly different
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numbers of systems (p = 3, 4, 5 up to now) and different dimensions (N = 2, 3 up to
now) show the same behavior. We give below the trajectories of the corresponding
(HBFC4

reg) system, with V (z) = exp(−|z|2/50) and U(x1, . . . , x4) =
∑
i<j V (xi−xj),

on the left, and of the corresponding (HBFC4
sing) system, with V (z) = 1/|z|2 and

U(x1, . . . , x4) =
∑
i<j V (xi − xj), on the right.9

The numerical experiment that we now describe highlights the nice asymptotic
properties of the (HBFCpsing) system. Taking the previous systems, Figure 2 illustrates

the convergence of the area Area(co{x1(t), . . . , x4(t)), up to a normalization factor10

both in the regular case (on the left) and in the singular case (on the right). It precisely
consists of evaluating the distribution of the function Area(co{x1(t), . . . , x4(t)). For
initial data (x1(0), . . . , x4(0), ẋ1(0), . . . , 0̇4(t)) in the set ([−5, 5]× [−5, 5])4×{(0, 0)}4
and for different times t, we compute the function Area(co{x1(t), . . . , x4(t)) and, for
a given number n > 0, the proportion of points which belong to an interval [ kn ,

k+1
n )

for n ∈ Z. The experiments are computed on a grid of 118 = 214 358 881 points, and
we limit the representation at t = 300 for a matter of readability. They indicate the
likeliness of our conjecture and of the good asymptotic behavior of the (HBFCpsing)
system.

9In both figures, the initial conditions are x1(0) = (5,−3.5), ẋ1(0) = (−1, 1), x2(0) = (−5, 3.5),
ẋ2(0) = (0, 2), x3(0) = (−5,−3.5), ẋ3(0) = (3, 0.5), x4(0) = (5, 3.5), ẋ4(0) = (−2, 0).

10Precisely, the normalization factor is the area of the largest polygon included in S with (at
most) four extremal points.
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7.2. The singular case as a limit of regular cases in dimension one.
When the potential V is defined on the whole line R (regular case), the convergence
results are not as precise as in the singular case. Namely, the two trajectories x and
y may have the same limit. Precisely, we recall the following result from [6].

Theorem 7.1 (slow parametrization in the regular case [6]). Under the assump-
tions of Corollary 2.8, let V : R→ R be a (regular) repulsion potential, i.e., a map of
class C1 such that

(HVreg )
{

the map ∇V is locally Lipschitz continuous on R

∀z ∈ R \ {0}, zV ′(z) < 0.

Then there is a unique maximal solution (x, y) : [0,+∞)→ R× R of the (HBFC2
reg)

system

(HBFC2
reg)

⎧⎪⎪⎨
⎪⎪⎩

ẍ+ γẋ+∇φ(x) + ε(t)∇V (x− y) = 0,

ÿ + γẏ +∇φ(y)− ε(t)∇V (x− y) = 0,(
x(0), y(0), ẋ(0), ẏ(0)

)
=
(
x0, y0, ẋ0, ẏ0

)
.

(7.1)

Moreover, the solution (x, y) satisfies one of the following cases:

(i) limt→+∞
(
x(t) , y(t)

)
=
(

sup Ŝ , inf Ŝ
)
;

(ii) limt→+∞
(
x(t) , y(t)

)
=
(

inf Ŝ , sup Ŝ
)
;

(iii) there exists x∞ ∈ Ŝ such that limt→+∞ x(t) = limt→+∞ y(t) = x∞.

It is then a natural question to know if the singular case can be seen as a limit of
regular cases or if it corresponds to a singularity. If the (singular) repulsion potential
V : R \ {0} → R is a limit of (regular) potentials Vn : R → R, how does the solution
(xn, yn) of the corresponding (HBFC2

reg(n)) systems behave when n → +∞? More
than a theoretical interest, the importance of this problem for numerical applications
comes from an obvious remark: in numerical applications, a singular potential would
be approximated by regular potentials. The general study of these questions is beyond
the scope of this paper, but we give an indication of a positive answer with the
following result, where the potential Vn corresponds to a truncated V .

Proposition 7.2. Under the assumptions of Corollary 2.8, let (Vn) be a sequence
of regular repulsion potentials, i.e., for every n, Vn : R → R+ is a map of class C1
satisfying (HVreg ), and let (αn) be a sequence in R+ \ {0} such that limn→+∞ αn = 0.
Assume that, for every n,

Vn(x) = V (x) for every x /∈ (−αn, αn).

Assume that Ŝ is not reduced to a singleton. Then, for every initial condition
(x0, y0, ẋ0, ẏ0) ∈ R

4, such that x0 	= y0, there is an integer N such that, for every
n ≥ N , the solution (xn, yn) of

(HBFC2
reg(n))

⎧⎪⎪⎨
⎪⎪⎩

ẍ+ γẋ+∇φ(x) + ε(t)∇Vn(x− y) = 0,

ÿ + γẏ +∇φ(y)− ε(t)∇Vn(x− y) = 0,(
x(0), y(0), ẋ(0), ẏ(0)

)
=
(
x0, y0, ẋ0, ẏ0

)(7.2)
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satisfies

(xn, yn) = (x, y),

where (x, y) is the solution of the (HBFC2
sing) system corresponding to V , with initial

condition (x0, y0, ẋ0, ẏ0). Hence

limt→+∞
(
xn(t) , yn(t)

)
=
(

sup Ŝ , inf Ŝ
)

if y0 < x0;

limt→+∞
(
xn(t) , yn(t)

)
=
(

inf Ŝ , sup Ŝ
)

if x0 < y0.

Proof of Proposition 7.2. Let (x, y) be the solution of the (HBFC2
sing) system

corresponding to V , with initial condition (x0, y0, ẋ0, ẏ0). Without loss of generality,

assume that x0 > y0. From Corollary 2.8, limt→+∞(x(t) , y(t) ) = ( sup Ŝ , inf Ŝ ).
Since x(t) > y(t) for every t, we obtain that inft≥0(x(t) − y(t)) > 0. Let N ∈ N

such that, for every n ≥ N , αn < inft≥0(x(t) − y(t)). Then (x, y) is a solution
of the (HBFC2

reg(n)) system, with initial condition (x0, y0, ẋ0, ẏ0); hence (xn, yn) =
(x, y).

7.3. Remark on the convergence in the one-dimensional and regu-
lar case. As we mentioned after stating Theorem 2.4, we can improve the one-
dimensional and regular convergence result [6, Theorem 2.2] when the trajectory is
assumed to be bounded. The following theorem states this precisely.

Theorem 7.3 (convergence of the solutions, regular case). Assume that φ and
V are maps from R to R of class C1 and that their gradients are locally Lipschitz
continuous. Assume that the solution (x, y) of the (HBFC2

reg) system is bounded.
Then it converges; precisely,

(i) there exists (x∞, y∞ ) ∈ Ŝ × Ŝ such that limt→+∞
(
x(t) , y(t)

)
=
(
x∞ , y∞

)
.

We let the reader check that the proof in the singular case can be easily adapted
(with a simplification since one already has limt→+∞ ẋ(t) = limt→+∞ ẏ(t) = 0 in the
regular case).
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Moscow, 1976.



ROBUST POINT STABILIZATION OF UNDERACTUATED
MECHANICAL SYSTEMS VIA THE EXTENDED CHAINED FORM∗
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Abstract. This paper addresses point stabilization for the extended chained form (ECF), a
control system that may be used to model a number of mechanical underactuated systems. A control
law is proposed, based on well-known hybrid open-loop/feedback techniques, which exponentially
stabilizes the origin of a dynamic extension of the ECF and ensures a degree of robustness to additive
disturbance terms that may represent, for instance, model uncertainties. Numerical simulations are
included to illustrate the performance of the presented stabilizers.

Key words. extended chained form, second-order chained form, point stabilization, hybrid
feedback, underactuated manipulator, surface vessel

AMS subject classifications. 93D21, 93C10

DOI. 10.1137/S0363012902405571

1. Introduction. The study of mechanical control systems with fewer actua-
tors than degrees of freedom constitutes a stimulating and active subject of research.
Examples of such systems include underactuated manipulators [21], underactuated
(surface and underwater) maritime vehicles [30, 5], underactuated spacecraft [18], and
mechanical systems with internal degrees of freedom subject to virtual holonomic con-
straints [15, 24]. Besides the study of properties such as accessibility and controllabil-
ity, the research efforts have focused mainly on problems such as open-loop steering
from one configuration to another, trajectory tracking, and stabilization to an equi-
librium point (or configuration). For underactuated mechanical systems, the latter
problem is especially challenging since such systems typically do not meet Brockett’s
necessary condition for stabilization to a point by continuous, pure-state feedback
[3]. As a consequence, solutions usually involve elaborate control techniques, such as
time-varying feedback or hybrid control. In this paper we are particularly interested
in stabilization to a point.

A valuable tool when addressing control problems is the possibility of transform-
ing the system dynamics, via coordinate change and feedback, into a “canonical”
control system with a simpler, more tractable structure. Among such canonical rep-
resentations, the extended chained form (ECF)

ẍ1 = u1,
ẍ2 = u2,
ẍ3 = u1x2

(1)
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plays, for some underactuated mechanical systems, a role similar to the one played by
the chained form for driftless nonholonomic systems (cf. [19, 26]). By slight abuse of
nomenclature we are calling the particular system (1), with six state variables and two
inputs, the ECF, although more general extensions to the chained form can be envis-
aged and have been considered. System (1) has also been termed second-order chained
form. However, no definitive unifying notation seems to exist as yet for the family
of “chained systems.” In [11], for instance, a two-input control system is introduced
which is referred to as an n-dimensional, high-order generalized chained system. On
the other hand, chained systems having more than two inputs have also been studied
under the denomination multi-input chained systems, e.g., in [29]. Finally, the reader
should be aware that in some references—but not in the present paper—the term
extended chained form refers to a driftless chained system, as introduced in [19], with
integrators added in cascade to each of its inputs, cf., e.g., [31].

The ECF made its appearance in the context of underactuated mechanical sys-
tems in [4], where it was shown that the dynamic model of a simplified underwater
vehicle is feedback-equivalent to two interconnected ECFs. In [8], the model of a
planar PPR manipulator was directly transformed into the ECF (PPR denotes a ma-
nipulator with two prismatic joints and one revolute joint at its most distal end; the
bar above “R” designates an unactuated or passive joint). Among the two-input,
three-DOF systems that are feedback-equivalent to the ECF one finds the planar,
vertical take-off and landing (VTOL) system in the absence of gravity [25], a sim-
plified underwater vehicle [22], the planar, serial-drive RRR manipulator [32], and
the planar, parallel-drive RRR manipulators with any two joints actuated. Two ad-
ditional examples are multibody systems possessing an unactuated, internal DOF
which is required, by design, to satisfy a virtual holonomic constraint, namely the
rigid body with internal DOF in [15] and the dynamics of the spring-coupled, third
link of a planar PPR manipulator in [24]. It is worth noting that the transformations
involved in these examples allow one to map generic equilibrium configurations of the
mechanical system to the origin of the ECF, thereby reducing stabilization of any
such configuration to stabilization of the latter point.

In view of these results, considerable emphasis has been given to the design of
controllers for the ECF and some of its generalizations. For instance, a time-varying
controller, updated in terms of the state only at isolated time-instants, was developed
in [4] to achieve a “discrete-time” version of K-exponential stability for the origin of
two interconnected ECFs. Tracking controllers were proposed in [8] which, associated
with carefully selected state trajectories (cf. also [32]), exponentially drive the state
of the ECF towards the origin. In [11], discontinuous controllers were introduced
to almost-exponentially stabilize the origin of two-input, generalized, n-dimensional
chained form systems, including the ECF. More recently, the authors of [6] pointed
out conditions for two-input systems with drift to be feedback-linearizable by non-
smooth (and eventually discontinuous) state and input transformations. Once such
a transformation is applied, linear controllers can be used to drive the system state
exponentially to the origin, provided the initial conditions belong to a set where the
new coordinates are well defined. In [1] a time-varying, continuous, homogeneous
control-law was introduced which, to date and to the extent of our knowledge, is the
only one capable of ensuring Lyapunov-stability as well as exponential convergence
(indeed K-exponential stability) for the origin of the ECF.

In this paper we propose controllers that are both stabilizing and robust—in
appropriately defined senses—based on a well-known hybrid open-loop/feedback ap-
proach (also known as iterative state steering). Essentially, this goes along the lines
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of discrete-time control of continuous-time systems: at a given sample instant tk the
state x(tk) is sensed, and an input function t �→ uk(t) is computed and used to drive
the system until the next sample instant tk+1. Within the interval (tk, tk+1) the input
may change with t, but it is independent of the instantaneous value of the state x(t).
The input uk is designed so that, at the end of the interval, the state x(tk+1) is “closer”
to the origin than it was at the beginning. This control algorithm is iterated indefi-
nitely and, under appropriate assumptions, it leads to a robustly stable equilibrium
point. Let us remark that the use of iterated control is not new and that important
results have been reported in the literature. One example is [4], mentioned above,
where iterated controls were developed, but where no robustness study was carried
out. A hybrid control combining sampled-time control with continuous-time, linear
feedback was proposed in [20] to stabilize chained form systems, with applications
to wheeled mobile robots. Among the earliest references addressing the robustness of
time-varying, iterative control in the framework of nonholonomic systems one finds [2],
where control laws are developed for the three- and four-dimensional chained forms.
These feedback laws render the origin exponentially stable (in the discrete-time sense)
and this stability property is preserved in the presence of additive disturbance vector
fields. The authors of [14] consider a large class of systems, possibly with drift, under
iterative state steering control. Although no algorithm is presented to construct any
such controller—it is assumed that one is known beforehand—conditions are pointed
out for discrete-time stability of the origin and robustness to the presence of additive
disturbance vector fields. A drawback of the reported conditions for robustness is that
some of them are stated in terms of the flow of the disturbance vector field(s), thus
limiting the class of disturbances for which robustness can be assessed in practice.
For driftless systems, a powerful approach was presented in [17], where a constructive
algorithm is given to design stabilizers for any driftless, analytic, controllable system.
The controllers thus obtained guarantee local exponential stability of the origin for a
dynamic extension of the original system, and the stability is robust to additive dis-
turbance vector fields. Our controller design and methodology share similarities with
[4] and [14], although the stability and robustness analysis is inspired by [17]. The
presence of a drift term, however, makes the analysis—and the eventual generalization
of the present approach to a larger class of systems—more difficult. As a consequence,
our result is merely applicable to a class of systems which can be represented as a
(perturbed) ECF.

This paper is organized as follows. Section 2 contains definitions of stability
and robustness, as used in the present context, as well as a statement of the robust
stabilization problem. In section 3, a feedback law is introduced and then shown to
be a robust stabilizer in the specific sense considered here. Section 4 contains two
simulation examples. Some concluding remarks are given in section 5. Finally, in the
appendix, notational conventions are fixed and some technical lemmas are stated or
proved.

2. Preliminaries and definition of the problem. Prior to stating the prob-
lem, let us precisely define the notions of stability and robustness used in this context.
To this end consider the ECF, regarded as the nominal system, rewritten in the form

ẋ = b0(x) + u1b1(x) + u2b2(x),

with

b0(x) = x2
∂

∂x1
+ x4

∂

∂x3
+ x6

∂

∂x5
, b1(x) =

∂

∂x2
+ x3

∂

∂x6
, b2(x) =

∂

∂x4
.(2)
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As a result of model errors, such as parameter uncertainties, disturbance vector fields
may be present in the system to be actually controlled, and one way to model this is
by considering the perturbed system

ẋ = b0(x) + h0(x, ε) +

2∑
i=1

ui(bi(x) + hi(x, ε)),(3)

where h = (h0, h1, h2) is a 3-tuple of real-analytic mappings hi : U × E → R
6, and

E ⊂ R is an interval containing 0. h, referred to in what follows as a disturbance,
is assumed to satisfy h0(0, ε) = 0 for every ε ∈ E, so that (x, u) = (0, 0) is an
equilibrium point for the perturbed system. The interpretation of ε is that of an
additional parameter quantifying the “magnitude” of the perturbation. For ease of
reference we denote by D3 the set of all disturbances h = (h0, h1, h2), each defined on
a set U × E (E may thus depend on the choice of h). In what follows we also write
hεi (x) = hi(x, ε).

Essentially, these disturbances are intended to represent two kinds of error terms,
namely, those that do not depend on ε, which may typically encompass “high-order”
terms neglected when the model is derived, and those that result from inaccuracies—
quantified by ε—in the knowledge of the physical dimensions involved in the model
(cf. also Remark 2(i) after Proposition 3.1). Obviously, however, not all disturbances
may be modeled by additive vector fields as in (3). Phenomena such as neglected
modes, nonsmooth effects (e.g., friction) or measurement noise would require different
representations. Therefore, the notion of robustness one can aim at by considering
such disturbances bears some limitations.

Before we proceed, let us recall the notion of exponential stability for continuous-
time systems. Let 0 ∈ U ⊂ R

n, with U open, and consider the system

ż = f(z, t), f(0, · ) = 0, f : U × R→ R
n.(4)

The mapping (z, t) �→ f(z, t) is assumed to be continuous in z and piecewise contin-
uous in t. The origin z = 0 is locally exponentially stable for (4) if there exist K > 0,
γ > 0 and a neighborhood V ⊂ U of 0 such that, for every (z0, t0) ∈ V ×R, a solution
z(·) satisfying z(t0) = z0 is defined on [t0,∞) and also satisfies

‖z(t)‖ ≤ K‖z0‖e−γ(t−t0)(5)

for all t ≥ t0.
Now suppose that a continuous, time-varying (T -periodic) feedback law α : U ×

R → R
2 is given. As mentioned in the introduction, one intends to act on the

perturbed system (3) by periodically iterating this control law in the hope that such
process stabilizes the system exponentially to a point (the origin, say, without loss of
generality). Nevertheless, according to the definition of (local) exponential stability,
the iteration of such a control law cannot, in general, achieve that goal since the
origin may even fail to be an equilibrium. Indeed, the state of the system may reach
the origin at some time t0 ∈ (kT, (k + 1)T ), which need not coincide with any of
the sampling instants. Since the control operates in “open-loop” between samples,
it may continue acting on the system, thus causing the state to leave the origin
again. In such a case, inequality (5)—which is required to hold for every choice
of “initial data” (z0, t0) ∈ V × R—would not hold for (0, t0) and any selection of
K > 0, γ > 0. One way to remedy this issue is to consider stability in the discrete-time



2176 D. A. LIZÁRRAGA, N. P. I. ANEKE, AND H. NIJMEIJER

(a) (b)

x0x0

y0y0

x(t)
x(t)

y(t)

y(t)

t0 = kT kT (k + 1)T(k + 1)T t0
x(kT ) �= y(kT )

R
nR

n

RR

Fig. 1. Initial conditions for system (6): (a) If t0 mod T = 0, both x(·) and y(·) are initialized
to x0; (b) If t0 mod T �= 0, x(·) and y(·) are initialized to x0 and y0, respectively. Note that in
the latter case the solutions are in general not reversible in time, since extending x(t) and y(t) for
t ∈ [kT, t0), using the dynamics (6), may lead to the condition x(kT ) �= y(kT ).

sense and concentrate only on the sequence of state values at the sampling instants,
(z(kT ))k∈N. However, since one is dealing with a continuous-time system (3), we
adopt the alternative approach proposed in [17], where local exponential stability is
considered for a dynamic extension of the perturbed system (3). More precisely, in
order to cope with the case when t0 mod T 	= 0 (so t0 does not equal any sampling
instant) we adjoin a signal t �→ y(t), which coincides with the state x(kT ) at the
update instants indexed by k ∈ {
t0/T � + 1, 
t0/T � + 2, . . . }, and then consider the
dynamically extended perturbed system⎧⎪⎪⎨

⎪⎪⎩
ẋ = b0(x) + h0(x, ε) +

2∑
i=1

αi(y, t)(bi(x) + hi(x, ε)),

ẏ =
∞∑

k=�t0/T�+1

δ(t− kT )x(t),
(6)

under the proviso that its “initial condition” be defined, given any (x0, y0) ∈ R
6 ×

R
6, by setting (x(t0), y(t0)) equal to (x0, x0) if t0 mod T = 0, or equal to (x0, y0)

otherwise. (The symbol δ(t − kT ) in (6) represents Dirac’s delta “function” and
satisfies

∫ ∞
−∞ δ(t− kT )f(t)dt = f(kT ) for any mapping f : R→ R

n.)
The meaning of the initial conditions for system (6) is illustrated in Figure 1.

Clearly, the first sample instant after the initial time t0 occurs at t = (
t0/T �+ 1)T
or, using the notation in the figure, at t = (k+1)T . This explains the initial value for
the index k in the second summation of (6). Note also that the trajectories initialized
in this way are defined for forward time (t ≥ t0), but they may fail to be reversible in
time. In other words, when t0 mod T 	= 0, the solution (x(·), y(·)) may be prolonged
to the interval [kT, t0) by using the dynamics (6); however, x(kT ) may differ from
y(kT ).

Remark 1. It is worth pointing out that the dynamic extension in (6) is a technical
artifice merely used to establish the proofs in a precise setting. In particular, the
extension does not have to be “implemented,” nor does it restrain the way the control
signals are actually applied to system (1), or the set of allowable initial conditions for
the latter.

The problem of robust stabilization may now be formulated as follows.
Problem 1 (robust stabilization of the extended chained form). Design a control

law α : U×R→ R
2 which ensures that, for every disturbance h in a given set A ⊂D3,

there is a constant ε0 > 0 such that the origin (x, y) = (0, 0) of system (6) is locally
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exponentially stable whenever ε ∈ E and |ε| ≤ ε0.
3. Robust stabilizers for the extended chained form. In this section we

derive a solution to Problem 1 for the ECF system (1). The solution is obtained in
two main steps: first the feedback law α is designed to have certain properties; then,
in the slightly more involved second step, a stability/robustness analysis is carried out
to guarantee that α indeed solves the problem. For more details on the notation used
in this and the ensuing sections, the reader may consult section 6.1 in the appendix.

3.1. Design of the feedback law. Fix T > 0 and set ω = 2π/T . Our goal is
to design a feedback law α ∈ C0(R6×R; R2), T -periodic in its second argument, such
that the solution x(·) to the controlled ECF

ẋ = b0(x) +

2∑
i=1

αi(x0, t)bi(x), x(0) = x0 ∈ R
6,(7)

with b0, b1, b2 given in (2), satisfies

x(T ) = Ax0 + o(‖x0‖),(8)

where A ∈ R
6×6 a discrete–time-stable matrix, i.e., a matrix whose spectrum is con-

tained in {z ∈ C : |z| < 1}. We propose the following controller structure:

α1(x, t) = a1x1 + a2x2 +Gρ(x) cos(ωt),(9)

α2(x, t) = a3x3 + a4x4 − 2ω2

G

1

ρ(x)
(a5x5 + a6x6) cos(ωt),(10)

where the vector of control gains a ∈ R
6 is determined below, G > 0, and ρ is given1

by ρ(x) = (
∑6
i=1 |xi|

2
ri )

1
2 , with r = (1, 1, 1, 1, 2, 2). We set α(0, ·) = 0. By virtue of

the definition of ρ, one easily shows that α(x, t) → 0 whenever x → 0, uniformly for
t ∈ R, so that α is continuous on R

6 × R.
Now, the closed-loop system can be explicitly integrated thanks to the simple

structure of the ECF and the fact that u(t) = α(x0, t) is independent of x(t) on the
interval (0, T ). After some calculations, one verifies the solution x(·) is of the form

x(T ) = Ax0 + w(x0),(11)

where A is a block-diagonal matrix A = diag(A1, A2, A3) with blocks defined by

Ai =

(
1 + 1

2T
2a2i−1 T + 1

2T
2a2i

Ta2i−1 1 + Ta2i

)
, i = 1, 2, 3.(12)

The spectrum of A is the union of the spectra of the Ai, each of which can be
made equal to {ki1, ki2} ⊂ {z ∈ C : |z| < 1}—thus making A a discrete–time-stable
matrix—by setting

a2i−1 =
ki1 + ki2 − ki1ki2 − 1

T 2
and a2i =

ki1 + ki2 + ki1ki2 − 3

2T
, i = 1, 2, 3.

(13)

1In the language of homogeneity, ρ is a homogeneous norm with respect to a dilation of weight
r. In this paper, however, no further use is made of this terminology or the associated results, and
the interested reader is referred to, e.g., [7, 9] for more detailed discussions on that subject.
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Of course, a2i−1 and a2i must be real, for which it suffices to choose ki1, ki2 to be
complex conjugate. On the other hand, it is readily checked that the function w =
(w1, . . . , w6) : R

6 → R
6 in (11) is given by w1 = · · · = w4 = 0 and

(w5, w6)(x0) = ρ(x0)L(x0) + (ρ(x0))
−1P (x0) +Q(x0),

where L : R
6 → R

2 is linear and P,Q : R
6 → R

2 are quadratic. Since ρ(x0) =

O(‖x0‖ 1
2 ), it follows that w(x0) = O(‖x0‖ 3

2 ) and hence w(x0) = o(‖x0‖), so the
solution x(T ) has the form (8). Since A is discrete–time-stable, there exists a sym-
metric, positive-definite matrix P ∈ R

6×6 and a real number τ ∈ [0, 1) such that
‖Ax0‖P ≤ τ‖x0‖P for every x0 ∈ R

6, with ‖x‖P = xTPx denoting the norm of x
induced by P . This means that, locally around the origin, the mapping which assigns
x(T ) to x0 is a contraction in the norm ‖ · ‖P .

3.2. Some links between the proposed controller and other approaches.
The remarkably simple structure of the control law (9)–(10) shares common traits with
the one in [1]. In particular, both involve terms that are linear in the state components
governed by second-order chains of integrators, namely, x1, . . . , x4 in the notation of
the present paper. In addition, both of them use normalization by ρ—multiplication
of some terms by 1/ρ—in order to adjust the “degree of homogeneity” of the control
law α (see [1] for further details and definitions). The important difference, however,
lies in the way the control signals are calculated and applied, to wit, iterative state
steering vs. feedback. As a matter of fact, this difference is instrumental in establishing
robustness.

Interestingly, the frequency ω of the time-varying terms in the control law (9)–(10)
does not have to be large. In fact, that frequency may be taken arbitrarily small (i.e.,
the period between samples may be arbitrarily long) without qualitatively altering
the nature of the result. This is in opposition with the control laws in [1] or, more
generally, with previous results based on averaging of “highly oscillatory” systems,
e.g., [28, 16].

Furthermore, in contrast with the control laws in [8], which provide tracking
controllers that steer the state asymptotically towards the origin by following an
appropriately designed trajectory, the computation of (9)–(10) does not require the
use of any such trajectory.

It is also interesting to note that, while our approach and that of [4] exhibit
similarities (e.g., both are intended to be implemented as hybrid open-loop/feedback)
the control expressions (9)–(10) are less involved than the ones in [4], which make use
of time-varying gains determined by the solutions of an exogenous system. Moreover,
even though robustness is not explicitly addressed in [4], it seems difficult to assess
whether those control laws ensure robustness in the sense considered in this paper or
not. In particular, the result in [13], which allows us to ascertain nonrobustness of
[1], does not apply in that case.

On the other hand, the work reported in [14], where stability is considered in the
discrete-time sense, may be used to ascertain robustness of our controllers with respect
to disturbances of a particularly simple nature. It is not clear, however, how a larger
class of disturbances (such as the one considered in our main result; cf. Proposition 3.1
below) can be encompassed by the same methodology. In fact, the strongest result
in [14] holds when disturbances are simple enough that adding them to the closed-
loop system results in a vector field whose flow can be explicitly computed. Since
our stability/robustness analysis uses a Chen–Fliess series expansion to scrutinize the
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terms that add up to the flow, in a very loose sense it may be regarded as a refinement,
for the special case of system (1) controlled by (9)–(10), of the results in [14].

To close this paragraph, let us add that our approach yields control laws that
are globally defined on R

6 × R; hence they are nonsingular on the whole domain
of validity of the coordinate chart containing the point to be stabilized. A slightly
different situation occurs for the control laws of [11] and [6], where singularities may
appear near the target point due to the nature of the control laws and to the nature
of the coordinate transformations, respectively.

3.3. Stability and robustness analysis. In this section we present our main
result, Proposition 3.1, which characterizes the stability and robustness properties of
the feedback law (9)–(10) applied to the ECF.

Proposition 3.1. The control law α defined in (9)–(10) is a local exponential
stabilizer for the origin of system (6), robust to disturbances in A = {(hε0, hε1, hε2) ∈
D3 : Ord(hε0) ≥ 1,Ord(h0

0) ≥ 2 and Ord(h0
i ) ≥ 1, i = 1, 2}.

Remark 2. (i) In view of the definition of A, for h ∈ A one can write hi(x, ε) =
wεi (x) + h0

i (x), with w0
i ( · ) = 0, hε0(x) = O(‖x‖2), and h0

j (x) = O(‖x‖1), (i = 1, 2, 3,
j = 1, 2). Hence each disturbance vector field can be thought of as consisting of
two parts, one containing only “high-order” terms in x and the other one vanishing
identically when ε = 0. The terms corresponding to these two parts may have different
origins. For instance, wεi (x) may arise from uncertainty in the knowledge of the
physical parameters; if ε is a quantitative measure of the uncertainty, then these
terms should vanish when ε equals zero. On the other hand, h0

i (x) may include high-
order terms truncated from a series expansion of the system’s nominal model, and
these terms do not necessarily vanish when ε = 0.

(ii) A measure of the extent to which robustness is ensured by a feedback law α
lies in the nature of the set A. Roughly stated, the larger this set is, the more sources
of disturbances α can tolerate. In this respect, the control law in [1] is not robust
to disturbances taken from A; thus the origin may be destabilized by the addition
of disturbances in A regardless of how small their magnitude is (i.e., for arbitrarily
small |ε| > 0). This lack of robustness, which can be checked by using the results in
[13], is illustrated through numerical simulation in the examples in section 4.

The proof of Proposition 3.1 shares the same basic structure as that of Theorem 1
in [17], and some other technical facts are easy modifications of proofs in [27] and [10].
For the sake of conciseness, we prove only those claims particular to our solution and
explicitly refer the reader to the appropriate references when necessary.

Proof of Proposition 3.1. Let us fix a disturbance h ∈ A defined on an open set
U × E ⊂ R

n × R. It must be shown that there is ε0 > 0 such that the origin of (6)
is locally exponentially stable when ε ∈ [−ε0, ε0] ∩ E. The proof is divided into two
main steps corresponding to the following two claims.

Claim 1. For every compact interval E′ ⊂ E there is a compact neighborhood
U ′ ⊂ U of 0 such that if x0 ∈ U ′ and ε ∈ E′, the solution t �→ x(t) = π(t, 0, x0, ε) to

ẋ = b0(x) + hε0(x) +

2∑
i=1

αi(x0, t)(bi(x) + hεi (x)), x(0) = x0,(14)

satisfies

x(T ) = Ax0 + λ(ε, x0) + µ(ε, x0) + o(‖x0‖),
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where the mappings λ, µ (which need not be uniquely defined) are such that

‖λ(ε, x0)‖
‖x0‖ → 0 as ε→ 0, uniformly for x0 ∈ U ′ \ {0},(15)

‖µ(ε, x0)‖
‖x0‖ → 0 as x0 → 0, uniformly for ε ∈ E′.(16)

Claim 2. [17, Theorem 1]. There exists a nonempty interval E0 ⊂ E containing
0 such that, for every ε ∈ E0, the origin of system (6) is locally exponentially stable.
The proof that Claim 1 implies Claim 2 can be found in [17, Theorem 1]; here we
proceed with the proof of Claim 1. The first step consists in showing that the system’s
solution at time T can be represented by means of a Chen–Fliess series expansion and,
to this end, the following lemma is instrumental.2

Lemma 3.2. Let M be a real-analytic manifold and let x ∈M . Assume that the
following hold: (1) f0, . . . , fm are real-analytic vector fields on M , with f0(x) = 0; (2)
φ : M → R is real-analytic; and (3) α ∈ C0(M ×R; Rm) is such that α(x, · ) = 0 and
α(x, · ) is bounded for every x ∈M . Then, given T > 0, there is a neighborhood ∈ K
of x such that, for x0 ∈ K and t0 ∈ R, the solution t �→ π(t, t0, x0) to ẋ = f0(x) +∑m
i=1 αi(x0, t)fi(x), x(t0) = x0 is defined for t ∈ [t0, t0 + T ], and the Chen–Fliess

series Serφ,f,α(t, t0, x0) =
∑
I fIφ(x0)

∫ t
t0
αI(x0) converges to φ(π(t, t0, x0)), absolutely

and uniformly for (x0, t0) ∈ K × R and ∈ t[t0, t0 + T ].
Proof. The proof of Lemma 3.2 is given in the appendix.
Let E′ ⊂ E be any compact interval containing 0. Define real-analytic vector

fields g0, g1, g2 on U × E and a feedback law α ∈ C0(U × E × R; Rm) by setting
gi(x, ε) = bi(x) + hεi (x) and αi(x, ε, t) = αi(x, t). It is clear that g0(0, ε) = 0 for
ε ∈ E, and that g = (g0, g1, g2) and α satisfy the assumptions of Lemma 3.2. Hence,
for every ε ∈ E′ there is an open neighborhood Vε of (0, ε) ∈ U × E for which the
conclusion of that lemma holds. But (Vε)ε∈E′ is an open cover for the compact set
{0} × E′; thus one can extract from it a finite, open subcover. This implies the
existence of a neighborhood U ′ ⊂ U of the origin with the property that, for any
ε ∈ E′, the solution t �→ x(t) = π(t, 0, x0, ε) to system (14), issued from any point
x0 ∈ U ′ at t = 0, is defined on [0, T ], and the corresponding Chen–Fliess series

S(x0, ε, t) = Serid,b+hε,α(t, 0, x0) =
∑
I

(b+ hε)I id(x0, ε)

∫ t

0

αI(x0)(17)

converges to π(t, 0, x0, ε) absolutely, uniformly for (x0, ε, t) ∈ U ′×E′×[0, T ]. (Here we
use the notation (b+hε)I id(x0) = (bi1 +hεi1) · · · (bir +hεir )id(x0), given a multi-index
I = (i1, . . . , ir).) Note that the terms (x0, ε) �→ (b+ hε)I id(x0) involved in the series
(17) represent real-analytic, first-order differential operators iterated on the function
id; hence these terms are real-analytic as well. We may therefore use (17) to express
the solution at t = T in order to prove that it satisfies Claim 1.

2In [27, Lemma 4.2], conditions are given for the Chen–Fliess series to converge for every t in a
sufficiently short interval [0, τ ]. In the present case, however, one requires the value of the solution
at the end of the interval [0, T ], with T fixed beforehand. When the system is driftless, the interval
[0, τ ] of validity of the series expansion can be made arbitrarily long by imposing small enough
bounds on the control inputs ‖u(·)‖ (cf. [17, Prop. 1] and the remarks that follow it). Nevertheless,
the system here contains a drift term, so the convergence results in [27] cannot be applied without
modification. This motivates the role of Lemma 3.2, which states conditions for convergence of the
series for arbitrarily large times and initial conditions near an equilibrium point.
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Set wεi (x) = hεi (x) − h0
i (x) so that hεi = wεi + h0

i , i = 0, 1, 2. Obviously, each
(x, ε) �→ wεi (x) is real-analytic and vanishes when ε = 0. For convenience define
the sets of vector fields B = {b0, b1, b2}, W = {wε0, wε1, wε2}, and H = {h0

0, h
0
1, h

0
2}.

Considering that each of the iterated differential operators (b + hε)I in (17) can be
written as (b+wε+h0)I , it is easy to check that, since S(x0, ε, T ) converges absolutely,

the series can be rearranged as S(x0, ε, T ) =
∑5
i=1 Si(x0, ε, T ), where S1, . . . , S5 are

absolutely convergent series defined by

S1(x0, ε, T ) = x0 +
∑

1≤|I|
bI id(x0)

∫ T
0
αI(x0),

S2(x0, ε, T ) =
∑

1≤|I|
XI id(x0, ε)

∫ T
0
αI(x0),

S3(x0, ε, T ) =
∑

1≤|I|≤2

YI id(x0, ε)
∫ T
0
αI(x0),

S4(x0, ε, T ) =
∑

3≤|I|
YI id(x0, ε)

∫ T
0
αI(x0),

S5(x0, ε, T ) =
∑

1≤|I|
ZI id(x0, ε)

∫ T
0
αI(x0),

and, for I = (i1, . . . , ir), the iterated differential operators XI , YI , ZI satisfy the
following:

1. For j = 1, . . . , r, Xij and Yij belong to B ∪W ∪H, whereas Zij belongs to
B ∪H.

2. At least one of the Xij and at least one of the Yij are contained in W.
3. None of the Xij belongs to {b0, wε0, h0

0}.
4. At least one of the Yij belongs to {b0, wε0, h0

0}.
5. At least one of the Zij is contained in H.

It follows from the first property that all of the ZI are independent of ε and, from
the second, that XI id(x0, 0) = YI id(x0, 0) = 0 for every x0 ∈ U . In what follows,
S1 through S5 are analyzed separately in order to show that their sum has the form
announced in Claim 1. Let us first present Lemma 3.3, which gathers some simple
facts to be used below.

Lemma 3.3. Under the assumptions of Proposition 3.1 the following hold:

(i) For every compact neighborhood U ′ ⊂ U of the origin there exists K > 0

such that ‖α(x0, t)‖ ≤ K‖x0‖ 1
2 for (x0, t) ∈ U ′ × R.

(ii) Let r ∈ {1, 2}. For any nonzero multi-index I ∈ {0, 1, 2}r, the iterated

integral
∫ T
0
αI satisfies

∫ T
0
αI(x0) = O(‖x0‖), and for any multi-index I ∈ {1, 2}r it

satisfies
∫ T
0
αI(x0) = O(‖x0‖2).

(iii) Say that k0 = 0 and k1 = k2 = 1/2. Then for any multi-index I =

(i1, . . . , ir) ∈ {0, 1, 2}r, r > 0, one has Ord(
∫ T
0
αI) ≥

∑r
j=1 kij .

(iv) For every multi-index I, x0 �→
∫ T
0
αI(x0) is continuous.

(v) For i = 1, 2 the following hold:
(i) Ord(b0) = 0, Ord(bi) = −1,
(ii) Ord(hε0) = Ord(wε0) ≥ 1, Ord(hεi ) = Ord(wεi ) ≥ −1,
(iii) Ord(h0

0) ≥ 2, Ord(h0
i ) ≥ 1.

(vi) If φ ∈ C∞(U ; R) and k ≥ 1, then Ord(bk0φ) ≥ k. (Here b00φ = φ and
bj0φ = b0(b

j−1
0 φ), j ≥ 1.)

Proof. Given in the appendix.
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The first sum S1 converges to the solution of the nominal system (7) controlled
by u = α(x0, t); thus

S1(x0, ε, T ) = x0 +
∑
1≤|I|

bI id(x0)

∫ T

0

αI(x0) = Ax0 + o(‖x0‖).(18)

Let us now prove that S2–S4 can be written in terms of functions satisfying properties
analogous to (15)–(16), while S5 converges to an o(‖x‖) function. The following lemma
is crucial to attaining this goal.

Lemma 3.4. Let U × E ⊂ R
n × R be an open neighborhood of (0, 0) and assume

that, for every I in a countable set I, aI : U × E → R
n is real-analytic and vanishes

at U × {0} and bI : U → R is continuous. Assume further that
∑
I∈I aI(x, ε)bI(x)

converges to f(x, ε), absolutely and uniformly for (x, ε) ∈ U × E. Then there is a
compact neighborhood U ′ ⊂ U of 0 such that

(1) f satisfies (15) (with λ = f) if I is finite and any of the following conditions
holds:

(i) aI(x, ε) = O(‖x‖) for every I ∈ I,
(ii) bI(x) = O(‖x‖) for every I ∈ I.

(2) f satisfies (16) (with µ = f) if any of the following conditions holds:
(i) aI(x, ε) = o(‖x‖) for every I ∈ I,
(ii) there is c > 0 such that bI(x) = O(‖x‖1+c) for every I ∈ I,
(iii) aI(x, ε) = O(‖x‖) and there is d > 0 such that bI(x, ε) = O(‖x‖d) for

every I ∈ I.
Proof. The proof of Lemma 3.4 is given in the appendix.

Consider the sum S2. If 1 ≤ |I| ≤ 2, Lemma 3.3(ii) yields Ord(
∫ T
0
αI) ≥ 1.

On the other hand, since the XI ’s do not involve any drift term (i.e., none of the
indices in I equals zero), for the terms such that |I| ≥ 3 one invokes Lemma 3.3(iii) to

conclude that
∫ T
0
αI(x0) = O(‖x0‖1+c) with c = 1/2. Thus, by setting S2(x0, ε, T ) =

λ2(x0, ε) + µ2(x0, ε),

λ2(x0, ε) =
∑

1≤|I|≤2

XI id(x0, ε)

∫ T

0

αI(x0) and

µ2(x0, ε) =
∑
|I|≥3

XI id(x0, ε)

∫ T

0

αI(x0);

the first is a sum of finitely many terms, and the second is the limit of an absolutely
convergent series. By virtue of Lemma 3.4(1)(ii) and Lemma 3.4(2)(ii), λ2 and µ2

satisfy properties analogous to (15) and (16), respectively.
Let us turn to S3. If I ∈ {(0), (0, 0)}, then, since Ord(b0) = 0, Ord(wε0) ≥ 1, and

Ord(h0
0) ≥ 2, one has Ord(YI id) ≥ 1 by virtue of Lemma 6.1(v). If I 	∈ {(0), (0, 0)},

then Lemma 3.3(ii) implies Ord(
∫ T
0
αI) = 2. The number of multi-indices I with

1 ≤ |I| ≤ 2 being finite, one concludes by successive application of points (1)(i) and
(1)(ii) of Lemma 3.4 that λ3 defined by

S3(x0, ε, T ) =
∑

1≤|I|≤2

YI id(x0, ε)

∫ T

0

αI(x0) = λ3(x0, ε)(19)

satisfies (15) with λ = λ3.
Now let us turn to S4 and consider two cases according to the values of the

multi-indices I.
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Case (i) (|I| ≥ 3 and I involves three or more nonzero indices). Lemma 3.3(iii)

implies that
∫ T
0
αI(x0) = O(‖x‖1+c) with c = 1/2. Thus the sum of the terms for

which the multi-index I involves three or more nonzero indices converges to a function
(x0, ε) �→ µ4i(x0, ε) which, by virtue of Lemma 3.4(2)(ii), satisfies (16) with µ = µ4i.

Case (ii) (|I| ≥ 3 and I involves two or less nonzero indices). Consider the
following four subcases:

• Subcase (a) (|I| ≥ 3 and I = (0, . . . , 0)). By the definition of YI , w
ε
0 ap-

pears at least once in YI ; it follows that Ord(YI id) ≥ 2 as a consequence of
Lemma 3.3(v) and Lemma 6.1(v). Thus in this subcase YI id(x, ε) = o(‖x‖),
so the sum of these terms converges to a function (x, ε) �→ µ4a(x, ε) which,
by Lemma 3.4(2)(i), satisfies (16) with µ = µ4a.

• Subcase (b) (r = |I| ≥ 3, I = (0, i2, . . . , ir) and one or two indices are
nonzero). Using again Lemma 3.3(v) and Lemma 6.1(v), one deduces that

Ord(YI id) ≥ 1. Also, by virtue of Lemma 3.3(iii), Ord(
∫ T
0
αI) ≥ 1

2 . Thus the
sum of terms in this subcase converges to a function (x, ε) �→ µ4b(x, ε) which,
in view of Lemma 3.4(2)(iii), satisfies (16) with µ = µ4b.

• Subcase (c) (|I| ≥ 3, I = (i1, 0, . . . , 0), i1 	= 0). It is clear that Ord(
∫ T
0
αI) =

1
2 as a consequence of Lemma 3.3(iii). Also, if neither wε0 nor h0

0 is involved
in YI , then Lemma 3.3(vi) implies Ord(YI id) ≥ −1 + 2 = 1. If, on the
contrary, any of wε0 or h0

0 is involved at least once in YI , then Ord(YI id) ≥
−1 +

∑r
j=2 Ord(Yij ) + Ord(id) ≥ 1 since, under that condition, one has∑r

j=2 Ord(Yij ) ≥ 1 in view of Lemma 3.3(v) and Lemma 6.1. Therefore
the sum of these terms converges to a function (x, ε) �→ µ4c(x, ε) which, by
Lemma 3.4(2)(iii), satisfies (16) with µ = µ4c.

• Subcase (d) (r = |I| ≥ 3, I = (i1, . . . , ir), i1 	= 0 and exactly one of i2, . . . , ir
is nonzero). Let I denote the set of multi-indices corresponding to this sub-

case. One has Ord(
∫ T
0
αI) ≥ 1, since exactly two indices in I are nonzero.

Assume that the nonzero indices are i1 and ij , 2 ≤ j ≤ r, so both Ord(Yi1) and

Ord(Yij ) are ≥ −1. Setting ω1 =
∑j−1
k=2 Ord(Yik) and ω2 =

∑r
k=j+1 Ord(Yik),

one gets ω1 ≥ 0 and ω2 ≥ 0. For those terms with |I| ≤ 7, Lemma 6.1(v)
implies that Ord(YI id) ≥ 0. For the terms with |I| ≥ 8, on the other hand,
either b0 appears three times consecutively in YI , or it does not. In the for-
mer case, if the iterated differential operator Yi2 · · ·Yij−1

involves the three
successive b0’s, then Lemma 3.3(vi) yields Ord(YI id) ≥ −1 + max{1, 3} = 2.
If the three successive b0’s are involved in Yij+1 · · ·Yir , the same lemma yields
Ord(Yij · · ·Yir id) ≥ −1 + max{1, 3} = 2. Thus Ord(Yi2 · · ·Yir id) ≥ ω1 + 2
and Ord(YI id) ≥ −1 + max{1, 2} = 1.

Consider now the case when YI does not involve three consecutive b0’s. In this
case,

Ord(Yij · · ·Yir id) ≥ −1 + max{1, ω2 + 1} = ω2,

Ord(Yi2 · · ·Yir id) ≥ ω1 + max{1, ω2};

thus

Ord(Yi1 · · ·Yir id) ≥ −1 + max{1, ω1 + max{1, ω2}}
= max{0,max{ω1, ω1 + ω2 − 1}}.

But since |I| ≥ 8, at least two vector fields from {wε0, h0
0} appear in YI , so ω1+ω2 ≥ 2,
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max{ω1, ω1 + ω2 − 1} ≥ 1, and, consequently, Ord(YI id) ≥ 1. Therefore, by setting

λ4(x0, ε) =
∑

I∈I,|I|≤7

YI id(x0, ε)

∫ T

0

αI(x0) and

µ4d(x0, ε) =
∑

I∈I,|I|≥8

YI id(x0, ε)

∫ T

0

αI(x0),

one sees that these mappings are well defined, the first being the sum of finitely many
terms and the second being the limit of an absolutely convergent sequence. But then,
with the help of points (1)(ii) and (2)(iii) of Lemma 3.4, one concludes that λ4 and
µ4d satisfy (15) and (16) with λ = λ4 and µ = µ4d, respectively. Summarizing the
results from Cases (i) and (ii) for S4, one obtains

S4(x0, ε, T ) =
∑
3≤|I|

YI id(x0, ε)

∫ T

0

αI(x0) = λ4(x0, ε) + µ4i(x0, ε) + µ4ii(x0, ε)(20)

with µ4ii = µ4a + µ4b + µ4c + µ4d.
Finally, let us show that S5 converges to a function f5 such that f5(x) = o(‖x‖).

Consider three cases according to the value of I.
Case (i) (I involves three or more nonzero indices). From Lemma 3.3(iii), we see

that Ord(
∫ T
0
α) ≥ 3/2.

Case (ii) (I involves one or two nonzero indices). If r = |I| ∈ {1, 2}, then I ∈
{1, 2}r is nonzero, so Lemma 3.3(ii) implies that Ord(

∫ T
0
α) = 2, whereas Ord(ZI id) ≥

0. Now suppose that r = |I| ≥ 3. From Lemma 3.3(iii), Ord(
∫ T
0
αI) ≥ 1/2. If i1 = 0,

then Ord(ZI id) ≥ 0+Ord(Zi2 · · ·Zir id) ≥ 0+max{1, 0} = 1. Now let us consider the
case where i1 	= 0. If I = (i1, 0, . . . , 0), then, by definition of ZI , either Zi1 ∈ H, in
which case Ord(Zid) ≥ Ord(Zi1)+max{1, 2} ≥ 3, or Zij ∈ H for some j ∈ {2, . . . , r},
in which case Ord(Zi2 · · ·Zir id) ≥ ∑r

j=2 Ord(Zij ) + 1 ≥ 2, and so, Ord(ZI id) ≥
−1+max{1, 2} = 1. If i1 	= 0 and ij 	= 0 for some j ∈ {2, . . . , r}, then Ord(

∫ T
0
αI) ≥ 1.

Moreover, either Zi1 ∈ H, in which case Ord(ZI id) ≥ 1 + max{1, 0} = 2, or Zi1 	∈ H.

Suppose the latter is true and set ω1 =
∑j−1
k=2 Ord(Zik) and ω2 =

∑r
k=j+1 Ord(Zik),

so that ω1 ≥ 0, ω2 ≥ 0 and

Ord(Zij · · ·Zir id) ≥ Ord(Zij ) + max{1, ω2 + 1} = Ord(Zij ) + ω2 + 1,

Ord(Zi2 · · ·Zir id) ≥ ω1 + max{1,Ord(Zij ) + ω2 + 1}.
If Zij ∈ H, then Ord(Zij ) ≥ 1 and hence Ord(ZI id) ≥ −1 + max{1, 2 + ω2} ≥ 1.
If Zij 	∈ H, then Zik = h0

0 for some k ∈ {2, . . . , r} \ {j}. In that case ω1 + ω2 ≥
2 = Ord(h0

0) and Ord(Zij ) ≥ −1; thus Ord(ZI id) ≥ −1 + ω1 + max{1, ω2} ≥ 1.

Summarizing, every term pertaining to Case (ii) satisfies Ord(ZI id ·
∫ T
0
αI) ≥ 3/2.

Case (iii) (I = (0, . . . , 0), |I| = r). Since (a) Ord(Zij ) ≥ 0 for j = 1, . . . , r; (b)
at least one of the Zij is equal to h0

0; and (c) Ord(h0
0) ≥ 2, one has Ord(ZI id) =∑r

j=1 Ord(Zij ) + 1 ≥ 3.

All terms corresponding to Cases (i)–(iii) satisfy Ord(ZI id ·
∫ T
0
αI) ≥ 3/2; that

is, ZI id(x0)
∫ T
0
αI(x0) = o(‖x‖). Thus their sum converges to a function f5 with the

required property. Clearly, the sum of finitely many functions f1, . . . , fN satisfying
(15) on compact sets U1, . . . , UN (resp., (16)) also satisfies (15) on U ′ =

⋂N
i=1 Ui
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(resp., (16)). Therefore x(T ) is as in Claim 1, and the proof of Proposition 3.1 is
complete.

In Proposition 3.1, the condition that the disturbances belong to A is sufficient
but not necessary for stability and robustness. In particular, disturbances in A sat-
isfy h0(x, ε) = O(‖x‖) or, stated otherwise, each component of the drift disturbance
satisfies h0,i = O(‖x‖2). This is somewhat conservative since in some cases the latter
condition is not satisfied and yet the conclusion of the previous proposition seems
to hold in simulations. Indeed, a refinement of that result seems plausible, although
the proof would require surmounting some technical obstacles. We are thus led to
formulate the following conjecture which, as we shall see in the examples in section 4,
might be of interest when addressing the stabilization of systems whose models can
be written as an ECF with additional terms. By viewing these terms as disturbances,
one might successfully use the control laws (9)–(10), without modification, to stabilize
some of those systems to a point. A drawback of the stated condition, however, is
that testing it may be difficult in practice.

Conjecture 1. Let A′ be the subset of D3 defined by stipulating that (hε0, h
ε
1, h

ε
2)

belongs to A′ if and only if (1) Ord(hε0) ≥ 0, Ord(h0
0) ≥ 2, Ord(h0

i ) ≥ 1, i = 1, 2,
and (2) for every k ≥ 2, every X ∈ {b1, b2, hε1, hε2}, and every k-tuple (Y1, . . . , Yk) ∈
{b0, hε0}k having at least one of the Yi equal to hε0, one has Ord(XY1 · · ·Ykid) ≥ 1.
Then the control law α defined in (9)–(10) is a local exponential stabilizer for (6),
robust to disturbances in A′.

Remark 3. If this conjecture holds true, its proof should essentially coincide with
that of Proposition 3.1. The only differences would arise in arguments that explicitly
appeal to the assumption Ord(hε0) ≥ 1 (i.e., Ord(wε0) ≥ 1), namely, Subcases (a),
(c), and (d) of Case (ii) in the sum S4. One should show that, by dropping that
assumption, the terms pertaining to those subcases satisfy the required properties.

For Subcase (c) one has Ord(
∫ T
0
αI) ≥ 1/2 and, since in this subcase every multi-index

I is of the form I = (i1, 0, . . . , 0) with i1 	= 0, the corresponding terms are of the form
YI id = XZ1 · · ·Zkid with X ∈ {bi, h0

i , w
ε
i : i = 1, 2} and (Z1, . . . , Zk) ∈ {b0, h0

0, w
ε
0}k.

By a simple induction argument one sees that the definition of A′, in particular
condition (2) in Conjecture 1, implies that all such terms satisfy Ord(YI id) ≥ 1,
so by virtue of Lemma 3.4(2)(iii) these terms have the required properties. On the
other hand, each term of the series involved in Subcase (a) satisfies Ord(YI id) ≥ 1 and

Ord(
∫ T
0
αI) = 0 since

∫ T
0
αI(x0) = T |I|

|I|! , whereas the terms of the series in Subcase (d)

satisfy Ord(YI id) ≥ 0 and Ord(
∫ T
0
αI) ≥ 1. To prove the conjecture, then, it would

suffice to show that the (infinite) series in these two subcases converge to functions
λ4a and λ4d satisfying (15).

4. Examples.

4.1. Underactuated manipulator. Consider the example of a PPR manip-
ulator, depicted in Figure 2, with unactuated third joint, constrained to move on
a horizontal plane. Considering the links and joints as rigid bodies and neglecting
gravitational and frictional forces, this system can be modeled by

M1q̈1 −m3l sin(q3)q̈3 −m3l cos(q3)q̇
2
3 = τ1,

M2q̈2 +m3l cos(q3)q̈3 −m3l sin(q3)q̇
2
3 = τ2,

−M3l sin(q3)q̈1 +M3l cos(q3)q̈2 + Jq̈3 = 0,
(21)

where mi, i = 1, 2, 3, is the mass of the ith link, Mi =
∑3
j=imj , J is the moment

of inertia of the third link with respect to the axis of the third joint, and l is the
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q1
q2

q3

l

Fig. 2. Schematic representation of the PPR manipulator.

distance from the same axis to the center of mass of the third link. The input vector
τ = (τ1, τ2) represents the forces applied in the q1 and q2 directions, respectively. The
configuration manifold is Q = R

2 × SS1, for which q : Q → R
2 × (−π, π) is a local

coordinate system.
Given a target configuration q ∈ Q, the dynamics can be transformed into the

ECF, locally around q, by using the coordinates of the third link’s “center of percus-
sion.” A detailed description of the corresponding transformation can be found in [8];
for simplicity, however, in what follows we assume without loss of generality that the
target configuration—the one that should be stabilized—is given by q(q) = (0, 0, 0) ∈
U . After simple computations one verifies that, by setting K = J/M3/l, the dynamic
model (21) can be transformed into the ECF ẋ = b0(x) +u1b1(x) +u2b2(x) by means
of the feedback transformation x = ϕ(q, q̇), u = A(q, q̇) +B(q)[τ1 τ2]

T , where

ϕ(q, q̇) =

⎛
⎜⎜⎜⎜⎜⎜⎝

q1 +K(cos(q3)− 1)
q̇1 −K sin(q3)q̇3
tan(q2)
(1 + tan2(q3))q̇2
q2 +K sin(q3)
q̇2 +K cos(q3)q̇3

⎞
⎟⎟⎟⎟⎟⎟⎠
,

and

A(q, q̇) =
1

∆(q)

(
(JK2M2−J2−K4M1M2+JK

2M1) cos(q3)q̇
2
3

K
(2K2M1M2−3JM1 cos2(q3)−2JM2+3JM2 cos2(q3)) sin(q3)q̇

2
3

cos3(q3)

)
,

B(q) =
1

∆(q)

(
(K2M2 − J) cos2(q3) (K2M1 − J) cos(q3) sin(q3)

KM2 sin(q3)
cos2(q3)

− KM1

cos(q3)

)
,

∆(q) = K2M1M2 − JM1 cos2(q3)− JM2 sin2(q3).

The control laws developed above can be iterated, after the system has been trans-
formed into the ECF, in order to stabilize the origin x = 0. To this end, at each
sample time tk = kT one uses the measurements of the state variables to calculate
x(tk) = ϕ(q(tk), q̇(tk)), then the prescribed control law u(t) = α(x(tk), t) is computed
from (9)–(10). The actual force used to drive the system is obtained by using the
inverse transformation τ(t) = [B(q)]−1(u(t)−A(q, q̇)).

When the system parameters are not accurately known, which is most often the
case, the functions ϕ, A, and B typically include additional terms. For the sake of
illustration let us suppose that uncertainties are present in the values of the (cumu-
lated) masses Mi, the position of the third link’s center of mass l, and its inertia
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moment J . This entails that only the erroneous values M̃i = Mi + νi, l̃ = l+ ν4, and
J̃ = J+ν5, where ν = (ν1, . . . , ν5) ∈ R

5 represents the parameter errors, are available
to the controller. Note that, if one sets ε = ‖ν‖2, the norm of the error tends to zero
as ε→ 0. Ultimately, the effect of the inaccuracies results in disturbance vector fields
h = (hε0, h

ε
1, h

ε
2) being added to the nominal ECF system, yielding a perturbed system

in the form of (3). Using a computer algebra package, one readily verifies that for
i = 1, 2, 3, the mappings (x, ε) �→ hεi (x) are analytic and have the following structures:

hε0(x)=x2
4(a

ε
2,0+O(|x3|2)) ∂

∂x2
+x2

4(a
ε
4,3x

3
3+O(|x3|5)) ∂

∂x4
+x2

4(a
ε
6,1x3+O(|x3|2)) ∂

∂x6
,

hε1(x)=(bε2,0 + O(|x3|2)) ∂

∂x2
+ (bε4,1x3 + O(|x3|3)) ∂

∂x4
+ (bε6,1x3 + O(|x3|3)) ∂

∂x6
,

hε2(x)=(cε2,1x3 + O(|x3|3)) ∂

∂x2
+ (cε4,0 + O(|x3|2)) ∂

∂x4
+ (cε6,0 + O(|x3|2)) ∂

∂x6
,

where the symbols aεi,j , b
ε
i,j , and cεi,j represent real numbers which vanish when ε = 0

but are nonzero for generic parameter and error values. This implies that Ord(hε0) = 1
and Ord(hε1) = Ord(hε2) = −1, so the assumptions in Proposition 3.1 are verified. As a
result, the iterated application of the control laws (9)–(10) will ensure that the origin
of the dynamically extended system (6) is locally exponentially stable, provided ε is
small enough.

Now consider a PPR manipulator whose nominal, physical dimensions are as fol-
lows. The three masses are equal: m1 = m2 = m3 = 10 kg. The third link is a
homogeneous parallelepiped of length � = 1.5 m and width w = 0.15 m; its center
of mass is located at a distance l = �/2 = 0.75 m from the joint axis and its inertia
moment is J = (�2/3 + w2/12)m3 = 7.51875 kg m2. The goal is to stabilize the sys-
tem to the equilibrium configuration (q, q̇) = (0, 0) starting at rest (q̇0 = 0) from the
initial configuration q0 = (−50 cm, 75 cm, π/4). A convenient DOF, useful for fine-
tuning the transient response, is encompassed by the choice of the controller settings
(T , G, and the ai’s), which can be made with the aid of some intuitively deduced
“rules of thumb.” T controls the length of the periods during which the system oper-
ates in open-loop; smaller values of T lead to more frequent updates of the feedback
terms. G moderates the control effort exerted on the system due to the oscillatory,
time-varying terms; large values of G lead to shorter settling time (to within a given
tolerance) but may require larger control efforts. The values of ai set the position
of the poles {ki1, ki2}, within the unit circle in C, for each of the submatrices Ai
in (12). As can be expected, the closer the poles are to the origin, the shorter the
settling time is, but also the larger the control effort becomes. In these simulations
the settings are ω = 1 rad/s, so T = 2π ≈ 6.28 s; G = 0.1 and ki,j = 0.25 (i = 1, 2, 3,
j = 1, 2); the gain values a1 = a3 = a5 � −0.01425 and a2 = a4 = a6 � −0.194 were
determined from (13). In order to perform the numerical simulation in the perturbed

case, it is assumed that m̃3 = 1.1m3 and l̃ = 0.95l; that is, errors of 10% and −5%,
respectively, are present in the knowledge of these two parameters. The latter induce
an error of −0.7% in the moment of inertia, so that J̃ = 0.993J . The response of
the perturbed system controlled by (9)–(10) appears in Figure 3, which shows the
time history of log(‖(q(t), q̇(t))‖), the configuration variables q(t), and velocities q̇(t),
as well as the input forces τ(t). The differences between the transient responses in
the perturbed and nominal cases are barely perceptible, so no simulation for the lat-
ter case is included. In order to assess the improved performance of the control law
(9)–(10) in the presence of disturbances, let us end this example with a qualitative
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Fig. 3. Transient response of the perturbed PPR manipulator using the hybrid control law
(9)–(10).

comparison with another control approach. Recall that in [1], a homogeneous, time-
varying feedback law was introduced which ρ-exponentially stabilizes the ECF to the
origin. Nevertheless, by virtue of the main result in [13], these control laws are not
robust to disturbances in D3 and, in fact, as illustrated in Figure 4, the disturbances
considered in this example make the system’s solution tend towards what seems to
be a limit cycle (in particular the origin is not Lyapunov-stable).

4.2. Simplified surface vessel. Consider a simplified surface vessel with con-
figuration variables (x, y, θ), as depicted in Figure 5. Research studies concerning this
system are reported in several references, including [23], where more details on the
modeling assumptions can be found. In particular, it is shown in that reference that
the corresponding dynamic model can be written in the form

ẍ = u1,

θ̈ = u2,

ÿ = u1 tan(θ) +
cy
m

(−ẏ + tan(θ)ẋ).
(22)

Clearly this can be viewed as a perturbed ECF system. More precisely, by setting
ε = cy/m and relabeling the state variables (x1, . . . , x6) = (x, ẋ, θ, θ̇, y, ẏ) one can
also write system (22) as

ẋ = b0(x) + hε0(x) +

2∑
i=1

ui(bi(x) + hεi (x)),(23)
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Fig. 4. Transient response of the perturbed PPR manipulator using the continuous, homoge-
neous, time-varying feedback from [1]. The time histories of the configuration variables are plotted
with a different scale to illustrate their ultimately oscillatory nature.
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θ

Fig. 5. Configuration variables for the simplified surface vessel model.

with b0, b1, b2 given by (2), and the disturbance vector fields defined by

hε0(x) = ε(−x6 + x2 tan(x3))
∂

∂x6
, hε1(x) = (tan(x3)− x3)

∂

∂x6
, hε2(x) = 0.(24)

Obviously, the family h = (hε0, h
ε
1, h

ε
2) is a disturbance in D3, but it is not contained

in the set A defined in Proposition 3.1 since Ord(hε0,6) = 1, i.e., Ord(hε0) = 0. Let
us show, however, that h belongs to A′ and hence that it satisfies the assumptions of
Conjecture 1. To this end, let g(x) = ε(−x6+x2 tan(x3)), so that hε0(x) = g(x)∂/∂x6.
Note that Ord(hε1) = 2 and Ord(hε2) = +∞; hence we need only certify that all terms
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XY1 · · ·Ykid, with X ∈ {b1, b2}, k ≥ 2 and Y1, . . . , Yk ∈ {b0, hε0}, satisfy

Ord(XY1 · · ·Ykid) ≥ 1.(25)

Since b1φ(x) = ∂φ/∂x2 +x3∂φ/∂x6 and b2φ(x) = ∂φ/∂x4 for any smooth function φ,
a necessary condition to have Ord(b1φ) ≥ 1 and Ord(b2φ) ≥ 1 is that Ord(∂φ/∂x2) ≥
1 and Ord(∂φ/∂x4) ≥ 1. Naturally, this necessary condition holds whenever φ =
Y1 · · ·Ykid and Ord(φ) ≥ 2. In what follows we shall show that it holds even when
the latter is not the case. One has

b0idi(x) =

{
xi+1, i = 1, 3, 5,
0, i = 2, 4, 6,

and hε0idi(x) =

{
0, i = 1, . . . , 5,
g(x), i = 6,

from which it follows that b0b0id = 0, hε0b0idi = 0 for i 	= 5, and b0h
ε
0idi = hε0h

ε
0idi = 0

for i 	= 6. Furthermore,

hε0b0id5(x) = g(x), b0h
ε
0id6(x) = x4

∂g

∂x3
(x) and

hε0h
ε
0id6(x) = g(x)

∂g

∂x6
(x) = −εg(x).

By direct calculation one obtains that

∂g

∂x2
(x) = −ε tan(x3),

∂g

∂x4
(x) = 0,(26)

∂

∂x2

(
x4

∂g

∂x3
(x)

)
= x4

∂2g

∂x2∂x3
(x),(27)

∂

∂x4

(
x4

∂g

∂x3
(x)

)
=

∂g

∂x3
(x) = εx2(1 + tan2(x3)).

The orders Ord(·) of all of these functions being ≥ 1, the required condition (25) is
satisfied for k = 2. Now consider the case k ≥ 3 and note that, since Ord(b0b0id) =
+∞ and Ord(b0h

ε
0id) = 2, all terms XY1 . . . Ykid which end with b0b0id or with b0h

ε
0id

satisfy (25) for k ≥ 3. Moreover, b0h
ε
0b0id5 = b0h

ε
0id6 and b0h

ε
0h
ε
0id5 = −εb0hε0id6, so

those terms that end with b0h
ε
0h
ε
0id and b0h

ε
0h
ε
0id also satisfy (25) for k ≥ 3. It remains

only to consider terms ending with hε0h
ε
0b0id and hε0h

ε
0h
ε
0id. But hε0h

ε
0b0id5 = hε0h

ε
0id6;

thus one needs only to analyze terms of the form X(hε0)
�id6 and Xb0(h

ε
0)
�id6. A

routine calculation yields, for � ≥ 1,

(hε0)
�id6(x) = (−ε)�−1g(x) and b0(h

ε
0)
�id6(x) = (−ε)�−1x4

∂g

∂x3
(x).(28)

Hence, in view of (26)–(28), those terms also satisfy (25) for every k ≥ 3. Consequently
h ∈ A′. A numerical simulation of system (23) with the controller (9)–(10) is shown
in Figure 6. For this simulation the size of the error is taken to be ε = cy/m = 0.1,
the initial condition is x = (1, 0, π/4, 0,−1, 0), and the controller settings are ω =
2π/T = 1.5 rad/s, G = 1, and ki,j = 0.1, i = 1, 2, 3, j = 1, 2. The gain values
a1 = a3 = a5 � −0.0462 and a2 = a4 = a6 � −0.333 were determined using (13). As
depicted in the time-plots, the simulation appears to validate Conjecture 1.

5. Conclusions. A controller scheme, based on well-known hybrid open-loop/
feedback techniques, has been introduced for the ECF. This controller exponentially
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Fig. 6. Transient response of the system (23)—equivalent to the simplified surface vessel
model—controlled by (9)–(10).

stabilizes the origin of a dynamic extension of the ECF, with robustness to a class of
additive disturbance vector fields. The class of disturbances includes analytic vector
fields added to the control vector fields as well as “high-order” drift perturbations.
One positive feature of these results is that, for a class of underactuated systems—
whose models need not be feedback-equivalent to the ECF—the problem of local
point stabilization with exponential convergence can be effectively tackled by using
the same control scheme as for the ECF. The typical performance of the proposed
control laws seems qualitatively acceptable, as illustrated by the numerical simula-
tions. On the other hand, these controllers clearly have some limitations regarding
their robustness, and instability may be induced by disturbances not contained in the
class A of Proposition 3.1 or by disturbances of a different nature, such as errors in
the update time of the control.

A problem that remains open is the extension of the approach in this paper to
systems with more inputs and less structure than the ECF. Such an extension would
typically involve a design and an analysis stage, the former yielding control laws that
stabilize the origin of a dynamically extended, nominal system—analogous to (6),
but with hεi = 0, i = 1, . . . ,m. The design stage, of an essentially algebraic nature,
might be based on techniques related to the design of oscillatory open-loop controls,
such as the ones developed in [12]. By contrast, the analysis can be expected to be
significantly involved, all the more so as it would be desirable to guarantee robustness
to a large class of admissible disturbances.
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6. Appendix.

6.1. Notational conventions.

6.1.1. Local order of mappings. Let us recall some definitions and properties
about local order of mappings, a notion that simplifies the proofs. In this paragraph,
n and m represent positive integers, � represents a nonnegative integer, and ‖·‖ repre-
sents Euclidean norm. Given open sets U ⊂ R

n and V ⊂ R
m, the symbols PC(U ;V ),

C0(U ;V ), C∞(U ;V ), and Cω(U ;V ) denote the sets of piecewise-continuous, contin-
uous, smooth, and (real-)analytic mappings from U to V , respectively. Consider a
neighborhood U of the origin in R

n. We deal with mappings defined on U ×Λ, where
Λ ⊂ R

�, and view the elements of Λ as parameters (e.g., “time” or other parameters).
Given a mapping f : U × Λ→ R

m, we write f(x, λ) = o(‖x‖k) if, for every λ ∈ Λ,

lim
x→0

‖f(x, λ)‖
‖x‖k = 0.(29)

We write f(x, λ) = O(‖x‖k) if for every λ ∈ Λ there is a constant K > 0 and a
neighborhood U ′ ⊂ U of the origin such that, for every x ∈ U ′\{0},

‖f(x, λ)‖
‖x‖k ≤ K.(30)

Consider a mapping X = (X1, . . . , Xn) : U ×Λ→ R
n representing a family of vector

fields X(·, λ) : U → R
n. We write X(x, λ) = o(‖x‖k) (resp., X(x, λ) = O(‖x‖k)) if

Xi(x, λ) = o(‖x‖k+1) (resp., Xi(x, λ) = O(‖x‖k+1)) for i = 1, . . . , n. We shall also
use the function Ord : f �→ Ord(f) ∈ R ∪ {+∞} defined by Ord(f) = sup{k ∈ R :
f(x, λ) = O(‖x‖k)}. Every vector field X(·, λ) is a differential operator acting on
C∞(U ; R); thus, for φ ∈ C∞(U ; R) one has Xφ(·, λ) ∈ C∞(U ; R), where Xφ(x, λ) =
LXφ(x, λ) =

∑n
i=1

∂φ
∂xi

(x, λ) denotes the Lie derivative of φ in the direction of X
evaluated at (x, λ). We extend this notation to the case when φ ∈ C∞(U ; Rm) and
use Xφ(·, λ) to denote the m-tuple (Xφi)i=1,... ,m of functions Xφi(·, λ) ∈ C∞(U ; R).
The following properties are easily established:

Lemma 6.1. Assume that, for every λ ∈ Λ, f(·, λ), g(·, λ) are C∞ mappings
U → R

m, and X(·, λ), Y (·, λ) are C∞ vector fields U → R
n. Write µ to denote any

of these mappings. Then the following hold:
(i) Ord(f) ≥ 0, Ord(X) ≥ −1.
(ii) If k ∈ R and k ≤ Ord(µ), then µ(x, λ) = O(‖x‖k).
(iii) Ord(f+g) ≥ min{Ord(f),Ord(g)} (where (f+g)(x, λ) = f(x, λ)+g(x, λ)).
(iv) Ord(fg) = Ord(f) + Ord(g) (where fg(x, λ) = f(x, λ)g(x, λ)).
(v) Ord(Xf) ≥ Ord(X) + max{Ord(f), 1}. In particular Ord(Xf) ≥ 0.

6.1.2. Iterated differential operators and iterated integrals. Assume that
U ⊂ R

n is open. Let X = (X1, . . . , Xm) be a family of real-analytic vector fields
Xi ∈ Cω(U ; Rn), and φ ∈ Cω(U ; R) be a real-analytic function. Every element of
I[0,m] =

⋃
k∈{0,1,2,... }{0, 1, . . . ,m}k is called a multi-index. If I = (i1, . . . , ir) ∈

{0, 1, . . . ,m}r, the multi-index I is said to have length r, and this is denoted by
|I| = r. By convention, I = ∅ is regarded as a multi-index having zero length.

Let I = (i1, . . . , ir) ∈ I[0,m] be a multi-index. The iterated differential opera-
tor XI = Xi1 · · ·Xir is defined so that the function XIφ ∈ Cω(U ; R) is given by
Xi1 · · ·Xirφ (each vector field regarded as a first-order differential operator). By
convention one sets X∅φ = φ. We use XI id : U → R

n to denote the n-tuple
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of functions (XI idi)i=1,... ,n, where id : U → R
n is defined by idi(x) = xi for

x = (x1, . . . , xn) ∈ U . Given α ∈ C0(U × R; Rm) (e.g., a time-varying feedback
law), a multi-index I = (i1, . . . , ir), and real numbers t0, t, one defines the iterated

integral
∫ t
t0
αI : U → R as follows:

∫ t

t0

αI(x) =

∫ t

t0

∫ tr

t0

· · ·
∫ t2

t0

αir (x, tr)αir−1(x, tr−1) · · ·αi1(x, t1)dt1 · · · dtr.

By convention,
∫ t
t0
α∅(x) = 1 for every x ∈ U .

6.2. Auxiliary lemmas.

6.2.1. Proof of Lemma 3.2. Since the result is local we may assume, without
loss of generality, that M is an open subset of R

n and that x = 0. We shall appeal to
the following two technical lemmas; for improved readability, the proof of Lemma 6.2
is relegated to section 6.2.4, whereas Lemma 6.3 follows from a trivial adaptation of
the proof of [10, Theorem 2.6].

Lemma 6.2. Let f0, . . . , fm be real-analytic vector fields on a real-analytic man-
ifold M , with x ∈ M , and let φ : M → R be a real-analytic function. Assume that
f0(x) = 0. Then there is a constant C > 0 with the property that, for every η > 0,
there exists a neighborhood K of x such that φ and the vector fields g0 = (1/η)f0,
gi = fi (i = 1, . . . ,m) satisfy the estimate

|(gi1 · · · girφ)(x)| ≤ Crr!

for every x ∈ K and every multi-index I = (i1, . . . , ir) ∈ {0, . . . ,m}r of length r ≥ 1.

Lemma 6.3. Let f ∈ C0(U×Λ×[t0, t1]; R
n), where U ⊂ R

n is open and connected,
Λ ⊂ R

m is compact, and t0 < t1. Assume that (x0, λ0) ∈ U × Λ and that (i) f(·, λ, t)
is locally Lipschitz on U , uniformly for (λ, t) ∈ Λ× [t0, t1], and (ii) y : [t0, t1]→ U is
a solution to ẏ = f(y, λ0, t), with y(t0) = x0. Then, given ε > 0, there are compact
neighborhoods U ′ ⊂ U and Λ′ ⊂ Λ of x0 and λ0, respectively, such that for every
x ∈ U ′ and every function ϕ ∈ PC([t0, t1]; Λ

′), the system ż = f(z, ϕ(t), t) admits a
unique solution z : [t0, t1]→ U which satisfies z(t0) = x and ‖z(t)− y(t)‖ ≤ ε for all
t ∈ [t0, t1].

Fix t0 ∈ R. Let C > 0 be the constant whose existence is guaranteed by
Lemma 6.2 above, and define η > 0 such that CT (m + 1)

3
2 η < 1. Setting g0 = 1

ηf0
and gi = fi, i = 1, . . . ,m, we apply Lemma 6.2 again to deduce that there is a
neighborhood K of 0 ∈ R

n such that |gIφ(x)| ≤ Crr! for every x ∈ K and every
multi-index I of length r ≥ 1. Moreover, by defining F (x, v, t) =

∑m
i=0 gi(x)vi, with

v = (v0, . . . , vm), we see that F satisfies the assumptions of Lemma 6.3 if one takes
λ0 = (η, 0, . . . , 0) ∈ R

m+1 and y : t �→ 0 ∈ R
n. Therefore, there exists a constant

δ′ ∈ (0, η) such that if x0 ∈ R
n, with ‖x0‖ < δ′, and if v is a piecewise-continuous

function on [t0, t0 + T ] taking values in {u ∈ R
m : ‖u‖ < δ′}, then the solution

to ż = g0(z)η +
∑m
i=1 gi(z)vi(t) with initial value z(t0) = x0 satisfies z(t) ∈ K

for t ∈ [t0, t0 + T ]. But since α(x, t) → 0 as x → 0, uniformly for t ∈ R, there
exists δ ∈ (0, δ′) such that ‖α(x, t)‖ < δ′ whenever ‖x‖ < δ and t ∈ R. It fol-
lows that if ‖x0‖ < δ, then the solution to system ẋ = f0(x) +

∑m
i=1 αi(x0, t)fi(x),

x(t0) = x0, rewritten as ẋ = g0(x)η +
∑m
i=1 gi(x)αi(x0, t), satisfies π(t, t0, x0) ∈ K

for t ∈ [t0, t0 + T ]. Note that, by denoting v(x, t) = (η, α(x, t)), one has ‖v(x, t)‖ <
(m+ 1)

1
2 η for (x, t) ∈ K × [t0, t0 + T ]. On the other hand, the difference between the
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Nth partial sum of the Chen–Fliess expansion SerNφ,f,α(t, t0, x0) and the actual value
of φ along that solution is (cf. [27, section 4])

|SerNφ,f,α(t, t0, x0)− φ(π(t, t0, x0))| ≤
((m+ 1)

1
2 η(t− t0))N+1

(N + 1)!
(m+ 1)N+1 sup{|gIφ(x)| : x ∈ K}.

But sup{|fIφ(x)| : x ∈ K} < CN+1(N + 1)! so

|SerNφ,f,α(t, t0, x0)− φ(π(t, t0, x0))| ≤ (C(m+ 1)
3
2 η(t− t0))N+1.

Since t ∈ [t0, t0 + T ], one has C(m + 1)
3
2 η(t − t0) < 1; hence the series converges

uniformly. It is readily checked that the series is absolutely convergent as well.

6.2.2. Proof of Lemma 3.3. (i) Let U ′ ⊂ R
6 be a compact set containing 0.

From the continuity of α, the T -periodicity of t �→ α(x, t), and the definition of ρ,

which implies that ρ(x) = O(‖x‖ 1
2 ), one deduces that ‖αi(x, t)‖/‖x‖ 1

2 (i = 1, 2) is
bounded, say, by K ′ > 0, for every (x, t) ∈ U ′ × R. Thus the claim holds for any
K > K ′.

(ii) Set α0 = 1 and write αi(x, t) = Ui(x)+Vi(x) cos(ωt), i = 0, 1, 2, with U0 = 1,
V0 = 0, and U1, U2, V1, V2 defined in the obvious way. Note that Ord(U0) = 0,
Ord(U1) = Ord(U2) = 1, and Ord(V1) = Ord(V2) = 1/2. If I = (i) ∈ {1, 2}, then∫ T
0
αI(x0) = Ui(x)T + Vi(x)

∫ T
0

cos(ωτ)dτ = Ui(x)T , so
∫ T
0
αI(x0) = O(‖x0‖). If

I = (i, j) ∈ {0, 1, 2}2, then

∫ T

0

αI(x0) =
1

2
Ui · Uj(x0)T

2 + Ui · Vi(x0)

∫ T

0

∫ t2

0

cos(ωt1)dt1dt2

+Uj · Vi(x0)

∫ T

0

τ cos(ωτ)dτ + Vi · Vj(x0)

∫ T

0

cos(ωt2)

∫ t2

0

cos(ωt1)dt1dt2

=
1

2
Ui · Uj(x0)T

2,

since the three integrals indicated on the right member of this equation vanish. But

then, if I = (i, j) 	= (0, 0), one gets Ord(
∫ T
0
αI) = Ord(Ui) + Ord(Uj) ≥ 1, so∫ T

0
αI(x0) = O(‖x0‖).
(iii) One easily shows that if a function v ∈ C0(U × R; R) satisfies v(x0, t) =

O(‖x0‖�), then
∫ t
0
v(x0, τ)dτ = O(‖x0‖�) for every t ∈ R. By writing Ord(αj) = kj ,

with k0 = 0 and k1 = k2 = 1
2 , one gets

∫ t

0

αj(x0, t2)

∫ t2

0

v(x0, t1)dt1dt2 = O(‖x0‖kj+�), j = 0, 1, 2.(31)

Using these facts and an induction argument, one readily deduces that Ord(
∫ T
0
αI) ≥∑|I|

j=1 kij .
(iv) This is verified directly by induction on the length of I using the fact that,

for fixed T ∈ R, x0 �→
∫ T
0
f(x0, τ)dτ is continuous whenever f ∈ C0(U × R; R).

(v) This claim follows immediately by inspecting the components of b0, b1, and
b2 as defined in (2), and from the definition of the set A.
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(vi) It suffices to show (by induction) that for any x ∈ U

bk0φ(x) = b0 · · · b0︸ ︷︷ ︸
k times

φ(x) =
∑

µ∈{1,2,3}k
x2µ

∂kφ

∂x2µ−1
(x),(32)

where we write x2µ = x2µ1 · · ·x2µk and x2µ−1 = x2µ1−1 · · ·x2µk−1 for any multi-index
µ∈{1, 2, 3}k. Indeed, (v) follows from (32) since every term fµ(x)=x2µ∂

kφ/∂x2µ−1(x)

in the sum satisfies Ord(fµ) ≥ k. Using (2), one gets b0φ(x) =
∑3
i=1 x2i∂φ/∂x2i−1(x),

i.e., (32) with k = 1. If (32) holds for k = m ≥ 1, then

b0(b
m
0 φ)(x) =

3∑
i=1

x2i

⎛
⎝ ∑
µ∈{1,2,3}m

∂x2µ

∂x2i−1

∂mφ

∂x2µ−1
(x) + x2µ

∂m+1φ

∂x2i−1∂x2µ−1
(x)

⎞
⎠

=
∑
i

∑
µ

x2ix2µ
∂m+1φ

∂x2i−1∂x2µ−1
(x) =

∑
µ∈{1,2,3}m+1

x2µ
∂m+1φ

∂x2µ−1
(x),

since each of the terms ∂x2µ/∂x2i−1 is zero. Hence (32) holds for all k ≥ 1.

6.2.3. Proof of Lemma 3.4. (1) Note that, given the finiteness of I, if for every
I ∈ I the conclusion holds for (x, ε) �→ aI(x, ε)bI(x) and some compact neighborhood
UI ⊂ U of 0, then the conclusion holds for f by setting U ′ =

⋂
I∈I UI . Let us then

fix I ∈ I.
(1)(i) Since aI is real-analytic, we can write aI(x, ε)bI(x) = [∂aI∂x (0, ε)x + ãI(x,

ε)]bI(x), where ε �→ ∂aI
∂x (0, ε) is continuous and vanishes at 0, and (x, ε) �→ ãI(x, ε) is

a continuous mapping satisfying

(∀ε ∈ E) lim
x→0

‖ãI(x, ε)‖
‖x‖ = 0 and ãI(·, 0) = 0.

Given any compact neighborhood UI ⊂ U of 0, define q(x, ε) = ‖ãI(x,ε)‖
‖x‖ , with

q(0, · ) = 0, so that q is continuous—hence bounded—on UI × E and q(·, 0) = 0.
We claim that supxUI q(x, ε) → 0 as ε → 0. Otherwise there would be η > 0 and a
sequence (εk)k∈N, converging to zero, such that supx∈UI q(x, εk) > 2η for every k ∈ N.
By the properties of sup, for every k ∈ N there would exist xk ∈ UI such that

(∀k ∈ N) q(xk, εk) > sup
x∈UI

q(x, εk)− η > η.(33)

The compactness of UI would imply the existence of a subsequence (xkj , εkj )j∈N,
convergent towards a point (x, 0) ∈ UI×E. But then, since q is continuous, q(xkj , εkj )
should converge to q(x, 0) = 0, in contradiction to (33). Therefore, in view of the
continuity of bI , the conclusion follows since

‖aI(x, ε)bI(x)‖
‖x‖ ≤

(∥∥∥∥∂aI∂x (0, ε)

∥∥∥∥ + sup
x∈UI

q(x, ε)

)
sup
x∈UI

‖bI(x)‖,

the right-hand member of which tends to zero as ε→ 0, uniformly for x ∈ UI .
(1)(ii) The assumption bI(x) = O(‖x‖) implies the existence of a constant KI > 0

and a compact neighborhood UI ⊂ U of 0 such that ‖bI(x)‖/‖x‖ ≤ KI for every
x ∈ UI . Furthermore, by the real-analyticity of aI , and using aI(·, 0) = 0, one can
write aI(x, ε)bI(x) = [∂aI∂ε (x, 0)ε+ ãI(x, ε)]bI(x), with ∂aI

∂ε (·, 0) continuous and hence
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bounded on UI , say, ‖∂aI∂ε (x, 0)‖ ≤ K ′. Moreover, for every x ∈ UI , the function

q(x, ε) = ‖ãI(x,ε)‖
|ε| tends to 0 as ε→ 0, so q is also continuous on UI ×E. Proceeding

as in the proof of (1)(i) above, one readily shows that supx∈UI q(x, ε) → 0 as ε → 0.
The conclusion then follows directly from the inequality

‖aI(x, ε)bI(x)‖
‖x‖ ≤

(∥∥∥∥∂aI∂ε (x, 0)

∥∥∥∥ + q(x, ε)

)
|ε| ‖bI(x)‖‖x‖

≤ KI

(
K ′ + sup

x∈UI
q(x, ε)

)
|ε|.

(2) Let U ′ ⊂ U be any compact neighborhood of 0. We claim that if a number
η > 0 exists such that, for every I ∈ I,

(x, ε) �→ ‖aI(x, ε)bI(x)‖‖x‖1+η is continuous on U ′ × E,(34)

then the conclusion holds for f and U ′. Indeed,
∑
I∈I aI(x, ε)bI(x) converges abso-

lutely and uniformly; therefore

‖f(x, ε)‖
‖x‖ ≤ ‖x‖η

∑
I∈I

‖aI(x, ε)bI(x)‖
‖x‖1+η ,(35)

and the series on the right side of (35) converges to a function that is bounded on
U ′ × E. Consequently, the term on the left side of (35) tends to zero as x → 0,
uniformly for ε ∈ E, and this proves the claim. The rest of the proof simply consists
of exhibiting such a number η, independent of I, for each case.

(2)(i) The assumption aI(x, ε) = o(‖x‖) and the real-analyticity of aI imply that
all terms in x of degrees < 2 in the Taylor expansion of x �→ aI(x, ε) at 0 vanish
identically. Thus, for every ε ∈ E, ‖aI(x, ε)‖/‖x‖1+η → 0 as x → 0 whenever η ≤ 1.
By continuity of bI , (34) holds with η = 1/2.

(2)(ii) Since bI(x) = O(‖x‖1+c), then ‖bI(x)‖/‖x‖1+c/2 → 0 as x → 0. Taking
η = c/2 we see that (34) holds.

(2)(iii) The assumptions imply that both ‖aI(x, ε)‖/‖x‖1−d/3 and ‖bI(x)‖/‖x‖2d/3
tend to zero as x→ 0. Thus, (34) holds with η = d/3.

6.2.4. Proof of Lemma 6.2. This is a straightforward adaptation of the proof
of [27, Lemma 4.2]. Since the result is local one may assume, without loss of generality,
that M is an open subset of R

n and that x = 0. By real-analyticity, the mappings φ
and f0, . . . , fm may be extended to complex analytic mappings defined on a polydisc
D(n, α) = {(z1, . . . , zn) ∈ C

n : |zi| < α, i = 1, . . . , n} for some α > 0. Denote the
corresponding extensions by φ̃ and f̃0, . . . , f̃m, respectively.

By Stirling’s formula, there is a constant C ′′ such that rr ≤ C ′′err! for all r ≥ 1.
Let C ′ = max{|φ̃(q)| : q ∈ D(n, 2

3α)} and define

C = emax{1, C ′C ′′}.
Select η > 0 arbitrarily. Then the vector fields g̃0 = (1/η)f̃0, g̃i = f̃i (i = 1, . . . ,m)
are analytic extensions of the vector fields g0, . . . , gm, respectively, to the set D(n, α).
Consider the complex control system

ż =

m∑
i=0

vig̃i(z), z ∈ C
n, v = (v0, . . . , vm) ∈ C

m+1.(36)
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Clearly, if v = (η, 0, . . . , 0), then (z, v) = (0, v) is an equilibrium point; hence the
corresponding constant solution t �→ (0, v) is defined for t ∈ [0, 1]. Since (36) may be
rewritten as a real control system on R

2n, one can apply Lemma 6.3 to conclude that
there is δ ∈ (0, 2

3α) with the property that, whenever z0 ∈ D(n, δ), v0 ∈ A = {w ∈ C :
|w − η| < δ}, and vi ∈ D(1, δ) (i = 1, . . . ,m), the system (36) has a unique solution
z : [0, 1]→ C

n satisfying z(t0) = z0 and z(t) ∈ D(n, 2
3α) for t ∈ [0, 1].

Let us fix a multi-index I = (i1, . . . , ir) ∈ {0, . . . ,m}r, r ≥ 1, and define the set
DI =

∏r
j=1D

I
j , where DI

j = A if ij = 0 and DI
j = D(1, δ) otherwise. DI is thus an

open subset of C
r. For any z ∈ DI , define the input function vI,z : [0, 1]→ A×D(m, δ)

by setting, for j = 1, . . . , r and t ∈ [ j−1
r , jr ), v

I,z(t) = zjeij (here {e0, . . . , em} denotes
the canonical basis of the C-vector space C

m+1). The function vI,z thus defined is
a piecewise-constant function on [0, 1] taking values in A × D(m, δ). Therefore, for
any q ∈ D(n, δ), the solution t �→ ξI,zq (t) to system (36), with input vI,z and initial

condition ξI,zq (0) = q, is defined and satisfies ξI,zq (t) ∈ D(n, 2
3α) for all t ∈ [0, 1].

Moreover, for i = 1, . . . , r, ξI,zq (i/r) is analytic in q and z for (q, z) ∈ D(n, δ)×DI (cf.

[27, proof of Lemma 4.2]). Now define a mapping ψI : D(n, δ) ×DI → C by setting
ψI(q, z) = φ̃(ξI,zq (1)). Then

∂rψI
∂zr · · · ∂z1 (q, 0) =

(
1

r

)r
(g̃i1 · · · g̃ir φ̃)(q).

This is readily shown by extending the following basic argument using induction on
the length r of I = (i1, . . . , ir). For a vector field X = (X1, . . . , Xn) defined on
some subset B of C

n, denote by t �→ ΦXq (t) the local flow of X satisfying ΦXq (0) =

q ∈ B. Hence dΦXq,k/dt = Xk(Φ
X
q (t)) for k = 1, . . . , n. It is easy to check that

ΦzXq (t) = ΦXq (zt) when z ∈ C and |z| is small enough. Thus, by setting ψ(i)(q, z) =

φ̃(Φzg̃iq (τ)) = φ̃(Φg̃iq (zτ)), with i ∈ {0, . . . ,m}, one gets

∂ψ(i)

∂z
(q, z) =

n∑
k=1

∂φ̃

∂rk

(
Φg̃iq (zτ)

) dΦg̃iq,k
dt

(zτ)
d

dz
(zτ)

= τ

n∑
k=1

∂φ̃

∂rk

(
Φg̃iq (zτ)

)
g̃i,k(Φ

g̃i
q (zτ)),

and then, if τ = 1 and z = 0 (and since r=1 because I = (i)),

∂ψI
∂z

(q, 0) =
n∑
k=1

∂φ̃

∂rk
(q)g̃i,k(q) =

(
1

r

)r
(g̃iφ̃)(q).

Since q �→ ψI(q, z) is analytic on D(n, δ) for z ∈ DI , Cauchy’s estimates yield∣∣∣∣ ∂rψI
∂zr · · · ∂z1 (q, 0)

∣∣∣∣ ≤ max

{
|φ̃(q′)| : q′ ∈ D

(
n,

2

3
α

)}
= C ′,

and this implies in turn that |g̃i1 · · · g̃ir φ̃(q)| ≤ C ′rr for any q ∈ D(n, 2
3α). By

definition of C ′′, one has C ′rr ≤ C ′C ′′err! Also, C ′C ′′ ≤ max{1, C ′C ′′} = C/e.
Using the fact that 1 ≤ C/e, and hence C/e ≤ (C/e)r, one gets C ′C ′′err! ≤ Crr! for
r ≥ 1. Therefore, by setting K = D(n, δ) ∩ R

n, one concludes that

|(gi1 · · · girφ)(x)| ≤ Crr!
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for x ∈ K and r ≥ 1. Since the constant C was selected independently of η, r, and I,
this finishes the proof.
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Abstract. In this paper, control systems with two uncontrollable modes on the imaginary axis
are studied. The main contributions include the local orientation control of periodic solutions and
center manifolds, the quadratic normal form of systems with two imaginary uncontrollable modes, the
stabilization of the Hopf bifurcation by state feedback, and the quadratic invariants that characterize
the nonlinearity of a system and its Hopf bifurcation.
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1. Introduction. Nonlinear dynamical systems exhibit complicated perform-
ance around bifurcation points. As the parameter of a system is varied, changes may
occur in the qualitative structure of its solutions around a point of bifurcation. Using
a feedback to stabilize a system with a bifurcation has been studied by many authors
(see, for instance, [1], [2], [7], [10], [12], [21], and [23]). Bifurcation phenomenon
appears in a large family of engineering systems. The control of bifurcations has
attracted increasing attention in recent years, motivated by engineering applications
such as the control of surge and rotating stall in engine compressors [20], [21], and
the control of voltage instabilities and collapse [25]. It is known that bifurcations in a
linearly controllable system can be delayed or stabilized by a linear feedback [1], [8].
However, nonlinear feedback is essential for systems with uncontrollable bifurcation
modes. The authors of [3], [1], [2], [5], [9], and [12] studied the bifurcation and/or
stability of systems with one and two uncontrollable modes. Using normal forms,
the author of [16], [17], [18] developed the analysis and control design algorithm for
systems with one uncontrollable mode.

In this paper, control systems with two uncontrollable modes on the imaginary
axis are studied. The main contributions include the local orientation control of
periodic solutions and center manifolds, the quadratic normal form of systems with
the Hopf bifurcation, the stabilization of the Hopf bifurcation by state feedback,
and the quadratic invariants that characterize the nonlinearity of a system and its
Hopf bifurcation. In this paper, “bifurcation control” means the control of the local
orientation of the periodic solution and the stabilization of the Hopf bifurcation. The
results in this paper focus on local bifurcations. Global bifurcations are not addressed
here.

The Hopf bifurcation studied in this paper occurs in the Moore–Greitzer model
of axial flow engine compressors. A simple version of this model is a four-dimensional
ordinary differential equation with nonlinear dynamics exhibiting several kinds of
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bifurcations. When the pressure rise in the system arrives at a critical value, the op-
erating point loses its linear stability, and a Hopf bifurcation takes place. Meanwhile,
the critical modes are not linearly controllable. The resulting limit cycle in the system
is called a rotating stall, which significantly reduces the efficiency of the compressor
[22], [20], [21].

The mathematical analysis in this paper is based on the linear and quadratic
normal form of control systems. In section 2, we derive the linear normal form of
the control system and its linear center manifold. Then we derive the relationship
between the local orientation of center manifold and the state feedback. A necessary
and sufficient condition is found in order for the local orientation of center manifold
to be achievable by state feedback. In section 3, the quadratic normal form is found
for control systems with two imaginary uncontrollable modes. The theorem is proved
in the appendix. Then an explicit formula of the quadratic center manifold is derived
for the normal form. Sufficient conditions are derived for the tuning of a nonlinear
control law to render the Hopf bifurcation supercritical. In section 4, the explicit
formula for the coefficients in the normal form is derived based on the Lie operator
and the Lie bracket. A set of invariants is found, the value of which does not change
under the quadratic change of coordinates and feedback. It is proved that two systems
have equivalent quadratic parts if and only if their invariants have the same value.
Furthermore, the value of the invariants equals the value of the coefficients in the
normal form.

The normal form approach adopted in this paper generalizes Poincaré’s normal
form method, commonly used in dynamical systems theory, to the area of control
systems. It was first introduced in [19], [14]. The results proved in this paper indicate
that the linear control determines the local orientation of the periodic solution around
the origin, and the quadratic feedback is critical to stabilize the periodic solution. The
analysis is based on the center manifold theorem [6] and the Poincaré–Andronov–Hopf
theorem [26]. The results in this paper are part of the Ph.D. thesis [13].

2. The orientation of center manifold. Consider the following nonlinear sys-
tem:

ζ̇ = f(ζ, µ) + g(ζ, µ) v.(2.1)

The variable ζ ∈ R
n is the state, v ∈ R is the input variable, and µ ∈ R is the

parameter. The vector fields f(ζ, µ) and g(ζ, µ) are assumed to be Ck for some
sufficiently large k.

Assume f(0, 0) = 0, g(0, 0) �= 0. Suppose that the linearization of the system at
the origin is (A,B),

A =
∂f

∂ ζ
(0, 0), B = g(0, 0),

with

rank([B AB A2B · · · An−1B]) = n− 2.(2.2)

Thus, the system is not linearly controllable at the origin. If the uncontrollable modes
have nonzero real parts, the stabilizability of the system is determined by the real part
of the uncontrollable modes. However, if the real part of the uncontrollable modes
is zero, bifurcation occurs even with feedback control. In this paper, we assume that
±i ω are the uncontrollable modes.
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Assumption 1. The linearization of (2.1) has two uncontrollable modes, ±i ω, at
the origin.

In this paper, a general nonlinear system is transformed to a simpler system, which
is called normal form. Bifurcation analysis based on the Poincaré normal form is a
well-known theory in dynamical systems. The control system normal form derived in
the present paper is different from those used in the literature of nonlinear dynamical
systems without control inputs. Why is it necessary to introduce the control system
normal form instead of adopting the Poincaré normal form of vector fields? In fact,
even for a linear control system ẋ = Ax + Bu, the controller normal form is more
useful than the diagonal form of A in the feedback design. The normal form of
nonlinear control systems generalizes the linear controller form. An affine control
system ẋ = f(x) + g(x)u has two vector fields f(x) and g(x). Therefore, the normal
form of a control system requires the simplification of both f and g simultaneously.
The simplification of f does not necessarily result in a simple form for g. Furthermore,
the transformation group of control systems consists of changes of coordinates and
feedbacks. This is different from the normal form theory of dynamical systems where
feedbacks are not considered.

The first step of the analysis is to simplify the linear part of the system (i.e., the
determination of the linear normal form). There exist a linear change of coordinates
and a feedback independent of µ transforming the system (2.1) into

[
ż1
ż2

]
= A1

[
z1
z2

]
+ Γ1µ+O(z, µ, x, u)2,

ẋ = A2x+B2u+ Γ2µ+O(z, µ, x, u)2,

(2.3)

with Γ1 =
[
γ1 1 γ1 2

]T
, Γ2 =

[
γ2 1 γ2 2 · · · γ2n−2

]T
, and z ∈ R

2, x ∈ R
n−2:

A1 =

[
0 −ω
ω 0

]
, A2 =

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

(n−2)×(n−2)

, B2 =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦

(n−2)×1

.

(2.4)

The subsystem (A2, B2) is the Brunovsky form of controllable linear systems.

The system can be simplified further. The µ-terms can be canceled by the change
of coordinates: z̄1 = z1 + γ1 2

ω µ, z̄2 = z2 − γ1 1

ω µ, x̄1 = x1, x̄i = xi + γ2 i−1µ for
i = 2, . . . , n and a feedback ū = u + γ2nµ. The linear normal form of (2.1) is
summarized in the following lemma

Lemma 2.1. There exists a linear change of coordinates and feedback which
transforms (2.1) into

ż = A1z + f
[2]
1 (z, µ, x) + g

[1]
1 (z, µ, x)u+O(z, µ, x, u)3,

ẋ = A2x+B2u+ f
[2]
2 (z, µ, x) + g

[1]
2 (z, µ, x)u+O(z, µ, x, u)3.

(2.5)

2.1. The linear center manifold. Consider

ż = A1z +O(z, µ, x, u)2,
ẋ = A2x+B2u+O(z, µ, x, u)2,

(2.6)
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and the feedback

u = F1z1 + F2z2 + F3µ+

n−2∑
i=1

aixi +O(z, µ, x)2.(2.7)

To stabilize the system around the bifurcation point, the controllable part has to be
stable. So, we assume the following.

Assumption 2. The matrix A2 +B2

[
a1 · · · an−2

]
is Hurwitz.

Suppose that the center manifold of the closed-loop system (2.6)–(2.7) is

x = Π(z, µ).

Suppose that the linear part of Π is

Π[1](z, µ) = Π[1]

[
z
µ

]
, Π[1] =

⎡
⎢⎢⎣

Π
[1]
11 Π

[1]
12 Π

[1]
13

...
...

...

Π
[1]
n−2,1 Π

[1]
n−2,2 Π

[1]
n−2,3

⎤
⎥⎥⎦ ∈ R

(n−2)×3,(2.8)

where Π[1](z, µ) is a function and Π[1] represents the matrix of the linear function.
The center manifold equation is

∂Π(z, µ)

∂ (z, µ)

[
ż
µ̇

]
= A2Π +B2

(
n−2∑
i=1

aiΠi(z, µ) + F1z1 + F2z2 + F3µ

)
+O(z, µ, x)2.

The linear part of the equation is equivalent to

Π
[1]
i+1(z, µ) =

∂Π
[1]
i

∂ (z, µ)

[
A1 0
0 0

] [
z
µ

]
, i ≤ n− 3,

n−2∑
i=1

aiΠ
[1]
i (z, µ) + F1z1 + F2z2 + F3µ =

∂Π
[1]
n−2

∂ (z, µ)

[
A1 0
0 0

] [
z
µ

]
,

where Π
[1]
i represents the ith row of Π[1]. So,

Π
[1]
i+1 = Π

[1]
i

[
A1 0
0 0

]
, i ≤ n− 3,

n−2∑
i=1

ai Π
[1]
i +

[
F1 F2 F3

]
= Π

[1]
n−2

[
A1 0
0 0

]
.

Hence,

Π
[1]
i+1 = Π

[1]
1

[
A1 0
0 0

]i
, i ≤ n− 3,

n−2∑
i=1

ai Π
[1]
1

[
A1 0
0 0

]i−1

+
[
F1 F2 F3

]
= Π

[1]
1

[
A1 0
0 0

]n−2

.

Let P (λ) be the characteristic polynomial of A2 +B2

[
a1 · · · an−2

]
; then

P (λ) = λn−2 −
n−2∑
i=1

aiλ
i−1.(2.9)
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So

⎧⎪⎪⎨
⎪⎪⎩

Π
[1]
1 P

([
A1 0
0 0

])
=
[
F1 F2 F3

]
,

Π
[1]
i+1 = Π

[1]
1

[
A1 0
0 0

]i
.

(2.10)

If a1 �= 0, from the expression of P (λ) we obtain

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Π
[1]
1 =

[
F1 F2 F3

] [ P (A1)
−1 0

0 − 1
a1

]
,

Π
[1]
i+1 = Π

[1]
1

[
A1 0
0 0

]i
.

(2.11)

This formula holds only if P (A1) is invertible, and a1 �= 0. This is always true.
Because of Assumption 2, the eigenvalues of A2 + B2[a1 a2 · · · an−2] are not on
the imaginary axis. Therefore, the roots of the characteristic polynomial P (λ) are
not on the imaginary axis. Therefore, P (±iω) �= 0. On the other hand, the eigen-
values of P (A2) are P (±iω), which are nonzero. Therefore, the matrix P (A2) is
invertible. Furthermore, the value (−1)n−1a1 equals the product of all eigenvalues of
A2 +B2[a1 a2 · · · an−2]. If all the eigenvalues are on the left half plane, it is easy to
check that a1 < 0.

Theorem 2.2. Suppose
[
a1, . . . , an−2

]
stabilizes the x-subsystem. Given any

vector Π
[1]
1 ∈ R

1×3, there exist unique vectors Π
[1]
i ∈ R

1×3, i > 1, and
[
F1, F2, F3

]
given by (2.11), such that

x = Π[1]

[
z
µ

]
(2.12)

is the linear part of the center manifold of the closed-loop system.

2.2. Orientation. In this subsection, a center manifold x = Π(z, µ) is treated
as a submanifold in the space of (z, µ, x) ∈ R

n+1. A row vector in R
n+1 is orthogonal

to the manifold at the origin if the vector is orthogonal to the tangent space of the
manifold at the origin. The orientation of a center manifold at the origin is a set of
vectors. The vectors are orthogonal to the manifold, linearly independent, and they
generate a complement subspace of the manifold. In other words, the orientation of
the center manifold at the origin is a basis of the orthogonal complement subspace of
the tangent space of the center manifold.

Theorem 2.3. Given any (n− 2)× (n+ 1) matrix of the form

[M(n−2)×3 N(n−2)×(n−2)],

its row vectors define the center manifold orientation at the origin for (2.6)–(2.7) if
and only if N−1 exists and Π[1] = −N−1M satisfies (2.11).

Proof. Suppose that [M(n−2)×3 N(n−2)×(n−2)] defines the orientation of a center
manifold. Then it is orthogonal to the tangent space of the center manifold.It is
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known that the tangent space of the center manifold is given by its linear part,

x−Π[1]

[
z
µ

]
= 0,

where Π[1] satisfies (2.11). In the (z, µ, x) space, a set of orthogonal vectors of
the tangent space is the row vectors of [−Π[1] I]. Therefore, both [−Π[1] I] and
[M(n−2)×3 N(n−2)×(n−2)] generate the same space, which is orthogonal to the tan-

gent space of the center manifold. Therefore, the row vectors of [−Π[1] I] are linear
combinations of the row vectors in [M(n−2)×3 N(n−2)×(n−2)], i.e.,

[−Π[1] I] = N−1[M(n−2)×3 N(n−2)×(n−2)].

So, Π[1] = −N−1M, and it satisfies (2.11).

On the other hand, suppose −N−1M satisfies (2.11). By Lemma 2.2, the linear
space

N−1M
[
z
µ

]
+ x = 0

represents the linear part of the center manifold. It is the tangent space of the center
manifold. Therefore, [N−1M I], the row vectors in the coefficient matrix of this
equation, forms a basis of the orthogonal space. It is easy to check that the row
vectors of [MN ] and [N−1M I] generate the same vector space. Therefore, [M N ]
defines the orientation of the center manifold.

3. Quadratic normal form and Hopf bifurcation. This section has two
parts. The quadratic normal form is introduced in the first part. Then the relationship
between the quadratic feedback and the stability of the Hopf bifurcation is derived.
As a corollary, a design algorithm is found. The feedback designed using this method
stabilizes the periodic solution in the Hopf bifurcation.

3.1. Quadratic normal form and center manifold. The following quadratic
transformations are employed to simplify the quadratic part of a system into its normal
form while leaving the linear part invariant:

⎡
⎣ z1
z2
x

⎤
⎦ =

⎡
⎣ z̄1
z̄2
x̄

⎤
⎦+ φ[2](z̄, µ, x̄),(3.1)

ū = u+ α[2](z̄, µ, x̄) + β[1](z̄, µ, x̄)u.(3.2)

The normal form is given in the following theorem.

Theorem 3.1. Consider system (2.5). There exist a quadratic change of coordi-
nates (3.1) and feedback (3.2) that transform the system into a unique system of the
form

ż = A1z + f
[2,0]
1 (z, µ) + f

[1,1]
1 (z, µ, x1) + f

[0,2]
1 (x) +O(z, µ, x)3,

ẋ = A2x+B2u+ f
[0,2]
2 (x) +O(z, µ, x, u)3,

(3.3)
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where

f
[2,0]
1 (z, µ) =

2∑
i=1

2∑
j=1

βji e
i
1 zj z3, β1

1 = β2
2 , β

2
1 = −β1

2 ,

f
[1,1]
1 (z, µ, x1) =

2∑
i=1

3∑
j=1

γji e
i
1 zj x1,

f
[0,2]
1 (x) =

2∑
i=1

n−2∑
j=1

δji e
i
1 x

2
j ,

f
[0,2]
2 (x) =

n−2∑
i=1

n−2∑
j=i+2

ρjie
i
2 x

2
j .

(3.4)

For reasons of simplicity, we use (z, µ, x) instead of (z̄, µ, x̄) for the variables in the
normal form. In the notation, z3 = µ. We will continue to use both z3 and µ in the rest
of this paper. The notation ei1 is the ith unit vector in z space. The vector ei2 is the

ith unit vector in x space. The superscript [2, 0] implies that f
[2,0]
i (z, µ) is quadratic in

(z, µ), and the variable x does not appear in f
[2,0]
i (z, µ). The superscript [1, 1] implies

that f
[1,1]
i (z, µ, x) consists of quadratic terms in which both the degree of (z, µ) and

the degree of x equal one, i.e., the cross terms of x and (z, µ). Similarly, f
[0,2]
i (x)

consists of quadratic terms of x. A typical quadratic normal form of dimension five
is given in the following example:

ż1 = −ωz2 + z1µ+ z2µ+ z1x1 + z2x1 + µx1 + x2
1 + x2

2 + x2
3,

ż2 = ωz1 − z1µ+ z2µ+ z1x1 + z2x1 + µx1 + x2
1 + x2

2 + x2
3,

ẋ1 = x2 + x2
3,

ẋ2 = x3,
ẋ3 = u.

In this example,

f
[2,0]
1 =

[
z1µ+ z2µ
−z1µ+ z2µ

]
, f

[1,1]
1 =

[
z1x1 + z2x1 + µx1

z1x1 + z2x1 + µx1

]
,

f
[0,2]
1 =

[
x2

1 + x2
2 + x2

3

x2
1 + x2

2 + x2
3

]
, f

[0,2]
2 =

⎡
⎣ x2

3

0
0

⎤
⎦ .

The normal form is used to develop an algorithm of feedback design to stabilize
the Hopf bifurcation. The proof of the quadratic normal form is not used in the
feedback design. So, the proof of Theorem 3.1 is given in the appendix.

Now let us determine the quadratic part of the center manifold. In the following,
adX(Y ) represents the Lie bracket of two matrices X and Y , i.e.,

adX(Y ) = XY − Y X.
Theorem 3.2. Suppose

[
a1, . . . , an−2

]
stabilizes the x-subsystem, and suppose

Fi = 0 for i = 1, 2, 3. The linear part of the center manifold has been determined as

in Theorem 2.2. Given any matrix Q1 and a quadratic function Π
[2]
i , i = 1, . . . , n−2,

defined by

Π
[2]
i (z, µ) =

[
z µ

]
(−1)i−1adi−1[

A1 0
0 0

](Q1)

[
z
µ

]
,(3.5)
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there exists a unique quadratic feedback

u(z, x, µ) =
n−2∑
i=1

aixi +
[
z µ

]
Qfb

[
z
µ

]
+O(z, µ, x)3,(3.6)

with

Qfb = P
(
− ad[A1 0

0 0

])(Q1),(3.7)

such that (3.5) is the quadratic part of the center manifold. P (λ) is the characteristic
polynomial of A2 +B2K for K =

[
a1 · · · an−2

]
.

Remark. Theorem 3.2 implies that for any given matrix Q1, there always exists
Qfb given by (3.7) so that the feedback (3.6) yields a center manifold satisfying (3.5).
In the next section it will be proved that the stability of the Hopf bifurcation is
determined by Q1 and the invariants. Theorem 3.2 guarantees that if a Q1 stabilizes
a Hopf bifurcation, then Q1 is always achievable by a suitable quadratic feedback.
Thus, the problem of finding the stabilizing feedback is converted to the problem of
maneuvering the quadratic part of the center manifold.

Remark. The spectrum of the operator ad[A1
0

0
0 ] consists of {±iω,±2iω, 0}, all on

the imaginary axis. The spectrum of P (−ad[A1
0

0
0 ]) is

{P (±iω), P (±2iω), P (0)}.

Since the roots of P (λ) are all in the left half plane, the spectrum of P (−ad[A1
0

0
0 ])

does not contain zero. So, P (−ad[A1
0

0
0 ]) is an invertible linear operator.

Proof. Consider

ż = A1z + f
[2,0]
1 (z, µ) + f

[1,1]
1 (z, µ, x) + f

[0,2]
1 (x) +O(z, µ, x)3,

ẋ = A2x+B2

(
n−2∑
i=1

aixi +
[
z µ

]
Qfb

[
z
µ

])
+ f

[0,2]
2 (x) +O(z, µ, x)3.

Since F1 = F2 = F3 = 0, the linear part of the center manifold vanishes (Theorem 2.2).
The quadratic part of the center manifold has the form

xi = Πi(z, µ),

Π
[2]
i =

[
z µ

]
Qi

[
z
µ

]
,

where Qi, i = 1, . . . , n−2, are real 3×3 symmetric matrices. From the center manifold
equation

∂Π

∂(z µ)

[
ż
µ̇

]
= A2Π +Bu+O(z, µ, x)2

we have

[
z µ

](
Qi

[
A1 0
0 0

]
−
[
A1 0
0 0

]
Qi

)[
z
µ

]

=
[
z µ

]
Qi+1

[
z
µ

]
for 1 ≤ i ≤ n− 3,
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[
z µ

](
Qn−2

[
A1 0
0 0

]
−
[
A1 0
0 0

]
Qn−2

)[
z
µ

]

=
n−2∑
i=1

ai
[
z µ

]
Qi

[
z
µ

]
+
[
z µ

]
Qfb

[
z
µ

]
.

In this equation, we used the fact that

[
A1 0
0 0

]T
= −

[
A1 0
0 0

]
.

This equation is equivalent to

Qi+1 = −ad[A1 0
0 0

](Qi),
Qfb = −ad[A1 0

0 0

](Qn−2)−
n−2∑
i=1

aiQi,

hence,

Qi+1 = (−1)iadi[A1 0
0 0

](Q1),

Qfb = (−1)n−2adn−2[
A1 0
0 0

](Q1)−
n−2∑
i=1

ai(−1)i−1adi−1[
A1 0
0 0

](Q1).
(3.8)

So

Qi+1 = (−1)iadi[A1 0
0 0

](Q1),

Qfb = P
(
− ad[A1 0

0 0

])(Q1).

In Theorem 3.2, we assume that the linear feedback is independent of (z, µ).
However, it does not mean that we lose any generality. The next theorem shows that
if a closed-loop system has nonzero Fi terms, it can be transformed into a system in
which the linear part of the controllable system is not explicitly a function of (z, µ).
Then, the formulae in Theorem 3.2 are applicable to the new system.

Proposition 3.3. Given a system

ż = A1z +O(z, x)2,

ẋ = A2x+B2

(
F1z1 + F2z2 + F3z3 +

n−2∑
i=1

aixi

)
+O(z, x)2,

(3.9)

there exists a linear change of coordinates to transform the system into the form

˙̃z = A1z̃ +O(z̃, x̃)2,

˙̃x = A2x̃+B2

(
n−2∑
i=1

aix̃i

)
+O(z̃, x̃)2.

(3.10)
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Proof. Consider the following change of coordinates:

x̃1 = x1 +
[
ϕ1 ϕ2

]
z + ϕ3 µ,

x̃2 = x2 +
[
ϕ1 ϕ2

]
A1z,

...

x̃n−2 = xn−2 +
[
ϕ1 ϕ2

]
An−3

1 z.

In the new coordinates, the system has the form

˙̃x1 = x̃2,

˙̃x2 = x̃3,

...

˙̃xn−2 =

n−2∑
i=1

aix̃i + (F3 − a1ϕ3)µ

+

{[
F1 F2

]
+
[
ϕ1 ϕ2

]
An−2

1 −
n−2∑
i=1

ai
[
ϕ1 ϕ2

]
Ai−1

1

}
z

=

n−2∑
i=1

aix̃i + (F3 − a1ϕ3)µ+ (
[
F1 F2

]
+
[
φ1 φ2

]
P (A1))z.(3.11)

Define

ϕ3 =
F3

a1
,

[
ϕ1 ϕ2

]
= − [ F1 F2

]
P (A1)

−1.

Then we obtain a dynamics possessing the form (3.10).
Remark. When Fi �= 0, the quadratic part of the center manifold is given by

Qi+1 = −ad[A1 0
0 0

](Qi) +

n−2∑
j=i+2

ρjiΠ
[1]
j

T
Π

[1]
j −

2∑
j=2

Π
[1]
i,jPj ,(3.12)

Qfb = −ad[A1 0
0 0

](Qn−2)−
n−2∑
i=1

aiQi +

n−2∑
j=i+2

ρjiΠ
[1]
j

T
Π

[1]
j ,(3.13)

with Pi ∈ R
3×3 given by

Pi =

⎡
⎢⎣ 0 0

β1
i

2

0 0
β2
i

2
β1
i

2
β2
i

2 0

⎤
⎥⎦+

⎡
⎣ γ1

i

γ2
i

γ3
i

⎤
⎦Π

[1]
1 +

n−2∑
j=1

δjiΠ
[1]
j

T
Π

[1]
j .

3.2. Control of the Hopf bifurcation. The center manifold has dimension
two. To determine its stability we use the Poincaré–Andronov–Hopf theorem. Let us
recall the following result.

Theorem 3.4 (see [11]). Consider the system[
ż1
ż2

]
=

[
0 −ω
ω 0

] [
z1
z2

]
+

[
Ψ(z1, z2, µ)

Ψ̃(z1, z2, µ)

]
.(3.14)
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If

Ψµ z1 + Ψ̃µ z2 �= 0,

ă �= 0,

where ă is a constant defined below, a curve of periodic solutions bifurcates from the
origin into µ < 0 if ă(Ψµ z1 + Ψ̃µ z2) > 0 or µ > 0 if ă(Ψµ z1 + Ψ̃µ z2) < 0.

The periodic solution is stable if ă < 0. The periodic solution is unstable if ă > 0.
The origin is stable for µ > 0 (resp., µ < 0) and unstable for µ < 0 (resp., µ > 0) if
Ψµ z1 + Ψ̃µ z2 < 0 (resp., Ψµ z1 + Ψ̃µ z2 > 0).

The coefficient ă is a constant involving partial derivatives evaluated at the bi-
furcation point, i.e., (z1, z2, µ) = (0, 0, 0). It is given by

ă =
1

16
( Ψz1z1z1 + Ψ̃z1z1z2 + Ψz1z2z2 + Ψ̃z2z2z2)

+
1

16ω
( Ψz1z2( Ψz1z1 + Ψz2z2)− Ψ̃z1z2( Ψ̃z1z1 + Ψ̃z2z2)

− Ψz1z1 Ψ̃z1z1 + Ψz2z2 Ψ̃z2z2).

(3.15)

Remark. When Ψµ z1 +Ψ̃µ z2 > 0 (resp., Ψµ z1 +Ψ̃µ z2 < 0), if ă < 0, then a stable
periodic orbit of amplitude approximately

R =

(
(Ψµ z1 + Ψ̃µ z2)µ

|ă|

) 1
2

(3.16)

bifurcates from the origin into µ > 0 (resp., µ < 0) as µ passes through zero. The
origin itself is a stable focus if µ < 0 (resp., µ > 0).

If ă > 0, then an unstable periodic orbit of amplitude

R =

(
(Ψµ z1 + Ψ̃µ z2)µ

ă

) 1
2

(3.17)

bifurcates into µ < 0 (resp., µ > 0), where the origin is a stable focus, and there are
no periodic orbits in a small neighborhood of the origin of µ > 0 (resp., µ < 0).

Remark. If ă < 0, a stable periodic solution attracts local trajectories when the
origin is an unstable equilibrium point. Hence, the local trajectories of the system stay
around the origin even if the origin is not a stable point. In this case, the bifurcation
is called supercritical Hopf bifurcation.

Using the expressions of the center manifold (3.5) and the normal form (3.3),
we can determine the dynamics of (2.1) on the center manifold. A straightforward
application of Theorem 3.4 permits us to compute the feedback coefficients to stabilize
the Hopf bifurcation. Substituting (3.5) into the ż dynamics of the normal form (3.3),
the critical coefficients in the reduced system can be found. In this case,

ă =
1

16

(
2(Q11(3γ

1
1 + γ2

2) + 2Q12(γ
2
1 + γ1

2) +Q22(3γ
2
2 + γ1

1))

+
∂3f

[3]
11

∂z3
1

+
∂3f

[3]
12

∂z2
1∂z2

+
∂3f

[3]
11

∂z1∂z2
2

+
∂3f

[3]
12

∂z3
2

)
,

Ψµ z1 + Ψ̃µ z2 = 2β1
1 ,

(3.18)
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where

Q1 =

⎡
⎣ Q11 Q12 Q13

Q12 Q22 Q23

Q13 Q23 Q33

⎤
⎦

is the matrix of the quadratic center manifold, and

f
[3]
1 =

[
f

[3]
11

f
[3]
12

]

represents the cubic part of the ż equation in (3.3). The next theorem of bifurcation
control is a straightforward corollary of Theorem 3.4 and (3.18).

Theorem 3.5. Given a system in the normal form (3.3), suppose β1
1 �= 0. If one

of the following conditions is satisfied,
(1) 3γ1

1 + γ2
2 �= 0,

(2) γ2
1 + γ1

2 �= 0,
(3) 3γ2

2 + γ1
1 �= 0,

then there always exists a nonlinear feedback (3.6) that renders the Hopf bifurcation
supercritical. The feedback coefficient Qfb is determined by (3.7), in which Q1 is any
symmetric matrix satisfying ă < 0.

Remark. In some cases where β1
1 = 0, it may be possible to use the feedback

(F1, F2, F3) in (2.7) to modify the value of Ψµ z1 + Ψ̃µ z2 . Indeed, using this feedback
we find that

Ψµ z1 + Ψ̃µ z2 = 2β1
1 + (γ1

1 + γ2
2)Π

[1]
13 +

n−2∑
j=1

(
δj1Π

[1]
j1 + δj2Π

[1]
j2

)
Π

[1]
j3 ,

where Π
[1]
ji for i = 1, 2, 3 and j = 1, . . . , n− 2 are given by (2.8) and (2.11).

4. Invariants. Given a system in the form of (2.5), how do we find its normal
form? In this section, a set of numbers associated with (2.5) is found. The numbers
are invariant under any quadratic change of coordinates and feedback. They are called
the quadratic invariants. It is also proved that these invariants equal the coefficients in
the normal form. Two systems are equivalent under a quadratic change of coordinates
and feedback if and only if the invariants of the systems are equal. Therefore, the set of
quadratic invariants completely characterizes the quadratic part of a nonlinear control
system. For a given system (2.5), the values of the invariants are the coefficients in
the normal form.

Consider a system in the form of (2.5). Denote by Cx, Cz the following row vector
and matrix:

Cx =
[

0 0 1 0 · · · 0
]
1×n

, Cz =

[
1 0 0 · · · 0
0 1 0 · · · 0

]
2×n

.(4.1)

Given two vector fields X(ξ) and Y (ξ) defined in R
n, the operator adX is defined by

adX(Y ) = [X,Y ] =
∂ Y

∂ ξ
X − ∂ X

∂ ξ
Y.

The Lie operator LX is defined by

LX(κ(ξ)) =
∂κ(ξ)

∂ξ
X
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for C1 functions defined in R
n.

Definition 4.1. Given a system (2.5), the quadratic invariants are defined by

ρn−r−1
t =

1

2
CxA

t−1
[
adrf (g), ad

r−1
f (g)

]∣∣∣
z=0,x=0,µ=0

,
1 ≤ r ≤ n− 4,
1 ≤ t ≤ n− r − 3,

[
δn−r−1
1

δn−r−1
2

]
=

1

2
Cz

[
adrf (g), ad

r−1
f (g)

]∣∣∣
z=0,x=0,µ=0

, 1 ≤ r ≤ n− 2,

[
γj1
γj2

]
= (−1)nCz

∂

∂zj
adn−2
f (g)

∣∣
x=0, z=0, µ=0

, j = 1, 2, 3,

[
β1

1

β2
1

]
=

1

2

⎡
⎢⎣

∂2f11
∂z3∂z1

+
∂2f12
∂z3∂z2

∂2f11
∂z3∂z2

− ∂2f12
∂z3∂z1

⎤
⎥⎦
∣∣∣∣∣∣∣
x=0, z=0, µ=0

,

(4.2)
where f and g are the right hand side of (2.5). The vector

f1 =

[
f11
f12

]

represents the vector field of ż in (2.5).
Notation such as ρji , δ

i
i , γ

j
i , and βji are used for both the invariants and the

coefficients in the normal form (3.3). In the following, it is proved that they are
actually equal to each other.

Theorem 4.2. Consider a system in the form of (2.5).
(i) The quadratic transformation (3.1)–(3.2) does not change the value of quadratic

invariants.
(ii) For a system in normal form (3.3), its quadratic invariants (4.2) are equal

to the coefficients of the quadratic terms in the normal form.
(iii) Given two systems in the form of (2.5) with the same linearization (same

ω), the quadratic part of one system can be transformed into that of another
system by a suitable transformation (3.1)–(3.2) if and only if they have the
same quadratic invariants.

Proof. (i) Suppose the system (2.5) is transformed into the following system by a
quadratic change of coordinates (3.1)–(3.2):

[
˙̄z1

˙̄z2

]
= A1

[
z̄1
z̄2

]
+

[
f̄

[2]
11 (z̄, µ, x̄)

f̄
[2]
12 (z̄, µ, x̄)

]
+

[
ḡ
[1]
11 (z̄, µ, x̄)

ḡ
[1]
12 (z̄, µ, x̄)

]
ū+O(z̄, µ, x̄, ū)3,

˙̄x = A2x̄+B2ū+ f̄
[2]
2 (z̄, µ, x̄) + ḡ

[1]
2 (z̄, µ, x̄)u+O(z̄, µ, x̄, ū)3.

(4.3)

Denote the invariants of (2.5) and (4.3) by ρji , δ
j
i , γ

j
i , β

j
1, and ρ̄ji , δ̄

j
i , γ̄

j
i , β̄

j
1, respec-

tively. Notice that if we treat f(z, µ, x) and g(z, µ, x) as vector fields in R
n, then f

and f̄ represent the same vector field. Similarly, g and ḡ represent the same vector
field. Since Lie bracket and Lie operators are independent of the choice of coordi-
nate systems, sometimes we use f and g to represent these two vector fields without
mentioning the coordinate system (z, x or z̄, x̄). On a manifold, the operators ∂

∂zj

and ∂
∂z̄j

are equivalent to vector fields. They depend on the selection of coordinate
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systems. The invariants can be expressed in the following way using Lie brackets and
Lie operators:

ρn−r−1
t = 1

2L[adr
f
(g),adr−1

f
(g)]L

t−1
f (x1)|z=0,x=0,µ=0,

1 ≤ r ≤ n− 4,
1 ≤ t ≤ n− r − 3,[

δn−r−1
1

δn−r−1
2

]
= 1

2L[adr
f
(g),adr−1

f
(g)](z)|z=0,x=0,µ=0, 1 ≤ r ≤ n− 2,

[
γj1
γj2

]
= (−1)nL

[ ∂∂zj
,adn−2

f (g)]
(z)
∣∣
x=0, z=0, µ=0

, j = 1, 2, 3.

(4.4)

Under the new coordinates, we have

x1 = x̄1 +O(z̄, µ, x̄)2, z = z̄ +O(z̄, µ, x̄)2,
∂

∂zj
=

∂

∂z̄j
+O(z̄, µ, x̄)2.(4.5)

From (4.4) and (4.5),

ρn−r−1
t =

1

2
L[adr

f
(g),adr−1

f
(g)]L

t−1
f (x̄1)|z=0,x=0,µ=0

+
1

2
L[adr

f
(g),adr−1

f
(g)]L

t−1
f (O(z̄, µ, x̄)2)|z=0,x=0,µ=0.

In this relation, the second term on the right side is zero. The first term on the right
side is ρ̄ n−r−1

t . This proves ρn−r−1
t = ρ̄ n−r−1

t . Similarly, we can prove that δji = δ̄ji
for all feasible i and j.

Now let us consider γji . By (4.4) and (4.5), we have

[
γj1
γj2

]
= (−1)n

(
L

[ ∂∂z̄j
,adn−2

f (g)]
(z̄)

∣∣∣∣
x̄=0, z̄=0, µ=0

+ L
[ ∂∂z̄j

,adn−2

f (g)]
(O(z̄, µ, x̄)2)

∣∣∣∣
x̄=0, z̄=0, µ=0

+L
[O(z̄,µ,x̄),adn−2

f (g)]
(z̄ +O(z̄, µ, x̄)2)

∣∣∣∣
x̄=0, z̄=0, µ=0

)
.

(4.6)
By (4.4), we know that

L
[ ∂∂z̄j

,adn−2

f (g)]
(z̄)

∣∣∣∣
x̄=0,z̄=0,µ=0

=

[
γ̄j1
γ̄j2

]
.(4.7)

It is easy to check that

L
[ ∂∂z̄j

,adn−2

f (g)]
(O(z̄, µ, x̄)2)

∣∣∣∣
x̄=0,z̄=0,µ=0

= 0(4.8)

and

adrf (g) = (−1)r
[

0
Ar2B2

]
+O(z̄, µ, x̄).

Therefore,

adn−2
f (g) = O(z̄, µ, x̄).
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So

L
[O(z̄,µ,x̄),adn−2

f (g)]
(z̄ +O(z̄, µ, x̄)2)

∣∣∣∣
x̄=0,z̄=0,µ=0

= 0.(4.9)

Equations (4.7), (4.8), and (4.9) imply γji = γ̄ji .
Now, let us consider β1

1 and β2
1 . The homological equation (A.2) in the appendix

for f
[2,0]
1 (z̄, µ) is

f
[2,0]
1 (z, µ)− f̄ [2,0]

1 (z, µ) =
∂φ

[2,0]
1

∂z
A1z −A1φ

[2,0]
1 ,

where the change of coordinates φ
[2,0]
1 is

φ
[2,0]
1 =

[
a1
1z1µ+ a2

1z2µ
a1
2z1µ+ a2

2z2µ

]
.

Straightforward computation shows that

f
[2,0]
1 (z, µ)− f̄ [2,0]

1 (z, µ) =

[
ω(a1

2 + a2
1)z1µ+ ω(a2

2 − a1
1)z2µ

ω(a2
2 − a1

1)z1µ− ω(a2
1 + a1

2)z2µ

]
.

From the definition (4.2),

[
β1

1 − β̄1
1

β2
1 − β̄2

1

]
=

⎡
⎢⎢⎢⎣
∂2f11 − f̄11
∂z3∂z1

+
∂2f12 − f̄12
∂z3∂z2

∂2f̄11 − f̄11
∂z3∂z2

− ∂2f12 − f̄12
∂z3∂z1

⎤
⎥⎥⎥⎦ =

[
0
0

]
.

This proves that βji is invariant.
(ii) The proof of the second part of Theorem 4.2 is based on calculation. Suppose

that the vectors f and g are in the normal form (3.3). By mathematical induction we
can prove that for 1 ≤ r ≤ n− 4, we have

adrf (g) = (−1)r

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
...
0
1
0
...
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬
⎪⎪⎪⎭
n− r

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2δn−r−1
1 xn−r−1

2δn−r−1
2 xn−r−1

2ρn−r−1
1 xn−r−1

...
2ρn−r−1
n−r−3xn−r−1

0
...
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎬
⎪⎪⎪⎭
n− r − 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+ hr(xn−r, . . . , xn−2, z, µ) +O(x, z, µ)2.

Similarly, we can derive that

adn−3
f (g) = (−1)n−3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2δ21x2

2δ22x2

1
0
...
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

+ hn−3(x3, . . . , xn−2, µ, z) +O(z, µ, x)2,
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adn−2
f (g) = (−1)n−2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

γ1
1z1 + γ2

1z2 + γ3
1µ+ 2δ11x1

γ1
2z1 + γ2

2z2 + γ3
2µ+ 2δ12x1

0
0
...
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

+ hn−2(x2, . . . , xn−2, µ, z) +O(z, µ, x)2.

Therefore,

[
adrf (g), ad

r−1
f (g)

]
=
[

2δn−r−1
1 2δn−r−1

2 2ρn−r−1
1 · · · 2ρn−r−1

n−r−3 0 · · · 0
]T

+O(z, µ, x), r < n− 3,
[
adrf (g), ad

r−1
f (g)

]
=
[

2δn−r−1
1 2δn−r−1

2 0 · · · 0
]T

+O(z, µ, x), r = n− 3, n− 2.

This implies

ρn−r−1
t =

1

2
CxA

t−1
[
adrf (g), ad

r−1
f (g)

] ∣∣∣∣
z=0,x=0,µ=0

,
1 ≤ r ≤ n− 4,
1 ≤ t ≤ n− r − 3,[

δn−r−1
1

δn−r−1
2

]
=

1

2
Cz

[
adrf (g), ad

r−1
f (g)

] ∣∣∣∣
z=0,x=0,µ=0

, 1 ≤ r ≤ n− 2,

[
γj1
γj2

]
= (−1)nCz

[
∂

∂zj
, adn−2

f (g)

] ∣∣∣∣
x=0, z=0, µ=0

, j = 1, 2, 3.

The formula for the invariants β1
1 and β2

1 of the normal form is a straightforward
corollary of the definition of invariants.

(iii) By (i) and (ii), the value of the invariants of a system uniquely determines
the coefficients of its normal form. On the other hand, Theorem 3.1 implies that one
system can be transformed into another system by quadratic transformation if and
only if they have the same normal form. Therefore, a system can be transformed into
another system by quadratic transformation if and only if they have the same values
of invariants.

5. Conclusion. In this paper, linear and quadratic normal forms of nonlinear
systems with a pair of imaginary uncontrollable modes are derived. Based on the
normal form, formulae of feedbacks are found to control the bifurcation of the sys-
tem. The Hopf bifurcation cannot be removed from the closed-loop system because
the imaginary eigenvalues are uncontrollable. However, it is proved that both the ori-
entation and the stability of the periodic solution can be controlled by state feedback.
It is proved in this paper that a linear feedback determines the local orientation of the
periodic solution around the bifurcation point, and the quadratic feedback controls
the stability of the periodic solution. The explicit relations between the feedback and
the performance of the periodic solution, such as the local orientation and stability,
are derived. A set of formulae is derived which computes the coefficients in the normal
form of systems with two imaginary uncontrollable modes.
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Appendix. Proof of normal form theorem. Given a system (2.5), the qua-

dratic functions f
[2]
1 (z, µ, x) and f

[2]
2 (z, µ, x) have a decomposition denoted by

f
[2]
i (z, µ, x) = f

[2,0]
i (z, µ) + f

[1,1]
i (z, µ, x) + f

[0,2]
i (x), i = 1, 2.

The superscript [2, 0] implies that f
[2,0]
i (z, µ) is quadratic in (z, µ), and the variable

x does not appear in f
[2,0]
i (z, µ). The superscript [1, 1] implies that f

[1,1]
i (z, µ, x)

consists of quadratic terms in which both the degree of (z, µ) and the degree of x

equal one, i.e., the cross terms of x and (z, µ). Similarly, f
[0,2]
i (x) consists of quadratic

terms of x. For example, z1x1 and µx2 are terms of f
[1,1]
i , and x2x4 is a term in

f
[0,2]
i (x). The subscript i = 1 implies that the vector has 2 components, representing

the uncontrollable dynamics, i.e., the right side of ż equation in (2.5). The subscript
i = 2 implies that the vector has n− 2 components. It represents the vector in the ẋ
equation of (2.5). Similar notation applies to other vector fields and functions, such as
the change of coordinates φ[2](z, µ, x) and the feedback α[2](z, µ, x) and β[1](z, µ, x).

Let us consider the system[
ż
ẋ

]
= A

[
z
x

]
+Bu+ f [2](z, µ, x) + g[1](z, µ, x)u.

In [14], it was proved that this system can be transformed into[
˙̄z
˙̄x

]
= A

[
z̄
x̄

]
+Bv + f̄ [2](z̄, µ, x̄) + ḡ[1](z̄, µ, x̄)v

by the change of coordinates and feedback[
z
x

]
=

[
z̄
x̄

]
+ φ[2](z̄, µ, x̄) +O(z̄, µ, x̄)2,

v = u+ α[2](z̄, µ, x̄) + β[1](z̄, µ, x̄)u

(A.1)

if and only if the following equation holds,[
A

[
z
x

]
, φ[2](z, µ, x)

]
+Bα[2](z, µ, x) = f [2](z, µ, x)− f̄ [2](z, µ, x),[

B,φ[2](z, µ, x)
]
+Bβ[1](z, µ, x) = g[1](z, µ, x)− ḡ[1](z, µ, x),

(A.2)

where the Lie bracket between two vectors X1(ξ) and X2(ξ) is defined by [X1, X2] =
∂X1

∂ξ X2 − ∂X2

∂ξ X1. Following the terminology of Poincaré’s normal form theory, (A.2)

is called the homological equation. For a system in the form of (2.5), the homological
equation (A.2) is equivalent to equation

∂φ
[j,k]
i

∂z
A1z +

∂φ
[j,k]
i

∂x
A2x−Aiφ[j,k]

i +Biα
[j,k] = f

[j,k]
i − f̄ [j,k]

i ,

∂φ
[2]
i

∂xn−2
+Biβ

[1] = g
[1]
i − ḡ[1]

i , i = 1, 2, 3, j = 0, 1, 2, j + k = 2.

(A.3)

In this equation,

φ(z, µ, x) =

[
φ1(z, µ, x)
φ2(z, µ, x)

]
=

[
φ

[2,0]
1 (z, µ) + φ

[1,1]
1 (z, µ, x) + φ

[0,2]
1 (x)

φ
[2,0]
2 (z, µ) + φ

[1,1]
2 (z, µ, x) + φ

[0,2]
2 (x)

]
.
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Notice that B1 is actually a zero vector. The following remark is a corollary of the
homological equation (A.3). In [15], the remark is called the separation principle.

Remark. The homological equation (A.3) implies that f
[j,k]
i − f̄ [j,k]

i is determined

by the corresponding φ
[j,k]
i . For example, the transformation φ

[2,0]
1 changes the term

f
[2,0]
1 but leaves the other f

[j,k]
i invariant. The homological equation also implies that

(φ2, α
[2], β[1]) does not change anything in f1 and g1, and φ1 does not change anything

in f2 and g2.
To prove Theorem 3.1, we will prove that for any f [2] and g[1] in (2.5), there always

exists (φ(z, µ, x), α[2](z, µ, x), β[1](z, µ, x)) so that the homological equation (A.3) is
satisfied for a unique pair of vectors f̄ [2] and ḡ[1] in the normal form (3.3)–(3.4).
To study the solvability of (A.3), we consider the set of all vectors f [2](z, µ, x) and
g[1](z, µ, x) as linear spaces, denoted by W (f [2]) and W (g[1]), respectively. Similarly,
the linear spaces consisting of φ[2], α[2], and β[1] are denoted by V (φ[2]), V (α[2]),
and V (β[1]). These linear spaces have subspace decomposition corresponding to the

decomposition of the vector fields. For example, W (f
[2,0]
1 ) is a subspace of W (f [2])

consisting of all the vectors f
[2,0]
1 (z, µ). The linear spaces of the vectors in normal

form are denoted by W (f̄ [2]) and W (ḡ[1]), where f̄ [2] and ḡ[1] satisfy the formulae in
(3.3) and (3.4).

The left side of (A.3) can be considered as a linear mapping from V (φ[2]) ×
V (α[2])× V (β[1]) to W (f [2])×W (g[2]), denoted by Π. So,

Π

([
φ

[2]
1

φ
[2]
2

]
, α[2], β[1]

)

=

⎛
⎜⎜⎝
⎡
⎢⎢⎣

∂φ
[2]
1

∂z
A1z +

∂φ
[2]
1

∂x
A2x−A1φ

[2]
1

∂φ
[2]
2

∂z
A1z +

∂φ
[2]
2

∂x
A2x−A2φ

[2]
2 +B2α

[2]

⎤
⎥⎥⎦
⎡
⎢⎢⎣

∂φ
[2]
1

∂xn−2

∂φ
[2]
2

∂xn−2
+B2β

[1]

⎤
⎥⎥⎦
⎞
⎟⎟⎠ .

(A.4)

Given (f [2], g[1]) from (2.5), there exist a transformation (A.1) and a unique normal
form (f̄ [2], ḡ[1]) satisfying the homological equation (A.3) if and only if

Im(Π) ∩ (W (f̄ [2])×W (ḡ[1])
)

= {0},
Im(Π) +

(
W (f̄ [2])×W (ḡ[1])

)
= W (f [2])×W (g[1]).

It is equivalent to the conditions

Im(Π) ∩ (W (f̄ [2])×W (ḡ[1])
)

= {0},
dim(Im(Π)) + dim

(
W (f̄ [2])×W (ḡ[1])

)
= dim

(
W (f [2])×W (g[1])

)
.

(A.5)

From (A.4) and the separation principle,

Π

([
φ

[2]
1

0

]
, 0, 0

)
∈W (f

[2]
1 )×W (g

[1]
1 ),

Π

([
0

φ
[2]
2

]
, α[2], β[1]

)
∈W (f

[2]
2 )×W (g

[1]
2 ).

Therefore, the condition (A.5) can be proved separately for the controllable part in-

volving V (φ
[2]
2 ), α[2], β[1], and W (f

[2]
2 )×W (g

[1]
2 ), and the uncontrollable part involving
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V (φ
[2]
1 ) and W (f

[2]
1 )×W (g

[1]
1 ). The proof for the controllable part can be found in [15].

In the following, we focus on the proof of (A.5) for the restriction of Π on V (φ
[2]
1 ).

In this case, W (ḡ
[1]
1 ) = {0} and W (f̄

[0,2]
1 ) ×W (ḡ

[1]
1 ) = W (f̄

[0,2]
1 ). Equation (A.5) is

reduced to

W (f̄
[2]
1 ) ∩Π

(
V (φ

[2]
1 )
)

= {0},

dim
(
Π(V (φ

[2]
1 ))
)

+ dim
(
W (f̄

[2]
1 )
)

= dim
(
W (f

[2]
1 )
)
.

(A.6)

Once again, by the separation principle, (A.6) can be proved separately for φ
[2,0]
1 ,

φ
[1,1]
1 , and φ

[0,2]
1 .

Given any φ
[2]
1 �= 0 in the subspace V (φ

[1,1]
1 )+V (φ

[0,2]
1 ), let j be the largest integer

so that

∂φ
[2]
1

∂xj
�= 0.(A.7)

Now, we prove that ker(Π) in V (φ
[1,1]
1 ) + V (φ

[0,2]
1 ) is {0}. Suppose this is not true,

and suppose Π(φ
[2]
1 ) = 0. Then (A.4) implies

∂φ
[2]
1

∂z
A1z +

∂φ
[2]
1

∂x
A2x−A1φ

[2]
1 = 0,

∂φ
[2]
1

∂xn−2
= 0.

(A.8)

The second equation of (A.8) and the condition (A.7) imply that 1 ≤ j < n − 2.
Because

A2x =
[
x2 x3 · · ·xn−2 0

]T
,(A.9)

the first equation of (A.8) implies that

∂

∂xj+1

(
∂φ

[2]
1

∂x
A2x

)
�= 0.(A.10)

Therefore,

∂φ
[2]
1

∂z
A1z +

∂φ
[2]
1

∂x
A2x−A1φ

[2]
1 �= 0.

This contradicts (A.8). Therefore, ker(Π) = {0} in V (φ
[1,1]
1 ) + V (φ

[0,2]
1 ). So,

dim
(
Π(V (φ

[1,1]
1 ) + V (φ

[0,2]
1 ))

)
= dim

(
V (φ

[1,1]
1 ) + V (φ

[0,2]
1 )

)
.(A.11)

If Π is restricted to V (φ
[2,0]
1 ), the mapping (A.4) is reduced to

Π
(
φ

[2,0]
1 (z, µ)

)
= [A1z, φ

[2,0]
1 ] ∈W

(
f

[2,0]
1

)
.

This is the homological equation of Poincaré normal form in the classical theory of
dynamical systems (see [4]). It is a known fact that

dim
(
Π(V (φ

[2,0]
1 ))

)
= dim

(
V (φ

[2,0]
1 )

)
− 2.(A.12)
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Notice that the dimension of the normal form for the uncontrollable part, i.e., the

dimension of W (f̄
[2]
1 ) in (3.3), is 2n + 4. The dimension of W (g

[1]
1 ) is 2(n + 1). In

summary, (3.3), (A.11), and (A.12) imply

dim
(
Π(V (φ

[2]
1 )
)

+ dim
(
W (f̄

[2]
1 )
)

=
(
dim(V (φ

[2]
1 ))− 2

)
+ 2n+ 4

= dim
(
W (f

[2]
1 )
)

+ 2n+ 2

= dim
(
W (f

[2]
1 )
)

+ dim
(
W (g

[1]
1 )
)
.

This equality proves the second equation in (A.6).
We complete the proof by proving the first equation of (A.6). By the separation

principle, it can be proved separately for the three components in

V
(
φ

[2]
1

)
= V

(
φ

[2,0]
1

)
+ V

(
φ

[1,1]
1

)
+ V

(
φ

[0,2]
1

)
.

Equation (A.6) holds if and only if the normal form is not in the image space of Π.
From the classical normal form theory of dynamical systems, it is known that the

subspace W (f̄
[2,0]
1 ) is not in Π(V (φ

[2,0]
1 )) given any Π(φ

[1,1]
1 ) in Π(V (φ

[1,1]
1 )). From

(A.10), xj+1 appears in Π(φ
[1,1]
1 ). However, no x2, x3, . . . , xn−2 appears in the normal

form W (f̄
[1,1]
1 ). Therefore,

W
(
f̄

[1,1]
1

)
∩Π

(
V (φ

[1,1]
1 )

)
= {0}.

Given any φ
[0,2]
1 in V (φ

[0,2]
1 ), suppose that j is the largest integer satisfying (A.7). Let

xixj be any term in φ
[0,2]
1 with nonzero coefficient. If j < n− 2, then

∂xixi
∂x

A2x = xi+1xj + xixj+1.

Since i ≤ j, we know that x2
j+1 does not appear in Π(φ

[0,2]
1 ). Since f

[0,2]
1 consists of

x2
i terms only, we know that Π(V (φ

[0,2]
1 )) is not in normal form. If j = n− 2, then

Π(φ
[0,2]
1 ) =

⎛
⎝
⎡
⎣ ∂φ

[0,2]
1

∂x
A2x−A1φ

[0,2]
1

0

⎤
⎦ ,
⎡
⎣ ∂φ

[0,2]
1

∂xn−1

0

⎤
⎦
⎞
⎠ .

Since

∂φ
[0,2]
1

∂xn−1
�= 0

and

W (ḡ
[1]
1 ) = 0,

we know that Π(φ
[0,2]
1 ) is not in normal form. Therefore,

W (f̄
[0,2]
1 ) ∩Π

(
V (φ

[0,2]
1 )

)
= {0}.
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Abstract. The main problem addressed in this paper is the design of feedbacks for globally
asymptotically controllable (GAC) control affine systems that render the closed-loop systems input-
to-state stable (ISS) with respect to actuator errors. Extensions for fully nonlinear GAC systems
with actuator errors are also discussed. Our controllers have the property that they tolerate small
observation noise as well.

Key words. asymptotic controllability, Lyapunov functions, input-to-state stability, nonsmooth
analysis
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1. Introduction. The theory of input-to-state stability (ISS) forms the basis for
much of the current research in mathematical control theory (see [15, 22, 23]). The
ISS property was introduced in [19]. In the past decade, there has been a great deal of
research done on the problem of finding ISS stabilizing control laws (see [7, 8, 9, 12]).
This paper is concerned with the ISS of control systems of the form

ẋ = f(x) +G(x)u,(1.1)

where f and G are locally Lipschitz vector fields on R
n, f(0) = 0, and the control u

is valued in R
m (but see also section 5 for extensions for fully nonlinear systems). We

assume throughout that (1.1) is globally asymptotically controllable (GAC), and we
construct a feedback K : R

n → R
m for which

ẋ = f(x) +G(x)K(x) +G(x)u(1.2)

is ISS. As pointed out in [3, 24], a continuous stabilizing feedback K fails to exist in
general. This fact forces us to consider discontinuous feedbacks K, so our solutions
will be taken in the more general sense of sampling and Euler solutions for dynamics
that are discontinuous in the state. By an Euler solution, we mean a uniform limit of
sampling solutions, taken as the frequency of sampling becomes infinite (see section
2 for precise definitions). This will extend [19, 20], which show how to make Co-
stabilizable systems ISS to actuator errors. In particular, our results apply to the
nonholonomic integrator (see [3, 10] and section 4 below) and other applications where
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Brockett’s condition is not satisfied, and which therefore cannot be stabilized by
continuous feedbacks (see [21, 22, 25]).

Our results also strengthen [6], which constructed feedbacks for GAC systems that
render the closed-loop systems globally asymptotically stable (GAS). Our main tool
will be the recent constructions of semiconcave control Lyapunov functions (CLFs)
for GAC systems from [16, 17]. Our results also apply in the more general situation
where measurement noise may occur. In particular, our feedback K will have the
additional feature that the perturbed system

ẋ = f(x) +G(x)K(x+ e) +G(x)u(1.3)

is also ISS when the observation error e : [0,∞)→ R
n in the controller is sufficiently

small. In this context, the precise value of e(t) is unknown to the controller, but
information about upper bounds on the magnitude of e(t) can be used to design the
feedback. We will prove the following:

Theorem 1.1. If (1.1) is GAC, then there exists a feedback K for which (1.3) is
ISS for Euler solutions.

The preceding theorem characterizes the uniform limits of sampling solutions of
(1.3) (see section 2 for the precise definitions of Euler and sampling solutions). From
a computational standpoint, it is also desirable to know how frequently to sample
in order to achieve ISS for sampling solutions. This information is provided in the
following semidiscrete version of Theorem 1.1 for sampling solutions:

Theorem 1.2. If (1.1) is GAC, then there exists a feedback K for which (1.3) is
ISS for sampling solutions.

This paper is organized as follows. In section 2, we review the relevant background
on CLFs, ISS, nonsmooth analysis, and discontinuous feedbacks. In section 3, we
prove our main results. This is followed in section 4 by a comparison of our feedback
construction with the known feedback constructions for Co-stabilizable systems, and
an application of our results to the nonholonomic integrator. We close in section 5
with an extension for fully nonlinear systems.

2. Definitions and main lemmas. Let K∞ denote the set of all continuous
functions ρ : [0,∞)→ [0,∞) for which (i) ρ(0) = 0 and (ii) ρ is strictly increasing and
unbounded. Note for future reference that K∞ is closed under inverse and composition
(i.e., if ρ1, ρ2 ∈ K∞, then ρ−1

1 , ρ1 ◦ ρ2 ∈ K∞). We let KL denote the set of all
continuous functions β : [0,∞)× [0,∞)→ [0,∞) for which (1) β(·, t) ∈ K∞ for each
t ≥ 0, (2) β(s, ·) is nonincreasing for each s ≥ 0, and (3) β(s, t) → 0 as t → +∞ for
each s ≥ 0.

For each k ∈ N and r > 0, we define

Mk = {measurable u : [0,∞)→ R
k : |u|∞ <∞}

and Mk
r := {u ∈ Mk : |u|∞ ≤ r}, where | · |∞ is the essential supremum. We let

‖u(s)‖I denote the essential supremum of a function u restricted to an interval I. Let
| · | denote the Euclidean norm, in the appropriate dimension, and

rBk := {x ∈ R
k : |x| < r}

for each k ∈ N and r > 0. The closure of rBk is denoted by rB̄k, and bd(S) denotes
the boundary of any subset S in Euclidean space. We also set

O := {e : [0,∞)→ R
n}, sup(e) = sup{|e(t)| : t ≥ 0}
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for all e ∈ O, and Oη := {e ∈ O : sup(e) ≤ η} for each η > 0. For any compact set
F ⊆ R

n and ε > 0, we define the compact set

Fε := {x ∈ R
n : min{|x− p| : p ∈ F} ≤ ε},

i.e., the “ε-enlargement of F .” Given a continuous function

h : R
n × R

m → R
n : (x, u) 	→ h(x, u)

that is locally Lipschitz in x uniformly on compact subsets of R
n × R

m, we let
φh(·, xo, u) denote the trajectory of ẋ = h(x, u) starting at xo ∈ R

n for each choice
of u ∈ Mm. In this case, φh(·, xo, u) is defined on some maximal interval [0, t), with
t > 0 depending on u and xo. Let Ck denote the set of all continuous functions
ϕ : R

n → R that have at least k continuous derivatives (for k = 0, 1). We use the
following controllability notion, which was introduced in [18] and later reformulated
in terms of KL functions in [22]:

Definition 2.1. We call the system ẋ = h(x, u) globally asymptotically con-
trollable (GAC) provided there are a nondecreasing function σ : [0,∞) → [0,∞) and
a function β ∈ KL satisfying the following: for each xo ∈ R

n, there exists u ∈ Mm

such that
(a) |φh(t, xo, u)| ≤ β(|xo|, t) for all t ≥ 0; and
(b) |u(t)| ≤ σ(|xo|) for a.e. t ≥ 0.

In this case, we call σ the GAC modulus of ẋ = h(x, u).
In our main results, the controllers will be taken to be discontinuous feedbacks, so

the dynamics will be discontinuous in the state variable. Therefore, we will form our
trajectories through sampling and through uniform limits of sampling trajectories, as
follows. We say that π = {to, t1, t2, . . .} ⊂ [0,∞) is a partition of [0,∞) provided
to = 0, ti < ti+1 for all i ≥ 0, and ti → ∞ as i → +∞. The set of all partitions of
[0,∞) is denoted by Par. Let

F : R
n × R

m × R
m → R

n : (x, p, u) 	→ F (x, p, u)

be a continuous function that is locally Lipschitz in x uniformly on compact subsets
of R

n × R
m × R

m. A feedback for F is defined to be any locally bounded function
K : R

n → R
m for which K(0) = 0. In particular, we allow discontinuous feedbacks.

The arguments x, p, and u in F are used to represent the state, feedback value, and
actuator error, respectively.

Given a feedback K : R
n → R

m, π = {to, t1, t2, . . .} ∈ Par, xo ∈ R
n, e ∈ O, and

u ∈Mm, the sampling solution for the initial value problem (IVP)

ẋ(t) = F (x(t),K(x(t) + e(t)), u(t)),(2.1)

x(0) = xo(2.2)

is the continuous function defined by recursively solving

ẋ(t) = F (x(t),K(x(ti) + e(ti)), u(t))(2.3)

from the initial time ti up to time si = ti∨sup{s ∈ [ti, ti+1] : x(·) is defined on [ti, s)},
where x(0) = xo. In this case, the sampling solution of (2.1)–(2.2) is defined on the
right-open interval from time zero up to time t̄ = inf{si : si < ti+1}. This sampling
solution will be denoted by t 	→ xπ(t;xo, u, e) to exhibit its dependence on π ∈ Par,



2224 M. MALISOFF, L. RIFFORD, AND E. SONTAG

xo ∈ R
n, u ∈Mm, and e ∈ O, or simply by xπ, when the dependence is clear from the

context. Note that if si = ti+1 for all i, then t̄ = +∞ (as the infimum of the empty
set), so in that case, the sampling solution t 	→ xπ(t;xo, u, e) is defined on [0,∞).

We also define the upper diameter and the lower diameter of a given partition
π = {to, t1, t2, . . .} by

d(π) = sup
i≥0

(ti+1 − ti), d(π) = inf
i≥0

(ti+1 − ti),

respectively. We let Par(δ) :=
{
π ∈ Par : d(π) < δ

}
for each δ > 0. We will say that

a function y : [0,∞)→ R
n is an Euler solution (robust to small observation errors) of

ẋ(t) = F (x(t),K(x(t)), u(t)), x(0) = xo(2.4)

for u ∈Mm provided there are sequences πr ∈ Par and er ∈ O such that
(a) d(πr)→ 0;
(b) sup(er)/d(πr)→ 0; and
(c) t 	→ xπr (t;xo, u, er) converges uniformly to y as r → +∞.

Note that the approximating trajectories in the preceding definition all use the same
input u (but see Remark 2.4 for a more general notion of Euler solutions, which also
involves sequences of inputs).

This paper will design feedbacks that make closed-loop GAC systems ISS with
respect to actuator errors. More precisely, we will use the following definition:

Definition 2.2. We say that (2.1) is ISS for sampling solutions provided there
are β ∈ KL and γ ∈ K∞ satisfying: For each ε,M,N > 0 with 0 < ε < M , there exist
positive δ = δ(ε,M,N) and κ = κ(ε,M,N) such that for each π ∈ Par(δ), xo ∈M B̄n,
u ∈Mm

N , and e ∈ O for which sup(e) ≤ κd(π),

|xπ(t;xo, u, e)| ≤ max{β(M, t) + γ(N), ε}(2.5)

for all t ≥ 0.
Roughly speaking, condition (2.5) says that the system is ISS, modulo small

overflows, if the sampling is done “quickly enough,” as determined by the condition
π ∈ Par(δ), but “not too quickly,” as determined by the additional requirement that
d(π) ≥ (1/κ) sup(e). In the special case where the observation error e ≡ 0, the
condition on d(π) in Definition 2.2 is no longer needed; our results are new even for
this particular case.

Notice that the bounds on e are in the supremum, not the essential supremum.
It is easy to check that Definition 2.2 remains unchanged if we replace the right-hand
side in (2.5) by β(M, t)+γ(N)+ε. We also use the following analogue of Definition 2.2
for Euler solutions:

Definition 2.3. We say that the system (2.1) is ISS for Euler solutions provided
there exist β ∈ KL and γ ∈ K∞ satisfying: If u ∈ Mm and xo ∈ R

n, and if t 	→ x(t)
is an Euler solution of (2.4), then

|x(t)| ≤ β(|xo|, t) + γ(|u|∞)(2.6)

for all t ≥ 0.
Remark 2.4. In the definition of Euler solutions we gave above, all of the approx-

imating trajectories t 	→ xπr (t;xo, u, er) use the same input u ∈Mm. A different way
to define Euler solutions, which gives rise to a more general class of limiting solutions,
is as follows: A function y : [0,∞) → R

n is a generalized Euler solution of (2.4) for
u ∈Mm provided there are sequences πr ∈ Par, er ∈ O, and ur ∈Mm such that
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(a) d(πr)→ 0;
(b) sup(er)/d(πr)→ 0;
(c) |ur|∞ ≤ |u|∞ for all r; and
(d) t 	→ xπr (t;xo, ur, er) converges uniformly to y as r → +∞.

We can then define ISS for generalized Euler solutions exactly as in Definition 2.3, by
merely replacing “Euler solution” with “generalized Euler solution” throughout the
definition. Our proof of Theorem 1.1 will actually show the following slightly more
general result: If (1.1) is GAC, then there exists a feedback K for which (1.3) is ISS
for generalized Euler solutions.

Our main tools in this paper will be nonsmooth analysis and nonsmooth Lyapunov
functions. The following definitions will be used. Let Ω be an arbitrary open subset
of R

n. Recall the following definition:
Definition 2.5. Let g : Ω → R be a continuous function on Ω; it is said to be

semiconcave on Ω provided for each point xo ∈ Ω, there exist ρ,C > 0 such that

g(x) + g(y)− 2g

(
x+ y

2

)
≤ C||x− y||2

for all x, y ∈ xo + ρBn.
The proximal superdifferential (respectively, proximal subdifferential) of a function

V : Ω → R at x ∈ Ω, which is denoted by ∂PV (x) (resp., ∂PV (x)), is defined to be
the set of all ζ ∈ R

n for which there exist σ, η > 0 such that

V (y)− V (x)− σ|y − x|2 ≤ 〈ζ, y − x〉 (resp., V (y)− V (x) + σ|y − x|2 ≥ 〈ζ, y − x〉)
for all y ∈ x + ηBn. The limiting subdifferential of a continuous function V : Ω → R

at x ∈ Ω is

∂LV (x) := {q ∈ R
n : ∃xn → x and qn ∈ ∂PV (xn) s.t. qn → q}.

In what follows, we assume h : R
n × R

m → R
n : (x, u) 	→ h(x, u) is continuous,

that it is locally Lipschitz in x uniformly on compact subsets of R
n × R

m, and that
h(0, 0) = 0. The following definition was introduced in [18] and reformulated in
proximal terms in [22].

Definition 2.6. A control-Lyapunov function (CLF) for

ẋ = h(x, u)(2.7)

is a continuous, positive definite, proper function V : R
n → R for which there exist

a continuous, positive definite function W : R
n → R, and a nondecreasing function

α : [0,∞)→ [0,∞), satisfying

∀ζ ∈ ∂PV (x), inf
|u|≤α(|x|)

〈ζ, h(x, u)〉 ≤ −W (x)

for all x ∈ R
n. In this case, we call (V,W ) a Lyapunov pair for (2.7).

Recall the following lemmas (see [17]):
Lemma 2.7. If (2.7) is GAC, then there exist a CLF V for (2.7) that is semicon-

cave on R
n \ {0} and a nondecreasing function α : [0,∞)→ [0,∞) that satisfy

∀ζ ∈ ∂LV (x), min
|u|≤α(|x|)

〈ζ, h(x, u)〉 ≤ −V (x)(2.8)

for all x ∈ R
n.
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Lemma 2.8. Let V : Ω → R be semiconcave. Then V is locally Lipschitz, and
∅ �= ∂LV (x) ⊆ ∂PV (x) for all x ∈ Ω. Moreover, for each compact set Q ⊂ Ω,
there exist constants σ, µ > 0 such that V (y) − V (x) − σ|y − x|2 ≤ 〈ζ, y − x〉 for all
y ∈ x+ µBn, all x ∈ Q, and all ζ ∈ ∂PV (x).

Notice that Lemma 2.8 allows the constants in the definition of ∂PV (x) to be
chosen uniformly on compact sets.

Remark 2.9. In [17], the controls u take all their values in a given compact metric
space U . The precise version of the CLF existence theorem in [17] is the same as our
Lemma 2.7, except that the infimum in the decay condition (2.8) is replaced by the
infimum over all u ∈ U . The version of Lemma 2.7 we gave above follows from a
slight modification of the arguments of [16, 17], using the GAC modulus in the GAC
definition (see Definition 2.1). The existence theory [16] for semiconcave CLFs is a
strengthening of the proof that continuous CLFs exist for any GAC system (see [18]).

3. Proofs of theorems. Let V be a CLF satisfying the requirements of Lemma
2.7 for the dynamics

h(x, u) = f(x) +G(x)u.(3.1)

Define the functions α, α ∈ K∞ by

α(s) = min{|x| : V (x) ≥ s} and α(s) = max{|x| : V (x) ≤ s}.(3.2)

One can easily check that

∀x ∈ R
n, α(V (x)) ≤ |x| and α(V (x)) ≥ |x|.(3.3)

Moreover, by reducing α, we may assume that α(s) ≤ s for all s ≥ 0, while still
satisfying (3.3).

Let x 	→ ζ(x) be any selection of ∂LV (x) on R
n and let ζ(0) ∈ R

n be arbitrary.
For each x ∈ R

n, we can choose u = ux ∈ α(|x|)Bm that satisfies the inequality in
(2.8) for the dynamics (3.1) and ζ = ζ(x). Define the feedback K1 : R

n → R
m by

K1(x) = ux for all x �= 0 and K1(0) = 0. We use the functions

a(x) = 〈ζ(x), f(x) +G(x)K1(x)〉, bj(x) = 〈ζ(x), gj(x)〉 ∀j,
K2(x) = −V (x)(sgn{b1(x)}, sgn{b2(x)}, . . . , sgn{bm(x)})T ,(3.4)

where gj is the jth column of G for j = 1, 2, . . . ,m, and

sgn{s} =

⎧⎨
⎩

1, s > 0,
−1, s < 0,

0, s = 0.

We remark that our results remain true, with minor changes in the proofs, if the
factor −V (x) in the definition of K2 is replaced by −W (x) for an arbitrary positive
definite proper continuous function W : R

n → R. In particular, K := K1 + K2 is a
feedback for the dynamics

F (x, p, u) = f(x) +G(x)(p+ u).

Moreover,

a(x) ≤ −V (x) < 0 ∀x ∈ R
n \ {0}.(3.5)
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We next show that

ẋ(t) = F (x(t),K(x(t) + e(t)), u(t))(3.6)

is ISS for sampling solutions.
To this end, choose ε,M,N > 0 for which 0 < ε < M . It clearly suffices to verify

the ISS property (2.5) for ε < 1, since that would imply the property for all overflows
ε > 0. Choose

u ∈Mm
N , e ∈ Oε/16, xo ∈M B̄n.(3.7)

In what follows, xπ denotes the sampling solution for (3.6) for the choices (3.7) and
π ∈ Par, and x̃π is the (possibly discontinuous) function that is inductively defined
by solving the IVP

ẋ(t) = f(x(t)) +G(x(t))[K(x̃i) + u(t)], x(ti) = x̃i

on [ti, ti+1), where x̃i := xi + e(ti), xi := xπ(ti), and π = {to, t1, t2, . . .}. We later
restrict the choice of π so that xπ and x̃π are defined on [0,∞). We will use the
compact set

Q =
{[
α ◦ α−1(N +M) + 1

] B̄n} \ εBn.
Notice that Q,Qε/2 ⊆ R

n \ {0}, and that xo ∈ Qε. Using Lemma 2.8 and the
semiconcavity of V on R

n \ {0}, we can find σ, µ > 0 such that

V (y)− V (x) ≤ 〈ζ(x), y − x〉+ σ|y − x|2(3.8)

for all y ∈ x+ µBn and x ∈ Qε/2. Let Lε > 1 be a Lipschitz constant for V on Qε/2,
the existence of which is also guaranteed by Lemma 2.8. It follows from the definition
of a CLF that

λ− := min
{
V (p) : p ∈ Qε/2} ,

λ+ := max {V (p) : p ∈ Qε}(3.9)

are finite positive numbers. Therefore, we can choose ε̃ ∈ (0, ε) for which

α

(
p+
Lε
4
ε̃

)
≤ α(p) +

ε

8
∀p ∈ [0, α−1(N) + λ+

]
.(3.10)

We can also find

δ = δ(ε,M,N) ∈
(

0,
ε̃

16 + λ+ + 16λ+

)
(3.11)

such that if

π ∈ Par(δ), e ∈ Oε̃/16, xi ∈ Qε,(3.12)

and if t ∈ [ti, ti+1) is such that xπ(s) and x̃π(s) remain in Q2ε for all s ∈ [ti, t], then

max{|xπ(t)− xi|, |x̃π(t)− x̃i|} ≤ min

{
µ,

ε̃

16(1 + Lε) ,
√
λ−
8σ

(t− ti)
}
.(3.13)
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This follows from the local boundedness of K, f , and G. It follows from (3.13) that
x̃π(t) ∈ Qε/4 (resp., xπ(t) ∈ Qε/4) for all t ∈ [ti, ti+1) and all i such that x̃i ∈ Q
(resp., xi ∈ Q), since the trajectories cannot move the initial value more than ε

16 and
there are no blow up times for the trajectories. In particular, (3.13) will show that
xπ and x̃π are defined on [0,∞), since the argument we are about to give shows that
xi ∈ Qε for all i. By reducing δ as necessary, we can assume

‖ζ(x̃i) · (F (x̃i,K(x̃i), u(s))− f(x̃π(s))

−G(x̃π(s))[u(s) +K(x̃i)]) ‖[ti,ti+1) ≤ λ−
8

(3.14)

for all i such that x̃i ∈ Qε/2. This follows from the Lipschitzness of f and G on Qε.
Having chosen δ to satisfy the preceding requirements, pick any π ∈ Par(δ). It follows
from (3.8) and (3.13) that

V (x̃π(t))− V (x̃i) ≤ 〈ζ(x̃i), x̃π(t)− x̃i〉+ σ|x̃π(t)− x̃i|2
≤ 〈ζ(x̃i), x̃π(t)− x̃i〉+ λ−

8 (t− ti)(3.15)

for all t ∈ [ti, ti+1) and all i such that x̃i ∈ Qε/4. Moreover, if x̃i ∈ Qε/4 and
t ∈ [ti, ti+1), and if

V (x̃i) ≥ N,(3.16)

then

〈ζ(x̃i), x̃π(t)− x̃i〉 ≤
〈
ζ(x̃i),

∫ t

ti

F (x̃i,K(x̃i), u(s))ds

〉
+
λ−
8

(t− ti) (by (3.14))

= (t− ti)〈ζ(x̃i), f(x̃i) +G(x̃i)K(x̃i)〉

+

∫ t

ti

〈ζ(x̃i), G(x̃i)u(s)〉ds+
λ−
8

(t− ti)

≤ (t− ti)a(x̃i)− (t− ti)V (x̃i)

m∑
j=1

|bj(x̃i)|(3.17)

+ N(t− ti)
m∑
j=1

|bj(x̃i)|+ λ−
8

(t− ti)

≤ (t− ti)a(x̃i) +
λ−
8

(t− ti) (by (3.16))

≤ −(t− ti)V (x̃i) +
λ−
8

(t− ti) (by (3.5)).

Let

S = {x ∈ R
n : V (x) ≤ α−1(N)}.

Then S ⊂ Qε. Indeed, x ∈ S implies

α ◦ α−1(|x|) ≤ α ◦ α−1 ◦ α ◦ V (x) ≤ N,
and therefore |x| ≤ α ◦ α−1(N). By further reducing ε, we can assume (2ε)Bn ⊂ S.
If x̃i ∈ Qε/4 but x̃i �∈ S, then V (x̃i) ≥ α−1(N) ≥ N , so (3.9) and (3.15) give

V (x̃π(t))− V (x̃i) ≤ −(t− ti)V (x̃i)

2
+ (t− ti)λ−

4

≤ −(t− ti)V (x̃i)

4
∀t ∈ [ti, ti+1).(3.18)
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Let Lf and LG be Lipschitz constants for f and G restricted to Qε, respectively.
Define the constants

R = N + sup
{|K(x)| : x ∈ Qε/2} ,

L = Lf +RLG, κ = κ(ε,M,N) :=
min{λ−, ε}

16Lε(eLδ + 1)
.

(3.19)

We will presently show that

sup
ti≤t<ti+1

|xπ(t)− x̃π(t)| ≤ |e(ti)|eLδ ∀i s.t. xi ∈ Qε/4.(3.20)

Using (3.20), we will now find β ∈ KL and γ ∈ K to satisfy the ISS estimate

|xπ(t)| ≤ β(|xo|, t) + γ(N) + ε ∀t ≥ 0(3.21)

which will prove Theorem 1.2.
To this end, assume xi ∈ Q, but that xi �∈ S ε̃/16. Then (3.13) implies xπ(t) and

x̃π(t) both remain in Qε/4 on [ti, ti+1). Moreover, x̃i ∈ Qε/4 \ S, by the choice of e in
(3.12). Therefore, if t ∈ [ti, ti+1), and if

sup(e) ≤ κd(π),(3.22)

then the choice of κ gives

V (xi+1)− V (xi) = V (xi+1)− V (x̃π(t
−
i+1)) + V (x̃π(t

−
i+1))− V (x̃i)

+ V (x̃i)− V (xi)

≤ Lε|xi+1 − x̃π(t−i+1)| −
ti+1 − ti

4
V (x̃i)

+ Lε|e(ti)| (by (3.18))(3.23)

≤ Lε|e(ti)|eLδ − ti+1 − ti
4

V (x̃i) + Lε|e(ti)| (by (3.20))

≤ λ−
16

(ti+1 − ti)− ti+1 − ti
4

V (x̃i) (by (3.22))

≤ − ti+1 − ti
8

V (x̃i) (by (3.9))

≤ − ti+1 − ti
8

V (xi) +
ti+1 − ti

8
|e(ti)|Lε

≤ − ti+1 − ti
8

V (xi) +
(ti+1 − ti)2

16
λ−

≤ − ti+1 − ti
16

V (xi),

where we use

ti+1 − ti ≤ d(π) ≤ δ < 1

to get the last inequality. Set

J(t) =
16

16 + t

for all t ≥ 0. One can easily check that Qε contains the set

SV := {p : V (p) ≤ max{V (q) : |q| ≤M +N}}.
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In fact, p ∈ SV implies

|p| ≤ α (max{V (q) : |q| ≤M +N})
= max{α ◦ α−1 ◦ α(V (q)) : |q| ≤M +N}
≤ α ◦ α−1(M +N).

In particular, xo ∈ SV . It follows from (3.23) that if none of xo, x1, . . . , xj lies in
S ε̃/16, then

V (x1)− V (x0) ≤ − t1
16
V (xj),

V (x2)− V (x1) ≤ − t2 − t1
16

V (xj),

...

V (xj)− V (xj−1) ≤ − tj − tj−1

16
V (xj).

Summing the preceding inequalities would then give

V (xj)− V (xo) ≤ − tj
16
V (xj), so V (xj) ≤ J(tj)V (xo) .

Hence,

V (xi) ≤ J(ti)V (xo) for i = 0, 1, . . . , j.

By the choice of δ in (3.11), it would then follow from (3.13) that

V (xπ(t)) ≤ J(t)V (xo) +
ε̃

8

up to the least time t at which xπ(t) ∈ S ε̃/16. Hence, for such t, the choice of ε̃ (see
(3.10)) gives

|xπ(t)| ≤ α
(
J(t)V (xo) + ε̃

8

)
,

≤ α (J(t)V (xo)) + ε
8 .

On the other hand, (3.23) also shows that if xπ(t) ∈ S ε̃/8 for some t, then

|xπ(s)| ≤ α ◦ α−1(N) + ε ∀s ≥ t.(3.24)

Indeed, let s1 be the first sample time above such a time t. Assume xπ(t) �∈ εBn. By
(3.13), xπ(s1) ∈ S ε̃/4 and xπ(s1) �∈ ε

2Bn. Therefore, there exists p ∈ S for which

V (xπ(s1)) = V (xπ(s1))− V (p) + V (p)

≤ Lε ε̃
4

+ α−1(N).

In fact, we can pick p = xπ(s1) if xπ(s1) ∈ S and p ∈ ∂S otherwise, so p �∈ ε
2Bn.

It follows from (3.13) and (3.23) that for the next sample time si, we either have
xπ(si) ∈ S ε̃/8, or else we have

V (xπ(si)) ≤ Lε ε̃
4

+ α−1(N).
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In the first case,

|xπ(si)| ≤ α ◦ α−1(N) +
ε

8
,

while in the second case,

|xπ(si)| ≤ α
(
ε̃Lε
4

+ α−1(N)

)
≤ α ◦ α−1(N) +

ε

8
,

by the choice of ε̃. If xπ(si) �∈ S ε̃/16, then V (xπ(si+1)) ≤ V (xπ(si)) (by (3.23)), so
the preceding argument also gives

|xπ(si+1)| ≤ α ◦ α−1(N) +
ε

8
.

By repeating this argument for subsequent sample times, the assertion (3.24) then
follows from (3.13). Defining β ∈ KL and γ ∈ K∞ by

β(s, t) = α
(
α−1(s)J(t)

)
, γ(s) = α ◦ α−1(s),(3.25)

it follows that (3.21) holds for all xo ∈ M B̄n, u ∈ Mm
N , π ∈ Par(δ), and e ∈ O

for which sup(e) ≤ κd(π). Therefore, Theorem 1.2 will follow once we check (3.20),
which is a consequence of Gronwall’s inequality.

To this end, notice that if xi ∈ Qε/4, then

|xπ(t)− x̃π(t)| ≤ |xi − x̃i|+
∫ t

ti

(Lf |xπ(s)− x̃π(s)|+RLG|xπ(s)− x̃π(s)|) ds

for all t ∈ [ti, ti+1), where we are using the constants in (3.19). It follows from
Gronwall’s inequality that

|xπ(t)− x̃π(t)| ≤ |xi − x̃i|eL|ti−ti+1| ≤ |xi − x̃i|eLd(π) ≤ |e(ti)|eLδ

for all t ∈ [ti, ti+1), which is (3.20). This proves Theorem 1.2.
We turn next to Theorem 1.1. We need to show the ISS property (2.6) for all

Euler solutions x(t) of (2.4). We will actually prove the slightly stronger version of
the theorem for generalized Euler solutions, as asserted in Remark 2.4. To this end,
choose u ∈Mm, xo ∈ R

n, and ε > 0. Using our previous conclusion that (1.3) is ISS
for sampling solutions, we can let

δε = δ (ε, |xo|, |u|∞) and κε = κ (ε, |xo|, |u|∞)

be the constants from Definition 2.2. Let x(t) be a generalized Euler solution of
(2.4), and let πr, ur, and er satisfy the requirements of the generalized Euler solution
definition. It follows from the definition that there is an r̄ ∈ N such that

d(πr) ≤ δε, sup(er) ≤ κεd(πr)

for all r ≥ r̄. It then follows from (3.21) that

|xπr (t;xo, ur, er)| ≤ β(|xo|, t) + γ(|u|∞) + ε(3.26)

for all t ≥ 0 and r ≥ r̄, where β and γ are in (3.25). The ISS condition (2.6) now
follows by passing to the limit in (3.26) as r → ∞, since ε > 0 was arbitrary. This
concludes the proof of Theorem 1.1.
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4. Stabilization of the nonholonomic integrator. In this section, we illus-
trate how the feedback constructed in section 3 can be used to stabilize Brockett’s
nonholonomic integrator control system (see [3, 10, 22]). We will also use the nonholo-
nomic integrator to compare our feedback construction to the feedbacks from [19, 20].
The nonholonomic integrator was introduced in [3], as an example of a system that
cannot be stabilized using continuous feedback. It is well known that if the state space
of a system contains obstacles (e.g., if the state space is R

2 \ (−1, 1)2, and therefore
has a topological obstacle around the origin), then it is impossible to stabilize the sys-
tem using continuous feedback. In fact, this is a special case of a theorem of Milnor,
which asserts that the domain of attraction of an asymptotically stable vector field
must be diffeomorphic to Euclidean space, and therefore cannot be the complement
R

2 \ (−1, 1)2 (see [21]).
Brockett’s example illustrates how, even if we assume that the state evolves in Eu-

clidean space, similar obstructions to stabilization may occur. These obstructions are
not due to the topology of the state space, but instead arise from “virtual obstacles”
that are implicit in the form of the control system (see [22]). Such obstacles occur
when it is impossible to move instantly in some directions, even though it is possible
to move eventually in every direction (“nonholonomy”). This gives rise to Brockett’s
criterion (see [3]), which is a necessary condition for the existence of a continuous
stabilizer, in terms of the vector fields that define the system (see [21, 22, 25]). The
nonholonomic integrator does not satisfy Brockett’s criterion, and therefore cannot
be stabilized by continuous feedbacks.

The physical model for Brockett’s example is as follows. Consider a three-wheeled
shopping cart whose front wheel acts as a castor. The state variable is (x1, x2, θ)

T ,
where (x1, x2)

T is the midpoint of the rear axle of the cart, and θ is the cart’s orien-
tation. The front wheel is free to rotate, but there is a “nonslipping” constraint that
(ẋ1, ẋ2)

T must always be parallel to (cos(θ), sin(θ))T . This gives the equations

ẋ1 = v1 cos(θ),
ẋ2 = v1 sin(θ),

θ̇ = v2,
(4.1)

where v1 is a “drive” command and v2 is a steering command. Using the feedback
transformation

z1 := θ, z2 := x1 cos(θ) + x2 sin(θ), z3 := x1 sin(θ)− x2 cos(θ),
u1 := v2, u2 := v1 − v2z3

followed by a second transformation brings the equations (4.1) into the form

ẋ1 = u1,
ẋ2 = u2,
ẋ3 = x1u2 − x2u1,

(4.2)

which is called the nonholonomic integrator control system.
One can show (see [11]) that (4.2) is a GAC system. However, since Brockett’s

condition is not satisfied for (4.2), the system has no continuous stabilizer. While
there does not exist a C1 CLF for the system (4.2) (see [11]), it is now well known
that every GAC system admits a continuous CLF (see [18]). In fact, it was shown in
[10] that the nonholonomic integrator dynamics (4.2) has the nonsmooth CLF

V (x) = max

{√
x2

1 + x2
2, |x3| −

√
x2

1 + x2
2

}
,(4.3)



CONTROLLABILITY AND INPUT-TO-STATE STABILIZATION 2233

which is semiconcave outside the cone x2
3 = 4(x2

1+x
2
2) (see [17] for a detailed discussion

of some special properties of this CLF). For the special case of the dynamics (4.2)
and CLF (4.3), the feedback K = K1 +K2 we constructed in section 3 is as follows.

To simplify notation, we use the radius r(x) :=
√
x2

1 + x2
2. We also use the sets

So = {x ∈ R
3 : x3 �= 0, r(x) = 0},

S+ = {x ∈ R
3 : x2

3 ≥ 4r2(x) > 0},
S− = {x ∈ R

3 : x2
3 < 4r2(x)},

which form a partition of R
3 \ {0}. Notice that V (x) = r(x) on S−, and also that

V (x) = |x3| − r(x) on R
3 \ S−. To find our selection ζ(x) ∈ ∂LV (x), we first choose

ζ(0) = 0, and ζ(x) = (0,−1, sgn{x3})T for all x ∈ So. Using the notation of (3.4),
this gives

b(x) =

⎧⎪⎨
⎪⎩

(−x2sgn{x3} − x1/r(x), x1sgn{x3} − x2/r(x) )
T
, x ∈ S+,

(x1/r(x), x2/r(x) )
T
, x ∈ S−,

(0,−1)
T
, x ∈ So,

(4.4)

and b(0) = 0. Notice that 1 ≤ |b(x)|2 ≤ r2(x) + 1 for all x �= 0. We also have

K1(x) =

⎧⎪⎨
⎪⎩
µ1(x) (−x2sgn{x3} − x1/r(x), x1sgn{x3} − x2/r(x) )

T
, x ∈ S+,

− (x1, x2)
T
, x ∈ S−,

(0, |x3|)T, x ∈ So,

with K1(0) = 0, where we have set

µ1(x) :=
r(x)− |x3|
r2(x) + 1

.

In this case, we have taken

K1(x) = −b(x)V (x)/|b(x)|2

for x �= 0, where b(x) is defined in (4.4), and K1 is continuous at the origin. On the
other hand, our feedback K2 from (3.4) becomes

K2(x) = −

⎧⎪⎨
⎪⎩

(µ2(x1,−x2, x), µ2(x2, x1, x) )
T
, x ∈ S+,

r(x) ( sgn{x1}, sgn{x2} )
T
, x ∈ S−,

|x3| (0, −1)
T
, x ∈ S0,

with K2(0) = 0, where we have set

µ2(a, b, x) := (|x3| − r(x)) sgn{ b r(x) sgn{x3} − a }.

Since V is semiconcave on Ω := R
3 \ bd(S−), the argument from section 3 applies

to sampling solutions that satisfy the additional requirement that x̃π(s) ∈ Ω for all
s ≥ 0. It follows from the proof of Theorem 1.2 that the nonholonomic integrator
system (4.2) can be stabilized for both actuator errors and small observation errors (for
this restricted set of sampling solutions), using the combined feedback K = K1 +K2.

Remark 4.1. In this example, we chose to work with the CLF (4.3) because it
has been explicitly proven in [10] to be a CLF for the control system (4.2). The
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example illustrates how to extend our results to more general CLFs that may not be
semiconcave on R

3 \ {0}. For such cases, the ISS estimates hold for those sampling
solutions that remain in the domain of semiconcavity of the CLF. On the other hand,
we let the reader prove that the nonholonomic integrator system also has the CLF

Ṽ (x) =

(√
x2

1 + x2
2 − |x3|

)2

+ x2
3,

which is semiconcave on R
3 \ {0} (as the sum of the smooth function x2

1 + x2
2 + 2x2

3

and a semiconcave function). Therefore, if we use Ṽ to form our feedbacks, instead
of the CLF (4.3), then our theorems apply directly, without any state restrictions on
the sampling solutions.

Remark 4.2. The results in [19] designed feedbacks that make Co-stabilizable
systems ISS with respect to actuator errors. For the case of Co-stabilizable systems,
a smooth (i.e., C∞) Lyapunov function is known to exist (see [1]). In [19], the system
was rendered ISS using the feedback

K̂(x) := −LGV (x) = −∇V (x)G(x),(4.5)

where V is a smooth CLF for the dynamics (1.1). In that case, (4.5) is continuous
at the origin. However, in the more general situation where the system is merely
GAC, there may not exist a smooth Lyapunov function, so V must be taken to be
nonsmooth. In this case, the use of the nonsmooth analogue

K̃(x) := −ζ(x)G(x)(4.6)

of (4.5) (where ζ(x) ∈ ∂LV (x) for all x �= 0) could give rise to a feedback that would
not be continuous at the origin. For example, if we use the nonholonomic integrator
(4.2) and the CLF (4.3), then K̃ takes the values

K̃
(
(ε, ε, 0)T

)
= −

(
1√
2
,

1√
2

)T
, K̃

(
(ε, ε, 3

√
2ε)T

)
=

(
1√
2
,

1√
2

)T
+ ε(1,−1)T ,

so K̃ is discontinuous at the origin. On the other hand, our choice of K2 is automat-
ically continuous at the origin.

Remark 4.3. Under the additional hypothesis that (1.1) satisfies the small control
property (see [21]), the system can be stabilized by a feedback that is continuous at the
origin (see [17]). More precisely, suppose there exists a semiconcave CLF V satisfying
the following: For each ε > 0, there exists δ = δ(ε) > 0 such that 0 < |x| ≤ δ implies

∃ux ∈ εBm s.t. ∀ζ ∈ ∂PV (x), 〈ζ, f(x) +G(x)ux〉 ≤ −V (x).

Then the system can be rendered GAS by a feedback that is continuous at the origin
(see [17]). For the case of the nonholonomic integrator (4.2), the system is GAS under
the feedback K1, which is continuous at the origin, so our total feedback K = K1+K2

is continuous at the origin as well.

5. ISS for fully nonlinear GAC systems. We conclude with an extension of
our results for fully nonlinear GAC systems

ẋ = f(x, u),(5.1)
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where we assume for simplicity that the observation error e in the controller is zero.
We assume throughout this section that

f : R
n × R

m → R
n : (x, u) 	→ f(x, u)

is continuous and locally Lipschitz in x uniformly on compact subsets of R
n × R

m

and f(0, 0) = 0. It is natural to ask whether these hypotheses are sufficient for the
existence of a continuous feedback K(x) for which

ẋ = f(x,K(x) + u)(5.2)

is ISS for Euler solutions. However, one can easily construct examples for which such
feedbacks cannot exist. Here is an example from [20] where this situation occurs.
Consider the GAC system ẋ = −x+ u2x2 on R. If K(x) is any continuous feedback
for which

ẋ = −x+ (K(x) + u)2x2(5.3)

is ISS, then |K(x)| < x−1/2 for all x > 0. It follows that the solution of

ẋ = −x+ (K(x) + 1)2x2

starting at x(0) = 4 is unbounded. Therefore, there does not exist a continuous
feedback K for which (5.3) is ISS. On the other hand, one can find a (possibly dis-
continuous) feedback that makes (5.1) ISS. We use the following weaker sense of ISS
for fully nonlinear systems that was introduced in [20].

Definition 5.1. We say that (5.1) is input-to-state stabilizable in the weak
sense provided there exist a feedback K, and an m × m matrix G of continuously
differentiable functions which is invertible at each point, such that

ẋ = F (x,K(x), u)

is ISS for sampling and Euler solutions, where F (x, p, u) = f(x, p+G(x)u).
We will prove the following.
Proposition 5.2. If (5.1) is GAC, then (5.1) is also input-to-state stabilizable

in the weak sense.
Proof. We modify the proof from section 3. We define V , ζ, α, α, and K1 as in the

proof of Theorem 1.2, except we use the fully nonlinear dynamics h = f from (5.1).
Next we follow the proof of the main result in [20], with the following modifications.
Define the (possibly discontinuous) function D by

D(s, r) = sup

{
〈ζ(x), f(x,K1(x) + p)〉+ V (x)

2
: |x| = s, |p| = r

}
.(5.4)

For any interval I of the form [i, i+ 1], or of the form [ 1
i+1 ,

1
i ], for i ∈ N, one can find

r = r(i) > 0 such that s ∈ I implies D(s, b) < 0 for all b ∈ [0, r]. This follows from
the positive definiteness of V , the local Lipschitzness of f , and the local boundedness
of ∂PV on compact subsets of R

n \ {0}.
The argument of [20] therefore gives α4 ∈ K∞ and a smooth, everywhere invertible

matrix-valued function G : R
n → R

m×m satisfying the following: If

|x| > α4(|u(s)|∞),(5.5)
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then for a.e. t ≥ 0,

〈ζ(x), f(x,K1(x) +G(x)u(t))〉+ V (x)

2
≤ D(|x|, |G(x)u(s)|∞) < 0.

(See Remark 5.3 for a characterization of the set of matrices G for which ISS can
be expected, in terms of D.) We can evidently assume that α4(s) ≥ s for all s ≥ 0
(e.g., by replacing α4(s) by max{α4(s), s}, which makes the condition (5.5) more
restrictive). Fix M , N , ε ∈ (0,M), u ∈ Mm

N , and x(t) = xπ(t) as before, with e = 0.
Define the compact sets

S :=
{
x ∈ R

n : V (x) ≤ α−1 ◦ α4(N)
}
, Q =

{
(α ◦ α−1(M + α4(N)) + 1)B̄n

} \ εBn.
Notice that S ⊆ Qε. We choose ε̃ as before, and we choose δ = δ(ε,M,N), satisfying
(3.11), such that if d(π) < δ, then

|xπ(t)− xi| ≤ min

{
µ,

ε̃

16(1 + Lε) ,
√
λ−
8σ

(t− ti)
}

(5.6)

for all indices i such that xi ∈ Qε and all t ∈ [ti, ti+1], where σ and µ are as defined
before, and λ− = min{V (x) : x ∈ Qε/4}. Reducing δ as necessary, we can assume

‖ζ(xi) · [f(xi,K1(xi) +G(xi)u(s))− f(x(s),K1(xi) +G(x(s))u(s))]‖[ti,ti+1] ≤
λ−
8

for all indices i satisfying xi ∈ Qε/2. Reasoning as in the earlier proof gives

V (xπ(t))− V (xi) ≤ −(t− ti)V (xi)

16
∀t ∈ [ti, ti+1]

for all i such that xi ∈ Qε/4 \ S. The remainder of the proof is as before, except with
α◦α−1(N) replaced by α◦α−1(α4(N)), and with α◦α−1(s) replaced by α◦α−1(α4(s))
in the definition of γ. This proves Proposition 5.2.

Remark 5.3. The statement of Proposition 5.2 is an existence result in terms of
the invertible matrix G. However, we can strengthen the proposition by using the
function D in (5.4) to characterize the class of G for which ISS can be expected, as
follows. Following [20], we first choose strictly decreasing sequences {ri} and {r′i} of
positive numbers such that 0 < ri+1 < r′i < ri for all i ∈ N, and such that

D(s, r) < 0 ∀(s, r) ∈ ([i, i+ 1]× [0, ri]) ∪ ([1/(i+ 1), 1/i]× [0, r′i])

for all i ∈ N. The existence of these sequences follows from the argument we gave in
the proof of the proposition. Define ρ : [0,∞)→ [0,∞) by setting

(ρ1) ρ(s) = rk for all s ∈ [k, k + 1) and k ∈ N;
(ρ2) ρ(s) = r′k for all s ∈ [1/(k + 1), 1/k) and k ∈ N; and
(ρ3) ρ(0) = 0.

We then choose any smooth function g : [0,∞)→ (0,∞) satisfying
(g1) g(s) = 1 for all s ∈ [0, 1];
(g2) g(s) ≤ ρ(s)/s for all s ≥ 2; and
(g3) g(s) ≤ 1 for all s ≥ 0.

The existence of such a function g follows from exactly the same argument used in
[20]. It then also follows from the argument of [20] that we can satisfy the conditions
of the proposition by choosing G(ξ) = g(|ξ|)I.
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Proposition 5.2 allows us to characterize GAC for fully nonlinear systems in terms
of feedback equivalence, as follows. First recall that two systems ẋ = f(x, u) and
ẋ = h(x, u), evolving on R

n × R
m, are called feedback equivalent provided there exist

a locally bounded function K : R
n → R

m and an everywhere invertible function
G : R

n → R
m×m for which

h(x, u) = f(x,K(x) +G(x)u)

for all x ∈ R
n and u ∈ R

m. In this case, we also say ẋ = f(x, u) is feedback equivalent
to (2.1) with e = 0 and F (x, p, u) = f(x, p+G(x)u). The following elegant statement
follows directly from Proposition 5.2.

Corollary 5.4. The fully nonlinear system (5.1) is GAC if and only if it is
feedback equivalent to a system which is ISS for sampling and Euler solutions.

Remark 5.5. Although, as shown by the counterexample (5.3), it is in general
impossible to obtain input-to-state stabilization (in the nonweak sense) for systems
that are not affine in controls, it is still the case that for some restricted classes of sys-
tems this objective can be attained, under appropriate neutral-stability assumptions
on the dynamics. One such class is that of systems in which the input appears inside
a saturation nonlinearity, such as ẋ = f(x, u) = f0(x) + g(x)σ(u). The papers [14]
and [5] (see [26] for an application of these results to the recursive design of stabilizers
for a large class of systems with saturation) as well as [4] and [13] dealt with such
questions, for systems that are linear in the absence of the saturation (the f0 and g
vector fields are linear and constant, respectively), while [2] obtained similar results
for more general nonlinear systems.
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Abstract. We study second order sufficient optimality conditions (SSC) for optimal control
problems with control appearing linearly. Specifically, time-optimal bang-bang controls will be in-
vestigated. In [N. P. Osmolovskii, Sov. Phys. Dokl., 33 (1988), pp. 883–885; Theory of Higher
Order Conditions in Optimal Control, Doctor of Sci. thesis, Moscow, 1988 (in Russian); Russian J.
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Control, Transl. Math. Monogr. 180, AMS, Providence, RI, 1998], SSC have been developed in
terms of the positive definiteness of a quadratic form on a critical cone or subspace. No systematical
numerical methods for verifying SSC are to be found in these papers. In the present paper, we study
explicit representations of the critical subspace. This leads to an easily implementable test for SSC
in the case of a bang-bang control with one or two switching points. In general, we show that the
quadratic form can be simplified by a transformation that uses a solution to a linear matrix differen-
tial equation. Particular conditions even allow us to convert the quadratic form to perfect squares.
Three numerical examples demonstrate the numerical viability of the proposed tests for SSC.

Key words. optimal bang-bang control, second order sufficient conditions, Q-transformation
to perfect squares, numerical verification, applications
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1. Introduction. Second order sufficient optimality conditions (SSC) for opti-
mal control problems subject to mixed control-state constraints have been studied by
various authors; cf. Dunn [8, 9]; Malanowski [22]; Maurer and Pickenhain [30]; Maurer
and Oberle [29]; Milyutin and Osmolovskii [31]; Osmolovskii [35, 36, 37, 38, 39, 40];
and Zeidan [48]. SSC amount to testing the positive definiteness of a certain quadratic
form on the so-called critical cone or subspace. Provided that the strict Legendre–
Clebsch condition holds, a well-known numerical recipe allows the conversion of the
quadratic form to a perfect square. Namely, it suffices to check that an associated
Riccati matrix differential equation has a bounded solution along the extremal trajec-
tory. This test has been performed in a number of practical examples and has played
a crucial role in sensitivity analysis of parametric control problems; cf., e.g., Augustin,
Malanowski, and Maurer [2, 21, 22, 23, 24, 25, 27, 28]. Recently, the Riccati approach
has been also extended to discontinuous controls (broken extremals) by Osmolovskii
and Lempio [42].

The above mentioned tests for SSC are not applicable to optimal control prob-
lems with control appearing linearly. Bang-bang controls do belong to this class of
problems. Though first and higher order necessary optimality conditions for bang-
bang controls have been studied, e.g., in Bressan [3], Schättler [44], and Sussmann
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[45, 46, 47], there is no systematic study of sufficient optimality conditions and their
numerical verification. A general set of second order necessary and sufficient condi-
tions for an extremal with a discontinuous control (cf. Osmolovskii [37]) can be derived
from the theory of higher order conditions in Levitin, Milyutin, and Osmolovskii [20].
The main results for bang-bang controls which follow from these general conditions
are given in Milyutin and Osmolovskii [31]. Some proofs missing in that book will
appear in Osmolovskii [40]. Only recently, other authors have derived SSC for general
bang-bang control problems with fixed final time (cf. Agrachev, Stefani, and Zezza
[1]; Ledzewicz and Schättler [19]; and Noble and Schättler [33]).

In this paper, we shall consider the special class of time-optimal bang-bang con-
trols with given initial and terminal state. To our knowledge, the paper of Sarychev
[43] seems to be the only study on SSC for this class of problems. However, it is not
clear how one might apply the SSC in this article to practical examples. Thus our
aim is to derive SSC in a form that is also suitable for practical verification. The two
main tools to achieve this goal will be (1) a detailed study of the critical subspace and
(2) an adaptation of the above mentioned Riccati approach to bang-bang controls.
The organization of the paper then is as follows. In section 2, Pontryagin’s mini-
mum principle and the bang-bang property are discussed. The accessory problem,
respectively, the quadratic form and the critical subspace are introduced in section 3.
SSC are given in a general form that is evaluated particularly for bang-bang controls
with one or two switching points. Section 4 presents the Q-transformation whereby
the quadratic form is simplified with the help of the solution Q of a linear differen-
tial equation. Positive definiteness conditions are given under which the quadratic
form can be transformed into perfect squares. In section 5, we shall discuss three
numerical examples that illustrate several numerical procedures for verifying positive
definiteness of the corresponding quadratic forms.

2. Time-optimal bang-bang control problems.

2.1. Statement of the problem, strong minimum. We consider time-opti-
mal control problems with control appearing linearly. Let x(t) ∈ R

d(x) denote the
state variable and u(t) ∈ R

d(u) the control variable in the time interval t ∈ ∆ = [0, T ]
with a nonfixed final time T > 0. For simplicity, the initial and terminal states are
fixed in the following control problem:

Minimize the final time T(2.1)

subject to the constraints on the interval ∆ = [0, T ],

dx/dt = ẋ = f(t, x, u) = a(t, x) +B(t, x)u,(2.2)

x(0) = x0, x(T ) = x1,(2.3)

u(t) ∈ U, (t, x(t)) ∈ Q .(2.4)

Here, x0, x1 are given points in R
d(x), Q ⊂ R

1+d(x) is an open set, and U ⊂ R
d(u) is

a convex polyhedron. The functions a,B are twice continuously differentiable on Q
with B being a d(x)× d(u) matrix function. A trajectory or control process

T = { (x(t), u(t)) | t ∈ [0, T ] }

is said to be admissible if x(·) is absolutely continuous, u(·) is measurable and essen-
tially bounded, and the pair of functions (x(t), u(t)) satisfies the constraints (2.2)–(2.4)
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on the interval ∆ = [0, T ]. The component x(t) will be called the state trajectory.

Definition 2.1. An admissible trajectory T 0 = {(x0(t), u0(t)) | t ∈ [0, T 0]} is
said to be strongly (resp., strictly strongly) locally time-optimal if there exists ε > 0
such that T ≥ T 0 (resp., T > T 0) holds for all admissible T = {(x(t), u(t)) | t ∈ [0, T ]}
(resp., different from T 0) with |T − T 0| < ε and max[0,T 0]∩[0,T ] |x(t)− x0(t)| < ε.

2.2. Minimum principle. Let

T = { (x(t), u(t)) | t ∈ [0, T ] }
be a fixed admissible trajectory such that the control u(·) is a piecewise constant
function on the interval ∆ = [0, T ] with finitely many points of discontinuity. In order
to simplify notation we shall not use such symbols and indices as zero, hat, or asterisk
to distinguish this trajectory from others. Denote by

θ = {t1, . . . , ts}, 0 < t1 < · · · < ts < T ,

the finite set of all discontinuity points (jump points) of the control u(t). Then ẋ(t)
is a piecewise continuous function whose discontinuity points belong to the set θ and,
thus, x(t) is a piecewise smooth function on ∆. Henceforth, we shall use the notation

[u]k = uk+ − uk−

to denote the jump of the function u(t) at the point tk ∈ θ, where

uk− = u(tk − 0), uk+ = u(tk + 0)

are, respectively, the left-hand and the right-hand values of the control u(t) at tk.
Similarly, we denote by [ẋ]k the jump of the function ẋ(t) at the same point.

Let us formulate the first order necessary conditions of optimality for the trajec-
tory T , the Pontryagin minimum principle. To this end we introduce the Pontryagin
function or Hamiltonian function

H(t, x, u, ψ) = ψf(t, x, u) = ψa(t, x) + ψB(t, x)u,(2.5)

where ψ is a row-vector of dimension d(x), while x, u, f are column-vectors. In what
follows, partial derivatives of the Pontryagin function and all other functions will be
denoted by subscripts referring to the respective variables.

The factor of the control u in the Pontryagin function is called the switching
function

σ(t, x, ψ) = ψB(t, x).

Consider the pair of functions

ψ0(·) : ∆→ R
1, ψ(·) : ∆→ R

d(x),

which are continuous on ∆ and continuously differentiable on each interval of the set
∆ \ θ. Denote by M0 the set of normed pairs of functions (ψ0(·), ψ(·)) satisfying the
conditions

ψ0(T ) ≥ 0, |ψ(0)| = 1,(2.6)

ψ̇(t) = −Hx(t, x(t), u(t), ψ(t)) ∀ t ∈ ∆ \ θ,(2.7)

ψ̇0(t) = −Ht(t, x(t), u(t), ψ(t)) ∀ t ∈ ∆ \ θ,(2.8)

min
u∈U

H(t, x(t), u, ψ(t)) = H(t, x(t), u(t), ψ(t)) ∀ t ∈ ∆ \ θ,(2.9)

H(t, x(t), u(t), ψ(t)) + ψ0(t) = 0 ∀ t ∈ ∆ \ θ .(2.10)
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Then the condition M0 �= ∅ is equivalent to the Pontryagin minimum principle.
We assume that this condition is satisfied for the trajectory T . We say in this case
that T is an extremal trajectory for the problem. M0 is a finite-dimensional compact
set since in (2.6) the initial values ψ(0) are assumed to belong to the unit ball of
R
d(x). The case that there exists a multiplier (ψ0, ψ) ∈ M0 with ψ0(T ) > 0 will be

called the nondegenerate or normal case.
Henceforth, it will be convenient to use the simple abbreviation (t) for all ar-

guments (t, x(t), u(t), ψ(t)), e.g., H(t) = H(t, x(t), u(t), ψ(t)), σ(t) = σ(t, x(t), ψ(t)).
The continuity of the pair of functions (ψ0(t), ψ(t)) at the points tk ∈ θ constitutes
the Weierstrass–Erdmann necessary conditions for nonsmooth extremals. We formu-
late one more important condition of this type. Namely, for (ψ0, ψ) ∈M0 and tk ∈ θ
consider the function

(∆kH)(t) = H(t, x(t), uk+, ψ(t))−H(t, x(t), uk−, ψ(t)) = σ(t, x(t), ψ(t))[u]k.

This function has a derivative

Dk(H) := − d

dt
(∆kH)(tk) = −σ̇(t±k )[u]k,

where the values on the right-hand side are the same for the derivative σ̇(t+k ) from
the right and the derivative σ̇(t−k ) from the left. In the case of a scalar control u,

the total derivative σt + σxẋ + σψψ̇ does not contain the control variable explicitly
[17, 18] and, hence, the derivative of the switching function σ̇(t) is continuous at tk.
Then the minimum condition (2.9) immediately implies the following property.

Proposition 2.2. For each (ψ0, ψ) ∈M0 the following conditions hold:

Dk(H) = −σ̇(t±k )[u]k ≥ 0 for k = 1, . . . , s.(2.11)

2.3. Bang-bang control. The classical definition of a bang-bang control is that
of a control which assumes values in the vertex set of the admissible polyhedron U in
(2.4). We need a slightly more restrictive definition of a bang-bang control to obtain
the sufficient conditions in Theorem 3.3. Let

Arg min v∈U σ(t)v

be the set of points v ∈ U where the minimum of the linear function σ(t)v is attained.
For a given extremal trajectory T = { (x(t), u(t)) | t ∈ ∆ } with piecewise constant
control u(t) we shall say that u(t) is a bang-bang control if there exists (ψ0, ψ) ∈ M0

such that

Arg min v∈U σ(t)v = [u(t− 0), u(t+ 0)] ,(2.12)

where [u(t − 0), u(t + 0)] = {αu(t − 0) + (1 − α)u(t + 0) | 0 ≤ α ≤ 1 } denotes the
line segment in R

d(u). Notice that [u(t − 0), u(t + 0)] is a singleton {u(t)} at each
continuity point of the control u(t) with u(t) being a vertex of the polyhedron U .
Only at the points tk ∈ θ does the line segment [uk−, uk+] coincide with an edge of
the polyhedron.

If the control is scalar, d(u) = 1 and U = [umin, umax], then the bang-bang
property is equivalent to

σ(t, x(t), ψ(t)) �= 0 ∀ t ∈ ∆ \ θ,
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which implies the following control law:

u(t) =

{
umin if σ(t) > 0
umax if σ(t) < 0

}
∀ t ∈ ∆ \ θ.(2.13)

For vector-valued control inputs, condition (2.12) imposes further restrictions. For ex-
ample, if U is the unit cube in R

d(u), condition (2.12) precludes simultaneous switch-
ing of the control components. However, this property holds for most examples; cf.,
e.g., the time-optimal control of a robot manipulator with d(u) = 2 in Chernousko,
Akulenko, and Bolotnik [6]. Moreover, condition (2.12) will be indispensable in the
sensitivity analysis of optimal bang-bang controls, a topic that we are currently in-
vestigating.

3. Critical subspace, quadratic form, and sufficient optimality condi-
tions for bang-bang controls. In order to formulate quadratic sufficient optimality
conditions for a given extremal T with bang-bang control u(·) we shall introduce the
space Z(θ), the critical subspace K ⊂ Z(θ), and the quadratic form Ω defined in Z(θ).

3.1. Critical subspace. Denote by PθC
1(∆, Rn) the space of piecewise contin-

uous functions

x̄(·) : ∆→ R
n

that are continuously differentiable on each interval of the set ∆ \ θ. For each x̄ ∈
PθC

1(∆, Rn) and for tk ∈ θ we use the abbreviation

[x̄]k = x̄k+ − x̄k−, where x̄k− = x̄(tk − 0), x̄k+ = x̄(tk + 0).

Putting

z̄ = (T̄ , ξ, x̄) with T̄ ∈ R1, ξ = (ξ1, . . . , ξs) ∈ Rs, x̄ ∈ PθC1(∆, Rn),

we have

z̄ ∈ Z(θ) := R
1 × R

s × PθC1(∆,Rn).

Denote by K the set of all z̄ ∈ Z(θ) satisfying the following conditions:

˙̄x(t) = fx(t, x(t), u(t))x̄(t), [x̄]
k

= [ẋ]kξk, k = 1, . . . , s,(3.1)

x̄(0) = 0, x̄(T ) + ẋ(T )T̄ = 0 .(3.2)

Then K is a subspace of the space Z(θ) which we call the critical subspace. Each
element z̄ ∈ K is uniquely defined by the number T̄ and the vector ξ. Consequently,
the subspace K is finite-dimensional.

An explicit representation of the variations x̄(t) in (3.1) is obtained as follows.
For each k = 1, . . . , s, define the vector functions yk(t) as the solutions to the system

ẏ = fx(t)y, y(tk) = [ẋ]k, t ∈ [tk, T ].(3.3)

For t < tk we put yk(t) = 0 which yields the jump [yk]k = [ẋ]k. It follows from the
superposition principle for linear ODEs that

x̄(t) =

s∑
k=1

yk(t)ξk(3.4)
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from which we obtain the representation

x̄(T ) + ẋ(T )T̄ =

s∑
k=1

yk(T )ξk + ẋ(T )T̄ .(3.5)

Furthermore, denote by x(t; t1, . . . , ts) the solution of the state equation (2.2) using
the optimal bang-bang control with switching points t1, . . . , ts. It easily follows from
elementary properties of ODEs that the partial derivatives of state trajectories w.r.t.
the switching points are given by

∂x

∂tk
(t; t1, . . . , ts) = −yk(t) for t ≥ tk, k = 1, . . . , s.(3.6)

This relation holds for all t ∈ [0, T ] \ {tk}, because for t < tk we have ∂x
∂tk

(t) = 0 and

yk(t) = 0. Hence, (3.4) yields

x̄(t) = −
s∑

k=1

∂x

∂tk
(t)ξk .(3.7)

In the nondegenerate case ψ0(T ) > 0, the critical subspace simplifies as follows.
Proposition 3.1. If there exists (ψ0, ψ) ∈M0 such that ψ0(T ) > 0, then T̄ = 0

holds for each z̄ = (T̄ , ξ, x̄) ∈ K.
Proof. For arbitrary (ψ0, ψ) ∈M0 and z̄ = (T̄ , ξ, x̄) ∈ K we have

d

dt
(ψx̄) = ψ̇x̄+ ψ ˙̄x = −ψfx(t)x̄+ ψfx(t)x̄ = 0,

and also

[ψx̄]k = ψ(tk)[x̄]
k = ψ(tk)[ẋ]

kξk = [ψẋ]kξk = −[ψ0]
kξk = 0.

Consequently, ψ(t)x̄(t) is a constant function on [0, T ] which yields in view of (3.2)

0 = (ψx̄)(0) = (ψx̄)(T ) = −ψ(T )ẋ(T )T̄ = ψ0(T )T̄ .

Hence the inequality ψ0(T ) > 0 implies that T̄ = 0.
In section 3.2, we shall conclude from Theorem 3.3 that the property K = {0} es-

sentially represents a first order sufficient condition. Since x̄(T )+ ẋ(T )T̄ = 0 by (3.2),
the representations (3.4), (3.5), and Proposition 3.1 induce the following conditions
for K = {0}.

Proposition 3.2. Assume that one of the following conditions is satisfied:
(a) the s+ 1 vectors yk(T ) = − ∂x

∂tk
(T ), k = 1, . . . , s, ẋ(T ), are linearly indepen-

dent,
(b) there exists (ψ0, ψ) ∈ M0 with ψ0(T ) > 0, and the s vectors yk(T ) =
− ∂x
∂tk

(T ), k = 1, . . . , s, are linearly independent,

(c) there exists (ψ0, ψ) ∈M0 with ψ0(T ) > 0, and the bang-bang control has one
switching point, i.e., s = 1.

Then the critical subspace is K = {0}.
Now we discuss the case of two switching points, i.e., s = 2, to prepare the

numerical example in section 5.2. Let us assume that ψ0(T ) > 0 and [ẋ]1 �= 0, [ẋ]2 �= 0.
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By virtue of Proposition 3.1, we have T̄ = 0 and hence x̄(T ) = 0 for each element
z̄ ∈ K. Then the relations (3.2) and (3.4) yield

0 = x̄(T ) = y1(T )ξ1 + y2(T )ξ2 .(3.8)

The conditions [ẋ]1 �= 0 and [ẋ]2 �= 0 imply that y1(T ) �= 0 and y2(T ) �= 0, respectively.
Futhermore, assume that K �= {0}. Then (3.8) shows that the nonzero vectors y1(T )
and y2(T ) are collinear, i.e.,

y2(T ) = αy1(T )(3.9)

with some factor α �= 0. As a consequence, the relation y2(t) = αy1(t) is valid for all
t ∈ (t2, T ] since the functions y1(t) and y2(t) are continuous solutions to the system
ẏ = fx(t)y in (t2, T ]. In particular, we have y2(t2 + 0) = αy1(t2) and thus

[ẋ]2 = αy1(t2)(3.10)

which is equivalent to (3.9). In addition, the equalities (3.8) and (3.9) imply that

ξ2 = − 1

α
ξ1.(3.11)

We shall use these formulas in the next subsection.

3.2. Quadratic form. In the sequel, second order partial derivatives will be
denoted by double subscripts, e.g., Hxx = D2

xH. For (ψ0, ψ) ∈ M0 and z̄ ∈ K we
define the functional

Ω(ψ0, ψ, z̄) =

s∑
k=1

(Dk(H)ξ2k + 2[Hx]
kx̄kavξk) +

∫ T

0

〈Hxx(t)x̄(t), x̄(t)〉 dt

−(ψ̇0(T )− ψ̇(T )ẋ(T ))T̄ 2 ,

(3.12)

where

x̄kav :=
1

2
(x̄k− + x̄k+).

Note that the functional Ω(ψ0, ψ, z̄) is linear in ψ0 and ψ and quadratic in z̄.
Now we introduce SSC for a bang-bang control which have been obtained by

Osmolovskii; see [31, Part 2, chapter 3, section 12.4]. Some proofs missing in this
book will appear in Osmolovskii [40].

Theorem 3.3. Let the following Condition B be fulfilled for the trajectory T :
(a) u(t) is a bang-bang control such that (2.12) holds;
(b) there exists (ψ0, ψ) ∈M0 such that Dk(H) > 0 for k = 1, . . . , s;
(c) max(ψ0,ψ)∈M0

Ω(ψ0, ψ, z̄) > 0 ∀ z̄ ∈ K \ {0}.
Then T is a strict strong minimum.

Remarks.
1. In this theorem, the sufficient Condition B is a natural strengthening of the

corresponding necessary quadratic condition in the same problem; see [31,
Part 2].

2. Condition (c) is automatically fulfilled if K = {0} holds (cf. Proposition 3.2),
which gives a first order sufficient condition for a strong minimum.
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3. If there exists (ψ0, ψ) ∈M0 such that

Ω(ψ0, ψ, z̄) > 0 ∀z̄ ∈ K \ {0},
then condition (c) is obviously fulfilled.

For boxes U = {u = (u1, . . . , ud(u)) ∈ R
d(u) |umin

i ≤ ui ≤ umax
i , i = 1, . . . , d(u)},

condition (b) is equivalent to the property σ̇i(tk) �= 0 if tk is a switching point of the ith
control component ui(t). Note again that condition (2.12) precludes the simultaneous
switching of two or more control components. A further remark concerns the case that
the set M0 of Pontryagin multipliers is not a singleton. This case has been illustrated
in Osmolovskii [38, pp. 377–380] by the following time-optimal control problem for a
linear system:

ẋ1 = x2, ẋ2 = x3, ẋ3 = x4, ẋ4 = u, |u| ≤ 1, x(0) = a, x(T ) = b,

where x = (x1, x2, x3, x4). It was shown in this paper that for some a and b there
exists an extremal in this problem with two switching points of the control such that,
under an appropriate normalization, the set M0 is a segment. For this extremal, the
maximum of the quadratic forms Ω over M0 is positive on each nonzero element of
the critical subspace and hence the sufficient conditions of Theorem 3.3 are satisfied.

3.3. Nondegenerate case. Let us assume the nondegenerate or normal case
that there exists (ψ0, ψ) ∈M0 such that the cost function multiplier ψ0(T ) is positive.
By virtue of Proposition 3.1 we have in this case that T̄ = 0 for all z̄ ∈ K. Thus the
critical subspace K is defined by the conditions

˙̄x = fx(t)x̄, [x̄]
k

= [ẋ]kξk (k = 1, . . . , s), x̄(0) = 0, x̄(T ) = 0.(3.13)

In particular, these conditions imply x̄(t) ≡ 0 on [0, t1) and (ts, T ]. Hence, we have
x̄1− = x̄s+ = 0 for all z̄ ∈ K. Then the quadratic form (3.12) is equal to

Ω(ψ, z̄) =

s∑
k=1

(Dk(H)ξ2k + 2[Hx]
kx̄kavξk) +

∫ ts

t1

〈Hxx(t)x̄(t), x̄(t)〉 dt.(3.14)

Just this case of a time-optimal (autonomous) control problem was studied by
Sarychev [43]. He used a special transformation of the problem and obtained sufficient
optimality condition for the transformed problem. It is not easy but possible to
reformulate his results in terms of the original problem. The comparison of both
types of conditions reveals that Sarychev used the same critical subspace, but his
quadratic form is a lower bound for Ω. Namely, in his quadratic form the positive term
Dk(H)ξ2k has the factor 1

4 instead of the factor 1 for the same term in Ω. Therefore,
the sufficient Condition B is always fulfilled whenever Sarychev’s condition is fulfilled.
However, Osmolovskii has constructed an example of a control problem where the
optimal solution satisfies Condition B, but does not satisfy Sarychev’s condition.
Finally, Sarychev proved that his condition is sufficient for an L1-minimum w.r.t. the
control (which is a “Pontryagin minimum” [31] in this problem). In fact it could be
proved that his condition is sufficient for a strong minimum.

3.4. Cases of one or two switching points of the control. From Theorem
3.3 and Proposition 3.2(c) we immediately deduce sufficient conditions for a bang-
bang control with one switching point. The result will be used for the example in
section 5.1 and is also applicable to the time-optimal control of an image converter
discussed in Kim et al. [15].

Theorem 3.4. Let the following conditions be fulfilled for the trajectory T :
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(a) u(t) is a bang-bang control with one switching point;
(b) there exists (ψ0, ψ) ∈M0 such that ψ0(T ) > 0 and D1(H) > 0.

Then T is a strict strong minimum.
Now we turn our attention to the case of two switching points where s = 2.

Assume the nondegenerate case ψ0(T ) > 0 and suppose that [ẋ]1 �= 0, [ẋ]2 �= 0 and
y2(T ) = αy1(T ) as in (3.9). Otherwise, K = {0} holds and, hence, the first order
sufficient condition for a strong minimum is satisfied. For any element z̄ ∈ K we have
T̄ = 0, x̄1− = 0, x̄2+ = 0. Consequently,

x̄1
av =

1

2
[x̄]1 =

1

2
[ẋ]1ξ1, x̄2

av =
1

2
x̄2− =

1

2
y1(t2)ξ1 =

1

2α
[ẋ]2ξ1

in view of x̄(t) = y1(t)ξ1 + y2(t)ξ2, y
2(t2 − 0) = 0 and (3.10). Using these relations

in the quadratic form (3.14) together with (3.11) and the conditions y2(t) = 0 for all
t < t2, [Hx]

k = −[ψ̇]k, k = 1, 2, we compute the quadratic form for an element of the
critical subspace as

Ω = D1(H)ξ21 +D2(H)ξ22 − 2[ψ̇]1x̄1
avξ1 − 2[ψ̇]2x̄2

avξ2 +

∫ t2

t1

〈Hxxx̄, x̄〉 dt

= D1(H)ξ21 + 1
α2D

2(H)ξ21 − [ψ̇]1[ẋ]1ξ21 + 1
α2 [ψ̇]2[ẋ]2ξ21 +

(∫ t2

t1

〈Hxxy
1, y1〉 dt

)
ξ21

= ρξ21 ,

where

ρ :=
(
D1(H)− [ψ̇]1[ẋ]1

)
+

1

α2

(
D2(H) + [ψ̇]2[ẋ]2

)
+

∫ t2

t1

〈Hxxy
1, y1〉 dt.(3.15)

Thus, we obtain the following proposition.
Proposition 3.5. Assume that ψ0(T ) > 0, s = 2, [ẋ]1 �= 0, [ẋ]2 �= 0, and

y2(T ) = αy1(T ) (which is equivalent to (3.10)) with some factor α. Then the condition
of the positive definiteness of Ω on K is equivalent to the inequality ρ > 0, where ρ is
defined by (3.15).

4. Sufficient conditions for positive definiteness of the quadratic form
Ω on the critical subspace K. In this section we consider the nondegenerate case
in section 3.3 and assume

(i) u(t) is a bang-bang control with s > 1 switching points;
(ii) there exists (ψ0, ψ) ∈M0 such that ψ0(T ) > 0 and Dk(H) > 0, k = 1, . . . , s.

Under these assumptions the critical subspace K is defined by (3.13). Let (ψ0, ψ) ∈M0

be a fixed element (possibly, different from that in assumption (ii)) and denote by
Ω = Ω(ψ0, ψ, ·) the quadratic form for this element. Recall that Ω is given by (3.14).
According to Theorem 3.3 the positive definiteness of the quadratic form (3.14) on
the subspace K in (3.13) is a sufficient condition for a strict strong minimum of
the trajectory. Now our aim is to find conditions that guarantee this property of
positive definiteness. In what follows we shall use some ideas and results presented in
Osmolovskii and Lempio [42], who have extended the Riccati approach in [4, 30, 22, 48]
to broken extremals.

4.1. Q-transformation of Ω on K. Let Q(t) be a symmetric matrix on [t1, ts]
with piecewise continuous entries which are absolutely continuous on each interval of
the set [t1, ts] \ θ. Therefore, Q may have a jump at each point tk ∈ θ including t1, ts,
and thus the symmetric matrices Q1− and Qs+ are also defined.
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For z̄ ∈ K we obviously have

∫ ts

t1

d

dt
〈Qx̄, x̄〉 dt = 〈Qx̄, x̄〉

∣∣∣∣
ts+0

t1−0

−
s∑

k=1

[〈Qx̄, x̄〉]k ,

where [〈Qx̄, x̄〉]k is the jump of the function 〈Qx̄, x̄〉 at the point tk ∈ θ. Using the
conditions

˙̄x = fx(t)x̄, x̄1− = x̄s+ = 0,

we obtain

s∑
k=1

[〈Qx̄, x̄〉]k +

∫ ts

t1

〈(Q̇+ f∗xQ+Qfx)x̄, x̄〉 dt = 0,(4.1)

where the asterisk denotes transposition. Adding this zero-form to Ω we get

Ω =

s∑
k=1

(
Dk(H)ξ2k − 2[ψ̇]kx̄kavξk + [〈Qx̄, x̄〉]k

)
+

∫ ts

t1

〈(Hxx+Q̇+f∗xQ+Qfx)x̄, x̄〉 dt.
(4.2)
We shall call this formula the Q-transformation of Ω on K.

In order to eliminate the integral term in Ω we assume that Q(t) satisfies the
following linear matrix differential equation:

Q̇+ f∗xQ+Qfx +Hxx = 0 on [t1, ts] \ θ.(4.3)

It is interesting to note that the same equation is obtained from the modified Riccati
equation in [30, equation (47)] when all control variables are on the boundary of the
control constraints. Using (4.3) the quadratic form (4.2) reduces to

Ω =

s∑
k=1

ωk , ωk := Dk(H)ξ2k − 2[ψ̇]kx̄kavξk + [〈Qx̄, x̄〉]k .(4.4)

Thus, we have proved the following statement.
Proposition 4.1. Let Q(t) satisfy the linear differential equation (4.3) on [t1, ts]\

θ. Then for each z̄ ∈ K the representation (4.4) holds.
Now our goal is to derive conditions such that ωk > 0 holds on K \ {0} for

k = 1, . . . , s. We shall transform ωk as in [42]. First we shall express it via the vector
(ξk, x̄

k−) and then via (ξk, x̄
k+). To express ωk as a quadratic form of (ξk, x̄

k−), we
use the formula

x̄k+ = x̄k− + [ẋ]kξk,(4.5)

which implies

〈Qk+x̄k+, x̄k+〉 = 〈Qk+x̄k−, x̄k−〉+ 2〈Qk+[ẋ]k, x̄k−〉ξk + 〈Qk+[ẋ]k, [ẋ]k〉ξ2k.

Consequently,

[〈Qx̄, x̄〉]k = 〈[Q]kx̄k−, x̄k−〉+ 2〈Qk+[ẋ]k, x̄k−〉ξk + 〈Qk+[ẋ]k, [ẋ]k〉ξ2k.
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Using this relation together with

x̄kav = x̄k− +
1

2
[ẋ]kξk

in the definition (4.4) of ωk, we obtain

ωk = {Dk(H) +
(
([ẋ]k)∗Qk+ − [ψ̇]k

)
[ẋ]k} ξ2k

+2
(
([ẋ]k)∗Qk+ − [ψ̇]k

)
x̄k−ξk + (x̄k−)∗[Q]kx̄k−.

(4.6)

Here [ẋ]k and x̄k− are column-vectors while ([ẋ]k)∗, (x̄k−)∗, and [ψ̇]k are row-vectors.
Putting

qk+ = ([ẋ]k)∗Qk+ − [ψ̇]k(4.7)

we get

ωk =
(
Dk(H) + (qk+)[ẋ]k

)
ξ2k + 2(qk+)x̄k−ξk + (x̄k−)∗[Q]kx̄k−.(4.8)

We immediately see from this representation that one way to enforce ωk > 0 is to
impose the following conditions:

Dk(H) > 0, qk+ = ([ẋ]k)∗Qk+ − [ψ̇]k = 0, [Q]k ≥ 0.(4.9)

In practice, however, it might be difficult to check these conditions since it is necessary
to satisfy the d(x) equality constraints qk+ = ([ẋ]k)∗Qk+− [ψ̇]k = 0 together with the
inequality constraints [Q]k ≥ 0. It is more convenient to express ωk as a quadratic
form in the variables (ξk, x̄

k−) with the matrix

Mk+ =

(
Dk(H) + (qk+)[ẋ]k qk+

(qk+)∗ [Q]k

)
,(4.10)

where qk+ is a row-vector and (qk+)∗ is a column-vector.
Similarly, using the relation

x̄k− = x̄k+ − [ẋ]kξk,

we obtain

[〈Qx̄, x̄〉]k = 〈[Q]kx̄k+, x̄k+〉+ 2〈Qk−[ẋ]k, x̄k+〉ξk − 〈Qk−[ẋ]k, [ẋ]k〉ξ2k.
This formula together with the relation

x̄kav = x̄k+ − 1

2
[ẋ]kξk

leads to the representation

ωk = {Dk(H)−
(
([ẋ]k)∗Qk− − [ψ̇]k

)
[ẋ]k} ξ2k

+2
(
([ẋ]k)∗Qk− − [ψ̇]k

)
x̄k+ξk + (x̄k+)∗[Q]kx̄k+.

(4.11)

Defining

qk− = ([ẋ]k)∗Qk− − [ψ̇]k,(4.12)
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we get

ωk =
(
Dk(H)− (qk−)[ẋ]k

)
ξ2k + 2(qk−)x̄k+ξk + (x̄k+)∗[Q]kx̄k+.(4.13)

Again, we see that ωk > 0 holds if we require the conditions

Dk(H) > 0, qk− = ([ẋ]k)∗Qk− − [ψ̇]k = 0, [Q]k ≥ 0.(4.14)

To find a more general condition for ωk > 0, we consider (4.13) as a quadratic form
in the variables (ξk, x̄

k+) with the matrix

Mk− =

(
Dk(H)− (qk−)[ẋ]k qk−

(qk−)∗ [Q]k

)
.(4.15)

Since the right-hand sides of equalities (4.8) and (4.13) are connected by the
relation (4.5), the following statement obviously holds.

Proposition 4.2. For each k = 1, . . . , s, the positive (semi)definiteness of the
matrix Mk− is equivalent to the positive (semi)definiteness of the matrix Mk+.

Now we can prove the following theorem.
Theorem 4.3. Let Q(t) be a solution of the linear differential equation (4.3) on

[t1, ts] \ θ which satisfies the following conditions:
(a) the matrix Mk+ is positive semidefinite for each k = 2, . . . , s;
(b) bk+ := Dk(H) + (qk+)[ẋ]k > 0 for each k = 1, . . . , s− 1.

Then Ω is positive on K \ {0}.
Proof. Take an arbitrary element z̄ = (ξ, x̄) ∈ K. Let us show that Ω ≥ 0 for this

element. Condition (a) implies that ωk ≥ 0 for k = 2, . . . , s. Condition (b) for k = 1
together with condition x̄1− = 0 implies that ω1 ≥ 0. Consequently, Ω ≥ 0.

Assume that Ω = 0. Then ωk = 0 for k = 1, . . . , s. The conditions ω1 = 0,
x̄1− = 0, and b1+ > 0 by formula (4.8) (with k = 1) yield ξ1 = 0. Then [x̄]1 = 0
and hence x̄1+ = 0. The last equality together with equation ˙̄x = fx(t)x̄ shows that
x̄(t) = 0 in (t1, t2) and hence x̄2− = 0. Similarly, the conditions ω2 = 0, x̄2− = 0
and b2+ > 0 by formula (4.8) (with k = 2) imply that ξ2 = 0 and x̄(t) = 0 in
(t2, t3). Therefore, x̄3− = 0, etc. Continuing this process we get x̄ ≡ 0 and ξk = 0
for k = 1, . . . , s − 1. Now using formula (4.4) for ωs = 0, as well as the conditions
Ds(H) > 0 and x̄ ≡ 0, we obtain that ξs = 0. Consequently, we have z̄ = 0 which
means that Ω is positive on K \ {0}.

Similarly, using representation (4.13) for ωk we can prove the following statement.
Theorem 4.4. Let Q(t) be a solution of the linear differential equation (4.3) on

[t1, ts] \ θ which satisfies the following conditions:
(a) the matrix Mk− is positive semidefinite for each k = 1, . . . , s− 1,
(b) bk− := Dk(H)− (qk−)[ẋ]k > 0 for each k = 2, . . . , s.

Then Ω is positive on K \ {0}.
4.2. Q-transformation of Ω to perfect squares. We shall formulate special

jump conditions for the matrix Q at each point tk ∈ θ. This will make it possible to
transform Ω to perfect squares and thus to prove its positive definiteness on K.

Proposition 4.5 (see [42]). Suppose that

bk− := Dk(H)− (qk−)[ẋ]k > 0(4.16)

and that Q satisfies the jump condition at tk

bk−[Q]k = (qk−)∗(qk−),(4.17)
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where (qk−)∗ is a column-vector while qk− is a row-vector. Then ωk can be written as
the perfect square

ωk = (bk−)−1
(
(bk−)ξk + (qk−)(x̄k+)

)2
= (bk−)−1

(
Dk(H)ξk + (qk−)(x̄k−)

)2
.(4.18)

Proof. Using (4.13) and (4.17), we obtain

ωk = (bk−)ξ2k + 2(qk−)x̄k+ξk + (x̄k+)∗[Q]kx̄k+

= (bk−)−1
(
(bk−)2ξ2k + 2(qk−)x̄k+(bk−)ξk +

(
(qk−)x̄k+

)2)
= (bk−)−1

(
(bk−)ξk + (qk−)(x̄k+)

)2
.

Since

(bk−)ξk + (qk−)x̄k+ =
(
Dk(H)− (qk−)[ẋ]k

)
ξk + (qk−)x̄k+

= Dk(H)ξk − (qk−)[x̄]k + (qk−)x̄k+ = Dk(H)ξk + (qk−)x̄k−,

we see that equality (4.18) holds.
Theorem 4.6. Let Q(t) satisfy the linear differential equation (4.3) on [t1, ts]\θ.

Let condition (4.16) hold for each k = 1, . . . , s and condition (4.17) hold for each
k = 1, . . . , s− 1. Then Ω is positive on K \ {0}.

Proof. By Proposition 4.5 and formulae (4.13), (4.15) the matrix Mk− is positive
semidefinite for each k = 1, . . . , s − 1, and hence both conditions (a) and (b) of
Theorem 4.4 are fulfilled. Then by this theorem, Ω is positive on K \ {0}.

Similar assertions hold for the jump conditions that use right-hand values of Q
at each point tk ∈ θ.

Proposition 4.7 (see [42]). Suppose that

bk+ := Dk(H) + (qk+)[ẋ]k > 0(4.19)

and that Q satisfies the jump condition at point tk

bk+[Q]k = (qk+)∗(qk+).(4.20)

Then

ωk = (bk+)−1
(
(bk+)ξk + (qk+)(x̄k−)

)2
= (bk+)−1

(
Dk(H)ξk + (qk+)(x̄k+)

)2
.(4.21)

Theorem 4.8. Let Q(t) satisfy the linear differential equation (4.3) on [t1, ts]\θ.
Let condition (4.19) hold for each k = 1, . . . , s and condition (4.20) hold for each
k = 2, . . . , s. Then Ω is positive on K \ {0}.

4.3. Case of two switching points of the control. Let s = 2, i.e., θ =
{t1, t2}, and let Q(t) be a symmetric matrix with absolutely continuous entries on
[t1, t2]. Put

Qk = Q(tk), qk = ([ẋ]k)∗Qk − [ψ̇]k, k = 1, 2.

Theorem 4.9. Let Q(t) satisfy the linear differential equation (4.3) on (t1, t2)
such that the following inequalities hold at t1, t2:

D1(H) + q1[ẋ]
1 > 0, D2(H)− q2[ẋ]2 > 0.(4.22)
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Then Ω is positive on K \ {0}.
Proof. In the case considered we have

Q1+ = Q1, q1+ = q1, Q2− = Q2, q2− = q2

and

b1+ := D1(H) + q1[ẋ]
1 > 0, b2− := D2(H)− q2[ẋ]2 > 0.(4.23)

Define the jumps [Q]1 and [Q]2 by the conditions

b1+[Q]1 = (q1+)∗(q1+), b2−[Q]2 = (q2−)∗(q2−).(4.24)

Then [Q]1 and [Q]2 are symmetric matrices. Put

Q1− = Q1+ − [Q]1, Q2+ = Q2− + [Q]2.

Then Q1− and Q2+ are also symmetric matrices. Thus, we obtain a symmetric matrix
Q(t) satisfying (4.3) on (t1, t2), the inequalities (4.23), and the jump conditions (4.24).
By Propositions 4.7 and 4.5, the terms ω1 and ω2 are nonnegative. In view of (4.4) we
see that Ω = ω1+ω2 is nonnegative on K. Suppose that Ω = 0 for some z̄ = (ξ, x̄) ∈ K.
Then ωk = 0 for k = 1, 2 and thus Propositions 4.7 and 4.5 give

b1+ξ1 + (q1+)x̄1− = 0, b2−ξ2 + (q2−)x̄2+ = 0.

But x̄1− = 0 and x̄2+ = 0. Consequently, ξ1 = ξ2 = 0 and then conditions x̄1− = 0
and [x̄]1 = 0 imply that x̄1+ = 0. The last equality together with equation ˙̄x = fx(t)x̄
implies that x̄(t) = 0 on (t1, t2). Thus x̄ ≡ 0 and then z̄ = 0. We have proved that Ω
is positive on K \ {0}.

4.4. Control system with a constant matrixB. In the case thatB(t, x) = B
is a constant matrix, the adjoint equation has the form

ψ̇ = −ψax,

which implies that

[ψ̇]k = 0, k = 1, . . . , s.

Therefore,

qk− = ([ẋ]k)∗Qk−, qk+ = ([ẋ]k)∗Qk+,
(qk−)∗qk− = Qk−[ẋ]k([ẋ]k)∗Qk−, (qk+)∗qk+ = Qk+[ẋ]k([ẋ]k)∗Qk+,
bk− = Dk(H)− ([ẋ]k)∗Qk−[ẋ]k, bk+ = Dk(H) + ([ẋ]k)∗Qk+[ẋ]k,

where

Dk(H) = ψ̇(tk)B[u]k, k = 1, . . . , s.

In case of two switching points with s = 2, the conditions (4.22) take the form

D1(H) + 〈Q1[ẋ]1, [ẋ]1)〉 > 0 , D2(H)− 〈Q2[ẋ]2, [ẋ]2)〉 > 0.(4.25)
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Now assume, in addition, that u is one-dimensional and that with n = d(x)

B = βen :=

⎛
⎜⎜⎜⎝

0
...
0
β

⎞
⎟⎟⎟⎠ , β > 0, U = [−c, c], c > 0 .

In this case we get

[ẋ]k = B[u]k = βen[u]
k, k = 1, . . . , s,

and thus

〈Qk[ẋ]k, [ẋ]k)〉 = β2〈Qken, en〉|[u]k|2 = 4β2c2Qnn(tk),

where Qnn is the element of matrix

Q =

⎛
⎜⎝

Q11 . . . Q1n

...
...

...
Qn1 . . . Qnn

⎞
⎟⎠ .

Moreover, in the last case we obviously have

Dk(H) = 2βc |ψ̇n(tk)|, k = 1, . . . , s.(4.26)

For s = 2 conditions (4.25) then yield the estimates

Qnn(t1) > − |ψ̇n(t1)|
2βc

, Qnn(t2) <
|ψ̇n(t2)|

2βc
.(4.27)

5. Numerical examples. In this section, we shall discuss three time-optimal
control problems with fixed initial and final states x(0) = x0 and x(T ) = x1. To solve
these problems numerically, we need to reduce them to control problems with fixed
final time. The procedure to achieve this goal is well known [11, 29] and consists of
introducing a new time variable τ ∈ [0, 1] according to the transformation

t = τ · T , τ ∈ [0, 1] .(5.1)

In what follows, we shall identify the function y(τ) with the function y(τ · T ) for all
y ∈ {x, u, ψ} . This time transformation leads to the augmented state variable

x̃ :=

(
x
T

)
∈ R

d(x)+1

for which we obtain the ODE and boundary conditions

dx/dτ = T · f(τ · T, x(τ), u(τ)), dT/dτ = 0, τ ∈ [0, 1] ,

x(0) = x0, x(1) = x1.
(5.2)

In the same way, the adjoint equation (2.7) is rewritten as

dψ/dτ = −T ·Hx(τ · T, x(τ), u(τ), ψ(τ)).(5.3)
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All examples in this section will treat autonomous problems for which we will be able
to compute nondegenerate solutions with ψ0(T ) > 0 in (2.6). Then we may scale
the equations such that ψ0(T ) = 1 holds. Furthermore, in the autonomous case it
follows from (2.8) that ψ0(t) ≡ ψ0(T ) = 1. Hence, (2.10) yields the following condition
expressed in the new time variable τ :

ψ(τ) f(x(τ), u(τ)) + 1 ≡ 0 ∀ τ ∈ [0, 1] .(5.4)

Moreover, u can be expressed via x and ψ from the minimum principle (2.9),

min
u∈U

ψ(τ) f(x(τ), u) + 1 = 0 ∀ τ ∈ [0, 1] .(5.5)

In the following examples, we shall use shooting methods (cf. Bulirsch [5] and Oberle
and Grimm [34]) for solving the boundary value problem (5.2)–(5.5). Shooting meth-
ods are known to provide highly accurate solutions for which we shall carry out the
second order test.

5.1. Time-optimal control of a Van der Pol oscillator. The following time-
optimal control of a Van der Pol oscillator has been treated by several authors; cf.,
e.g., Kaya and Noakes [13, 14]. The state variables are the voltage x1(t) = U(t) at
time t ∈ [ 0, T ] and x2(t) := ẋ1(t) . The control u(t) is the voltage at the generator;
cf. the tunneldiode oscillator in [29, Figure 5.1 in section 5].

The control problem is to minimize the endtime T subject to the constraints

ẋ1(t) = x2(t) , ẋ2(t) = −x1(t) + x2(t)(1− x2
1(t)) + u(t) ,(5.6)

x1(0) = −0.4, x2(0) = 0.6 , x1(T ) = 0.6, x2(T ) = 0.4 ,(5.7)

|u(t) | ≤ 1 for t ∈ [0, T ] .(5.8)

The Pontryagin function or Hamiltonian (2.5) becomes

H(x, u, ψ) = ψ1x2 + ψ2 (−x1 + x2(1− x2
1) + u) .(5.9)

The time transformation (5.1) yields the transformed state and adjoint equations
(5.2), (5.3) in the time interval τ ∈ [0, 1]; for simplicity, the time argument τ will be
omitted:

dx1/dτ = T · x2 , dx2/dτ = T · (−x1 + x2(1− x2
1) + u

)
,

dψ1/dτ = T · ψ2(1 + 2x1 x2) , dψ2/dτ = −T · (ψ1 + ψ2(1− x2
1)) ,

dT/dτ = 0 .

(5.10)

The boundary conditions (5.7) and the condition (5.4) yield

x1(0) = −0.4, x2(0) = 0.6, x1(1) = 0.6, x2(1) = 0.4,

0.4ψ1(1) + ψ2(1)(−0.344 + u(1)) + 1 = 0 .
(5.11)

The switching function σ(x, ψ) = ψ2 determines the optimal control according to the
control law (2.13),

u(τ) =

{
1 if ψ2(τ) < 0

−1 if ψ2(τ) > 0

}
.(5.12)
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Fig. 5.1. Van der Pol oscillator: state x2(τ) and switching function σ(τ) = ψ2(τ), τ ∈ [0, 1].

It can easily be seen that the singular case, where ψ2(τ) ≡ 0 holds in a time interval
[τ1, τ2], does not occur. In fact, ψ2(τ) ≡ 0 would imply ψ1(τ) ≡ 0 and thus H[τ ] ≡ 0
which would contradict the condition (5.4) in the autonomous case. Computations
show that the optimal bang-bang control has the following structure with two bang-
bang arcs and only one switching point τ1:

u(τ) =

{
1 for 0 ≤ τ ≤ τ1
−1 for τ1 ≤ τ ≤ 1

}
.(5.13)

Hence, we have to impose the switching condition

σ[τ1] = ψ2(τ1) = 0(5.14)

to determine the switching point τ1.
The task now is to solve the boundary value problem with the following com-

ponents: the state and adjoint equations (5.10) using the optimal control structure
(5.13), the boundary conditions (5.11) and the switching condition (5.14). Employing
the code BNDSCO in [34] we obtain the state variables and adjoint variables displayed
in Figure 5.1. The optimal final time, the switching point, and some selected values
for the adjoint variables are

T = 1.25407473, τ1 = 0.12624458, t1 = τ1 · T = 0.1583201376,

ψ1(0) = −1.08160561, ψ2(0) = −0.18436798, ψ1(τ1) = −1.08863205,

ψ1(1) = −0.47781383, ψ2(1) = 0.60184112 .
(5.15)

Since the bang-bang control has only one switching point, we are in the position to
apply Theorem 3.4. To check the assumptions of this theorem it remains to verify the
condition D1(H) = |σ̇(t1)[u]

1| > 0. Indeed, in view of the adjoint equation (5.10) and
the switching condition ψ2(τ1) = 0 we find for the original time variable t1 = τ1 · T ,

D1(H) = |σ̇(t1)[u]
1| = 2|ψ1(t1)| = 2 · 1.08863205 > 0 .

Then Theorem 3.4 asserts that the computed solution is a strict strong minimum.
Let us briefly discuss the optimal solution for the following boundary values (cf.

Kaya and Noakes [14]) different from those in (5.7),

x1(0) = x2(0) = 1, x1(T ) = x2(T ) = 0 .(5.16)
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The optimal bang-bang control has two bang-bang arcs with one switching point τ1.
However, the control structure is reversed as compared to the one in (5.13):

u(τ) =

{
−1 for 0 ≤ τ ≤ τ1

1 for τ1 ≤ τ ≤ 1

}
.(5.17)

We get the following numerical results,

T = 3.09520234, τ1 = 0.23358852, t1 = τ1 · T = 0.72300373,

ψ1(0) = 0.94728449, ψ2(0) = 0.97364224, ψ1(τ1) = 1.70467637,

ψ1(1) = 0.19669125, ψ2(1) = −1 ,

for which we obtain

D1(H) = |σ̇(t1)[u]
1| = 2|ψ1(t1)| = 2 · 1.70467637 > 0 .

Theorem 3.4 shows again that the computed solution is a strict strong minimum.

5.2. Time-optimal control of the Rayleigh problem. The Rayleigh prob-
lem is concerned with the same electric circuit as treated in the previous section.
However, the state variables are different since now the state variable x1(t) = I(t)
denotes the electric current; cf. the dynamical model in [12, 27, 28, 29].

The control problem is to minimize the endtime T subject to

ẋ1(t) = x2(t) , ẋ2(t) = −x1(t) + x2(t)(1.4− 0.14x2(t)
2) + 4u(t) ,(5.18)

x1(0) = x2(0) = −5 , x1(T ) = x2(T ) = 0 ,(5.19)

|u(t) | ≤ 1 for t ∈ [0, T ] .(5.20)

The Pontryagin function (2.5) for this problem is

H(x, u, ψ) = ψ1x2 + ψ2 (−x1 + x2(1.4− 0.14x2
2) + 4u).(5.21)

The time transformation (5.1) and the transformed state and adjoint equations (5.2),
(5.3) in the time interval τ ∈ [0, 1] lead to the following equations; again, the time
argument τ will be omitted:

dx1/dτ = T · x2 , dx2/dτ = T · (−x1 + x2(1.4− 0.14x2
2) + 4u) ,

dψ1/dτ = T · ψ2 , dψ2/dτ = −T · (ψ1 + ψ2(1.4− 0.42x2
2)) ,

dT/dτ = 0 .

(5.22)

The boundary conditions (5.19) and the condition (5.4) yield, in view of (5.21),

x1(0) = x2(0) = −5, x1(1) = x2(1) = 0, 4ψ2(1)u(1) + 1 = 0.(5.23)

The switching function σ(x, ψ) = 4ψ2 determines the optimal control via the mini-
mum condition (2.13):

u(τ) =

{
1 if ψ2(τ) < 0

−1 if ψ2(τ) > 0

}
.(5.24)

Again, the singular case with ψ2(τ) ≡ 0 holding in a time interval [τ1, τ2] can be
eliminated. Hence, the optimal control is bang-bang. In view of the special terminal
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Fig. 5.2. Rayleigh problem: state x2(τ) and switching function ψ2(τ) = σ(τ)/4, τ ∈ [0, 1].

conditions for the state, a simple reasoning reveals that the optimal control cannot be
composed of only two bang-bang arcs. Computations show that the optimal control
comprises the following three bang-bang arcs:

u(τ) =

⎧⎪⎨
⎪⎩

1 for 0 ≤ τ ≤ τ1
−1 for τ1 ≤ τ ≤ τ2

1 for τ2 ≤ τ ≤ 1

⎫⎪⎬
⎪⎭ .(5.25)

This control structure yields the two switching conditions

ψ2(τ1) = 0 , ψ2(τ2) = 0 .(5.26)

Thus we have to solve the multipoint boundary value problem consisting of the state
and adjoint equations (5.22) with the optimal control structure (5.25), the boundary
conditions (5.23), and the switching conditions (5.26).

The code BNDSCO in [34] yields the final time, the switching points, and some
selected values for the adjoint variables as follows:

T = 3.66817339 ,
τ1 = 0.30546718 , τ2 = 0.90236928 ,
t1 = τ1 · T = 1.12050658 , t2 = τ2 · T = 3.31004698 ,

ψ1(0) = −0.12234128 , ψ2(0) = −0.08265161 ,
ψ1(τ1) = −0.21521225 , ψ1(τ2) = 0.89199176 ,
ψ1(1) = 0.84276186 , ψ2(1) = −0.25 .

(5.27)

Figure 5.2 displays the state variable x2(τ) and the switching function ψ2(τ) which
match precisely the control laws (5.24) and (5.25).

We are going to show now in two different ways that the computed control provides
a strict strong minimum. First, we compute the quantities Dk(H) = −σ̇(tk)[u]

k, k =
1, 2, where −σ̇(tk) = −4ψ̇2(tk) = 4ψ1(tk) holds in view of the adjoint equation in
(5.22) evaluated in the original time variable t ∈ [0, T ]. Inserting the values from
(5.27) we find

D1(H) = 8 · 0.21521225 = 1.7269800 > 0 , D2(H) = 8 · 0.89199176 = 7.1359341 > 0 .

The variational system ẏ = fx(t)y with y = (y1, y2) in (3.3) reads explicitly

ẏ1 = y2, ẏ2 = −y1 + (1.4− 0.42x2
2)y2 .
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The initial values for the variations y1(t), y2(t) w.r.t. the switching points t1, t2 are

y1(t1) = [ẋ]1 =

(
0
−8

)
, y2(t2) = [ẋ]2 =

(
0
8

)
.

At the second switching point t2 we find y1(t2) = (0, 2.517130). In view of the
initial value y2(t2) = (0, 8), this already implies that the vectors y1(T ) and y2(T )
are linearly dependent. Explicitly, we get y1(T ) = (1.084614, 3.656286), y2(T ) =
(3.447153, 11.620490) which gives y2(T ) = αy1(T ) with α = 3.17823 in relation (3.9).
Thus, condition (b) in Proposition 3.2 asserting the zero critical subspace is not
satisfied here. Here, the critical subspace is a one-dimensional subspace and the test
for optimality proceeds via Proposition 3.5 by verifying that the number ρ in (3.15)
is positive. Using the above variational vectors we compute

∫ t2

t1

〈Hxx(t)y
1(t), y1(t)〉 dt = −0.84

∫ t2

t1

x2(t)ψ2(t)(y
1
2(t))2dt = −0.97063758.

Finally, observing the relations [ψ̇]1 = [ψ̇]2 = 0 and inserting the computed values of
D1(H), D2(H) and α we obtain

ρ = 1.726980 + 0.706448− 0.970638 = 1.462790 > 0.

Hence, we have shown that the solution described by (5.27) is a strict strong minimum.

An alternative proof of optimality proceeds via Theorem 4.9. Consider the sym-
metric 2× 2 matrix

Q(t) =

(
Q11(t) Q12(t)
Q12(t) Q22(t)

)
.

The linear equation (4.3), Q̇ = −Qfx − f∗xQ − Hxx , in the original time variable
t ∈ [t1, t2] leads to the following three ODEs:

Q̇11 = 2Q12,

Q̇12 = −Q11 −Q12(1.4− 0.42x2
2) +Q22,

Q̇22 = −2 (Q12 +Q22(1.4− 0.42x2
2)) + 0.84ψ2x2.

(5.28)

We have to find a solution Q(t) that satisfies the estimates (4.22), respectively, (4.27)
at the switching points t1 and t2,

Q22(t1) > −|ψ1(t1)|
8

= −0.026901531 , Q22(t2) <
|ψ1(t2)|

8
= 0.11149897 .(5.29)

These conditions hold if we choose, e.g., the following initial values at the switching
point t1,

Q11(t1) = 0, Q12(t1) = 0, Q22(t1) = −0.02,

which produce the value Q22(t2) = −0.048826568 at the second switching point. Then
Theorem 4.9 assures us that the computed solution (5.27) provides a strict strong
minimum.
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5.3. Time-optimal control of a nuclear reactor. Hassan, Ghonaimy, and
Abdel Malek [10] have presented a model for the time-optimal control of a nuclear
reactor. A detailed solution has been given in Maurer [26]. Now our aim is to verify
second order conditions for this specific solution. The model comprises the state
variables x1, neutron density; x2, delayed neutron concentration; and x3, reactivity.
The control problem is to minimize the final time T subject to

ẋ1(t) = k1(x3(t)− 1)x1(t) + k2x2(t) , x1(0) = n0, x1(T ) = nf ,
ẋ2(t) = k1x1(t)− k2x2(t) , x2(0) = n0k1/k2, x2(T ) = nfk1/k2,
ẋ3(t) = u(t) , x3(0) = 0, x3(T ) = 0,
|u(t) | ≤ 0.2 for t ∈ [0, T ] .

(5.30)
The constants are k1 = 5.0, k2 = 0.1, n0 = 0.04, nf = 0.06. The Pontryagin function
or Hamiltonian (2.5) becomes

H(x, u, ψ) = ψ1(k1(x3 − 1)x1 + k2x2) + ψ2(k1x1 − k2x2) + ψ3u .(5.31)

The time transformation (5.1) and the scaled equations (5.2)–(5.4) yield the following
state and adjoint equations and boundary conditions:

dx1/dτ = T · (k1(x3 − 1)x1 + k2x2) , x1(0) = 0.04, x1(1) = 0.06,
dx2/dτ = T · (k1x1 − k2x2) , x2(0) = 2, x2(1) = 3,
dx3/dτ = T · u(τ) , x3(0) = 0, x3(1) = 0,

dψ1/dτ = −T · (ψ1k1(x3 − 1) + ψ2k1) ,
dψ2/dτ = T · k2(ψ2 − ψ1) ,
dψ3/dτ = −Tψ1k1x1 , ψ3(0) = −5 , ψ3(1) = −5 .

(5.32)

The switching function σ(x, ψ) = ψ3(t) determines the optimal control via u(t) =
−0.2 sign(ψ3(t)) . The optimal control computed in [26] is composed of three bang-
bang arcs,

u(τ) =

⎧⎪⎨
⎪⎩

0.2 for 0 ≤ τ ≤ τ1
−0.2 for τ1 ≤ τ ≤ τ2

0.2 for τ2 ≤ τ ≤ 1

⎫⎪⎬
⎪⎭ ,(5.33)

which imply the two further switching conditions

ψ3(τ1) = 0, ψ3(τ2) = 0 .(5.34)

The earlier computations in [26] are confirmed by the code BNDSCO in [34] which
yields the following solution of the boundary value problem (5.32)–(5.34):

T = 7.04780685,
τ1 = 0.47987830 , t1 = τ1 · T = 3.38208957 ,
τ2 = 0.97987830 , t2 = τ2 · T = 6.90599299 ,

ψ1(0) = −2.97015515 , ψ2(0) = −2.84546900 ,
ψ1(τ1) = −5.22557130 , ψ2(τ1) = −2.22864972 ,
x1(τ1) = 0.11014294 , x1(τ2) = 0.06078025 ,
ψ1(τ2) = 78.6539693 , ψ2(τ2) = −3.53032114 ,
ψ1(1) = 165.786058 , ψ2(1) = −5.25230261 .

(5.35)

The state variable x3(τ) and the switching function σ(τ) = ψ3(τ) are displayed in
Figure 5.3.
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Fig. 5.3. Nuclear reactor: state x3(τ) and switching function σ(τ) = ψ3(τ).

As in the foregoing example, we can show in two different ways that the computed
control provides a strict strong minimum. The quantities

Dk(H) = −σ̇(tk)[u]
k = 0.4 |ψ̇3(tk)| = 0.4 |ψ1(tk)k1x1(tk)|, k = 1, 2,

are computed on the basis of solution data in (5.35) as

D1(H) = 1.15111957 > 0, D2(H) = 9.56121580 > 0 .

Evaluating the variational system (3.3), ẏ = fx(t)y with y = (y1, y2, y3), we get

ẏ1 = k1(x3 − 1)y1 + k2y2 + k1x1y3, ẏ2 = k1y1 − k2y2, ẏ3 = 0.

The initial values for the variations y1(t), y2(t) w.r.t. t1, t2 are

y1(t1) = [ẋ]1 =

⎛
⎝ 0

0
−0.4

⎞
⎠ , y2(t2) = [ẋ]2 =

⎛
⎝ 0

0
0.4

⎞
⎠ .

This leads to the following variational vectors at the terminal time T :

y1(T ) =

⎛
⎝ −0.04508835
−1.0424039
−0.4

⎞
⎠ , y2(T ) =

⎛
⎝ 0.012216498

0.0048217532
0.4

⎞
⎠ , ẋ(T ) =

⎛
⎝ 0

0
0.2

⎞
⎠ ,

which obviously are linearly independent. Thus, either condition (a) or (b) in Proposi-
tion 3.2 implies that the critical cone is K = {0}. Hence, Theorem 3.3 asserts that the
solution candidate characterized by (5.35) provides indeed a strict strong minimum.

Alternatively, it is instructive to use also the test of optimality in Theorem 4.9.
Since d(x) = 3 we consider the symmetric 3 × 3 matrix Q(t) = (Qik) 1≤i,k≤3 . By
evaluating the linear equation (4.3) one immediately recognizes that the equations
for Q11, Q12, Q22 are homogeneous in these variables and can thus be satisfied by
Q11(t) = Q12(t) = Q22(t) ≡ 0. The remaining three equations then simplify to

Q̇13 = −Q13k1(x3 − 1)−Q23k1 − ψ1k1,

Q̇23 = −Q13k2 +Q23k2,

Q̇33 = −2Q13k1x1.

(5.36)
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Our task is to find a solution to these ODEs which satisfies the estimates (4.22) or
(4.27) at the switching points t1 and t2. Since

|ψ̇3|
2βc

=
k1|ψ1x1|

0.4
= 12.5|ψ1x1|,

conditions (4.27) require that the following estimates be satisfied:

Q33(t1) > −12.5 |ψ1(t1)x1(t1)| = −7.1944973,
Q33(t2) < 12.5 |ψ1(t2)x1(t2)| = 59.788260.

(5.37)

The strategy for finding appropriate initial values at the point t1 is the following: we
fix the initial values

Q13(t1) = 0, Q33(t1) = 0,

and determine Q23(t1) in such a way that the inequality Q33(t2) < 59.788260 holds.
We found that the initial value Q23(t1) = 4.23 produced the value Q33(t2) =
−96.953435 . Hence, the inequalities (5.37) hold and Theorem 4.9 asserts that the
computed solution is a strict strong minimum.

6. Conclusion. We have considered time-optimal bang-bang control problems
with finitely many switching points. SSC for such problems amount to the requirement
that a certain quadratic form be positive on a finite-dimensional critical subspace.
An explicit representation of the critical subspace has been derived in terms of the
variations of the state trajectories w.r.t. the switching points. For bang-bang controls
with one or two switching points, this approach results in a rather straightforward test
of SSC. To treat the general case, we have shown that the so-called Q-transformation
allows us to convert the quadratic form to another quadratic form which might be
better suited for practical verification. The resulting numerical test then consists in
determining a solution of a linear matrix differential equation which satisfies additional
jump conditions at the switching points. The viability of the presented tests has been
demonstrated by three numerical examples. Further examples with applications of
bang-bang control to the design of lasers may be found in the dissertation of Kim
[16].

Though the techniques have been developed in this paper only for time-optimal
bang-bang controls with fixed terminal conditions, the basic ideas apply as well to
arbitrary bang-bang control problems with general cost functionals and boundary
conditions. Results for this general approach will be presented in a future paper that
will also highlight a more detailed analysis of the boundary conditions.

During the revision of this paper we became aware of the work of Agrachev,
Stefani, and Zezza [1], where a different approach to SSC for bang-bang controls is
presented for problems with fixed final time. Agrachev and his coauthors reduce the
bang-bang control problem to a finite-dimensional optimization problem w.r.t. the
switching times and show that it suffices to test SSC for this optimization problem.
Currently, we are implementing this approach and are in the process of comparing it
with the numerical methods given in the present paper. Recently, we have been able
to show that the SSC given in Theorem 3.3 are equivalent to the SSC in Agrachev,
Stefani, and Zezza [1] in the case when the setM0 of Lagrange multipliers is a singleton
which is not assumed in Theorem 3.3. The SSC developed in this paper and in [1] will
pave the way to a theoretical and computational sensitivity analysis for bang-bang
control problems which is similar in spirit to that developed in [2, 21, 22, 23, 24, 25,
27, 28].
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Abstract. In this paper, we prove that some stabilizing controllers of a plant, which admits
a left/right-coprime factorization, have a special form where their stable and unstable parts are
separated. The dimension of the unstable part depends on the algebraic concept of stable range of
the ring A of SISO stable plants. Moreover, we prove that, if the stable range of A is equal to 1,
then every plant—defined by a transfer matrix with entries in the quotient field of A and admitting
a left/right-coprime factorization—can be stabilized by a stable controller (strong stabilization).
In particular, using a result of Treil proving that the stable range of H∞(D) is equal to 1, we
show that every stabilizable plant—defined by a transfer matrix with entries in the quotient field
of H∞(D) or H∞(C+)—is strongly stabilizable and, equivalently, every couple of stabilizable plants
can be simultaneously stabilized by a controller (simultaneous stabilization). Finally, using the fact
that the topological stable range of H∞(D) is equal to 2, a result due to Suárez, we show that
every unstabilizable SISO plant—defined by a transfer function with entries in the quotient field of
H∞(D)—is as close as we want to a stabilizable plant in the product topology.

Key words. stabilizing controllers, strong stabilization, simultaneous stabilization, stable range,
k-stability, topological stable range, unit 1-stable range, n-fold rings, H∞, K-theory
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1. Introduction. The fractional representation approach to analysis and syn-
thesis problems was developed in the eighties in order to express in a unique math-
ematical framework several questions on stabilization problems. In that framework,
we can study internal stabilization (existence of an internally stabilizing controller),
parametrization of all stabilizing controllers, strong stabilization (possibility of stabi-
lizing a plant by means of a stable controller), simultaneous stabilization (possibility
of stabilizing a set of plants by means of a single controller), metrics of robustness
(gap or graph topologies), H∞ or H2-optimal controllers, etc. See [2, 6, 42] for more
details.

Recently, the reformulation of the fractional representation approach to analysis
and synthesis problems within an algebraic analysis approach has allowed us to obtain
new necessary and sufficient conditions for internal stabilizability and for the existence
of (weakly) left/right/doubly coprime factorizations in the general setting [25, 26, 24].
Moreover, all the rings of SISO stable plants (used in this framework) over which one
of the previous properties is satisfied were completely characterized [25, 26, 24]. In
[27, 28], a new parametrization of all stabilizing controllers of a stabilizable plant
was developed. It generalizes the Youla–Kučera parametrization [42] for stabilizable
plants which do not necessarily admit doubly coprime factorizations. All these results
show that a natural mathematical framework for the study of stabilization problems
is the so-called K-theory [22, 32]. See [29] for more details.
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in the Proceedings of the Conférence Internationale Francophone d’ Automatique, Nantes, France,
2002.

http://www.siam.org/journals/sicon/42-6/40827.html
†INRIA Sophia Antipolis, CAFE, 2004 route des lucioles, BP 93, 06902 Sophia Antipolis cedex,

France (Alban.Quadrat@sophia.inria.fr).

2264



STRONG STABILIZATION PROBLEM AND STABLE RANGE 2265

The purpose of this paper is to show that the concept of stable range developed
in K-theory also plays an important role in the study of the strong and simultaneous
stabilization problems [42]. Using the fractional representation approach to synthesis
problems [6, 42], we show that, if the transfer matrix P , with entries in the quotient
field of an integral domain A of SISO stable plants (e.g., A = RH∞, H∞(C+) or
W+), admits a left-coprime factorization P = D−1N , then there exist some stabi-
lizing controllers of P having separated stable and unstable parts. In particular, we
show that the dimension of the unstable part is related to the concept of k-stability
of the matrix R = (D : −N) with entries in A [17, 41]. Moreover, using some rela-
tions between the k-stability of a matrix with entries in A and the concept of stable
range sr(A) of A [1, 7, 41], we prove that there exist some stabilizing controllers of
P which are such that their unstable parts are defined by sr(A) − 1 unstable rows.
Therefore, if the stable range sr(A) of A is 1, then every transfer matrix which admits
a left-coprime factorization is strongly stabilizable; i.e., it is internally stabilized by a
stable controller. In particular, using the fact that the stable range of H∞(D) is equal
to 1 (see [38]), we prove that every stabilizable plant, defined by means of a transfer
matrix with entries in the quotient field of H∞(D) or H∞(C+), is strongly stabiliz-
able (strong stabilization). Let us notice that this result answers one of the questions
asked in [9]. Moreover, using a result of Vidyasagar [42], we prove that every couple
of plants, defined by transfer matrices with entries in H∞(D) or H∞(C+), is simul-
taneously stabilized by a controller (simultaneous stabilization). Finally, introducing
the concept of topological stable range, we show that every unstabilizable SISO plant,
defined by a transfer function p = n/d, with 0 �= d, n ∈ H∞(D), is as close as we
want to a stabilizable plant in the product topology.

Plan of the paper. In section 2, we give the definition of the stable range of
a ring A and present some examples which will be used in the rest of the paper. In
section 3, we introduce the concept of k-stability of a matrix with entries in a ring A.
We recall the fractional representation approach to analysis and synthesis problems in
section 4. In section 5, we give the first main result of this paper concerning the form
of certain stabilizing controllers (Theorem 5.1) and examples in order to illustrate
this result. Exploiting the relations between k-stability of a matrix with entries in
a ring A and the stable range of A, we give the second main result of the paper
(Corollary 6.4) and its corollaries (Corollaries 6.5 and 6.6). In the last section, we
introduce the definitions of topological stable range, unit 1-stable range, and n-fold
ring, and give some applications of these concepts to some stabilization problems.

Notation. A will denote a commutative ring with a unit [33], Aq×p the set of
q × p matrices with entries in A, Ip the identity matrix of Ap×p, and

GLp(A) = {R ∈ Ap×p | ∃ S ∈ Ap×p : RS = S R = Ip}
the group of invertible elements of Ap×p. If R ∈ Aq×p, then RT ∈ Ap×q is the
transposed matrix. If A is an integral domain (i.e., a b = 0, a �= 0⇒ b = 0), then we
shall denote the field of fractions of A by K = Q(A) = {n/d | d �= 0, n ∈ A}. Finally,
p and q will always denote two positive integers satisfying p ≥ q (p− q will denote the
number of input variables for the transfer matrices) and � will mean “by definition.”

2. Stable range of a commutative ring.

2.1. Definition. Let us give some definitions that will be constantly used in this
paper.

Definition 2.1 (see [1, 4, 7, 41]). We have the following definitions and notation:
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• A vector a = (a1 : · · · : an) ∈ A1×n is said to be unimodular if there exists a
vector b = (b1 : · · · : bn) ∈ A1×n such that a bT =

∑n
i=1 ai bi = 1.

• We denote the set of all the unimodular vectors of A1×n by Un(A).
Let us notice that U1(A) is the set of the units U(A) = {a ∈ A | a−1 ∈ A} of A.
Example 2.1. Let us take A = H∞(C+), where H∞(C+) is the algebra of C-

valued holomorphic functions on the open right half plane C+ = {s ∈ C | Re s > 0}
which are bounded w.r.t. the norm ‖ f ‖∞= sups∈C+

|f(s)|. See [5] for more details.

The vector a = ( s−1
s+1 : e−s

s+1 ) ∈ A1×2 is unimodular because we have(
s−1
s+1

) (
1 + 2

(
1−e−(s−1)

s−1

))
+
(
e−s
s+1

)
2 e = 1, 1 + 2

(
1−e−(s−1)

s−1

)
, 2 e ∈ A.

Definition 2.2 (see [1, 4, 7, 41]). A vector a = (a1 : · · · : an) ∈ Un(A) is called
stable (or reductible) if there exists an (n− 1)-tuple b = (b1 : · · · : bn−1) ∈ A1×(n−1)

such that

(a1 + an b1 : · · · : an−1 + an bn−1) ∈ Un−1(A);

i.e., there exists (c1 : · · · : cn−1) ∈ A1×(n−1) such that
∑n−1
i=1 (ai + an bi) ci = 1.

Example 2.2. We have the following examples:
• Let us consider A = H∞(C+) and a = (1−e−2s : 1+e−2s) ∈ A1×2. We have

1
2 (1− e−2s) + 1

2 (1 + e−2s) = 1⇒ (1− e−2s) + (1 + e−2s) = 2 ∈ U1(A),

(2.1)

and thus, a is a stable vector of U2(A).
• Let A = RH∞ = R(s) ∩H∞(C+) be the R-algebra of proper and stable real

rational functions [42]. The vector

a =
(

(s−1)(s−2)
(s+1)2 : s

(s+1)2

)
∈ A1×2

is stable because we have

(s−1)(s−2)
(s+1)2 + 6 s

(s+1)2 = (s+2)
(s+1) ∈ U1(A).(2.2)

Remark 2.1. If a vector (a1 : a2) ∈ U2(A) is stable, then, in general, this is not
the case for (a2 : a1) ∈ U2(A). For instance, if A = R[s], then (s2 + 1 : s) ∈ A1×2

is a stable vector because we have (s2 + 1) + s (−s) = 1 ∈ U1(A), whereas the vector
(s : s2 + 1) ∈ U2(A) is not stable because there does not exist b ∈ A such that
r � s + (s2 + 1) b(s) ∈ A is invertible, i.e., is a nonzero real constant (the degree of
the polynomial r is at least 1).

Definition 2.3 (see [31, 34, 38, 41]). We call the stable range sr(A) of A the
smallest n ∈ N ∪ {+∞} such that every vector of Un+1(A) is stable.

Let us notice that the stable range sr(A) is also called the stable rank of A.
Remark 2.2. Let us notice that if sr(A) = n, then, for m ≥ n, every element

of Um(A) is stable [11]. Indeed, if (a1 : · · · : an+2) ∈ Un+2(A), then there exist

b1, . . . , bn+2 ∈ A such that
∑n+2
i=1 ai bi = 1. Hence, the vector

(a1 : · · · : an : an+1 bn+1 + an+2 bn+2) ∈ A1×(n+1)

is unimodular. Using the fact that sr(A) = n, there exist c1, . . . , cn ∈ A such that the
vector

(a1 + c1 (an+1 bn+1 + an+2 bn+2) : · · · : an + cn (an+1 bn+1 + an+2 bn+2)) ∈ A1×n
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is unimodular; i.e., there exist d1, . . . , dn ∈ A such that

n∑
i=1

(ai + ci (an+1 bn+1 + an+2 bn+2)) di = 1

⇒
n∑
i=1

(ai + ci an+2 bn+2) di + an+1

(
n∑
i=1

bn+1 ci di

)
= 1,

which shows that (a1+(c1 bn+2) an+2 : · · · : an+(cn bn+2) an+2 : an+1) is unimodular,
and thus the vector (a1 : · · · : an+2) ∈ Un+2(A) is a stable vector. The result directly
follows by induction on n.

Example 2.3. We have the following interpretations of sr(A) = 2 and sr(A) = 1:
• A ring A has a stable range sr(A) = 2 iff, ∀n ≥ 3, every element of Un(A) is

stable and there exists a vector (a1 : a2) ∈ U2(A) such that, for every b ∈ A,
a1 + a2 b /∈ U1(A), i.e., a1 + a2 b is not invertible.
• A ring A has a stable range sr(A) = 1 iff, for every (a1 : a2) ∈ U2(A), there

exists b ∈ A such that a1 + a2 b ∈ U1(A), i.e., a1 + a2 b is invertible.

2.2. Examples.
Theorem 2.4 (see [38]). If D denotes the open unit disc and H∞(D) the ring

of C-valued holomorphic functions on D which are bounded w.r.t. the norm ‖ f ‖∞=
supz∈D

|f(z)|, then we have

sr(H∞(D)) = 1.

Corollary 2.5. With the notation of Example 2.1, we have

sr(H∞(C+)) = 1.

Proof. Let us consider a unimodular matrix a = (a1 : a2) ∈ U2(H∞(C+)). Let
us denote by (b1 : b2)

T ∈ H∞(C+)2×1 a right-inverse of a; i.e., we have

a1(s) b1(s) + a2(s) b2(s) = 1.(2.3)

The fractional linear transformation s = ψ(z) = (1 + z)/(1− z) bijectively maps the
open unit disc D on the open right half plane C+ and z = ψ−1(s) = (s− 1)/(s+ 1).
Moreover, from Lemma A.6.15 of [5], we have f ∈ H∞(C+)⇔ f ◦ψ ∈ H∞(D). Thus,
from (2.3), we deduce

(a1 ◦ ψ)(z) (b1 ◦ ψ)(z) + (a2 ◦ ψ)(z) (b2 ◦ ψ)(z) = 1 ◦ ψ = 1,(2.4)

i.e., (a1 ◦ ψ : a2 ◦ ψ) ∈ U2(H∞(D)). By Theorem 2.4, we know that sr(H∞(D)) = 1,
and thus there exist c, d ∈ H∞(D) such that

((a1 ◦ ψ)(z) + (a2 ◦ ψ)(z) c(z)) d(z) = 1⇔ (a1(s) + a2(s) c(ψ
−1(s))) d(ψ−1(s)) = 1;

i.e., a = (a1 : a2) is 1-stable, and thus sr(H∞(C+)) = 1.
Theorem 2.6 (see [1]). If A is a principal ideal domain, namely, an integral

domain such that every ideal of A can be generated by a single element of A, then
sr(A) ≤ 2.

Corollary 2.7. Let RH∞ be the ring of proper and stable real rational functions.
Then, we have

sr(RH∞) = 2.
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Proof. It is well known that RH∞ is a principal ideal domain [42]. Therefore,
by Theorem 2.6, we obtain that sr(RH∞) ≤ 2. Finally, let (d : n) ∈ U2(RH∞) with
d �= 0 and let us define the transfer function P = n/d ∈ R(s) = Q(RH∞). Let us
notice that P = n/d is a coprime factorization of P because (d : n) ∈ U2(RH∞).
Now, it is also well known that there exists c ∈ RH∞ such that d + c n is a unit of
RH∞ iff P has the parity interlacing property [2, 42], namely, P has an even number
of real poles between every pair of real zeros in {Re s ≥ 0} ∪ {∞}. Hence, there exist
vectors (d : n) ∈ U2(RH∞) which are not stable in the sense of Definition 2.2 (e.g.,
((s− 1)/(s+ 1) : s/(s+ 1)2) ∈ U2(RH∞) is not stable because the transfer function
P = s/((s+ 1) (s− 1)) does not have the parity interlacing property—see Example 4
of section 3.2 of [42]). Therefore, we have sr(RH∞) = 2.

Let us give more examples of stable ranges of integral domains.
Theorem 2.8. We have the following results:
• [12, 41] sr(R[x1, . . . , xn]) = n+ 1.
• [19] The ring of entire functions

E(k) =

{
f(s) =

+∞∑
n=0

an s
n

∣∣∣∣∣ s ∈ C, an ∈ k, lim
n→+∞ |an|

1/n = 0

}

satisfies sr(E(k)) = 1 if k = C and 2 if k = R.
• [20] The disc algebra A(D), i.e., the ring of functions which are holomor-

phic in the open unit disc D and continuous on the unit circle T, satisfies
sr(A(D)) = 1.
• [34] If we denote by W+ the Wiener algebra defined by

W+ =

{
+∞∑
n=0

an z
n

∣∣∣∣∣
+∞∑
n=0

| an |< +∞
}
,

then we have sr(W+) = 1.
Let us recall that the polynomial ring R[x1, . . . , xn] is used in the study of mul-

tidimensional systems, W+ represents the sets of l∞-stable (bounded input bounded
output stability) shift-invariant causal digital filters [42], and the disc algebra A(D) is
used for interpolation problems and discrete-time control systems [42]. Finally, E(R)
is used in the study of a certain class of time-delay systems E = E(R)∩R(s)[e−s] [21].

3. k-stability for matrices. Let us extend the definition of k-stability for ma-
trices with entries in A.

Definition 3.1 (see [11, 17, 41]). A matrix R ∈ Aq×p is unimodular if there
exists a matrix S ∈ Ap×q such that RS = Iq, i.e., R has a right-inverse S.

Remark 3.1. First, let us notice that the previous concept of a unimodular matrix
is standard in commutative algebra, whereas, in control theory, a unimodular matrix
usually denotes a square matrix R ∈ Ap×p such that there exists S ∈ Ap×p satisfying
RS = S R = Ip. The reader should be careful not to confuse these two different
definitions (only Definition 3.1 will be used in the course of the paper).

Second, if R ∈ Aq×p is a unimodular matrix, then it is clear that R has full
row rank, namely its rows are A-linearly independent. Moreover, the A-submodule
A1×q R of A1×p generated by the A-linear combinations of the rows of R is isomorphic
to A1×q, and thus we have 1 ≤ q ≤ p.

If Ri ∈ Aq×1 is a column vector, then we shall denote by col(R1, . . . , Rp) the
q× p matrix R whose first column is R1, whose second one is R2, . . . , and whose last
column is Rp.
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Lemma 3.2. R = col(R1 : · · · : Rp) ∈ Aq×p is unimodular iff the A-module

RAp �
p∑
i=1

RiA =

{
p∑
i=1

Ri ai ∈ Aq | ai ∈ A
}

is equal to Aq.
Proof. ⇒ Let R be unimodular. Then there exists S ∈ Ap×q such that RS = Iq.

Therefore, for every λ ∈ Aq, the vector µ = S λ ∈ Ap is such that λ = Rµ, and thus
λ =

∑p
i=1Ri µi ∈ RAp, where µ = (µ1 : · · · : µp)T . Hence, we have RAp = Aq.

⇐ Let us suppose that RAp = Aq. Then, for every λ ∈ Aq, there exists (ai)1≤i≤p,
with ai ∈ A, such that λ =

∑p
i=1Ri ai. In particular, for j = 1, . . . , q, let us consider

the vector ej of Aq defined by 1 in the jth component and 0 elsewhere. Then,
for j = 1, . . . , q, there exists Sj ∈ Ap such that ej = RSj , and thus, if we define
S = col(S1 : · · · : Sq) ∈ Ap×q, then we have RS = Iq; i.e., R is unimodular.

Let us introduce the concept of k-stability for unimodular matrices.
Definition 3.3 (see [17, 41]). A unimodular matrix R = col(R1, . . . , Rp) ∈ Aq×p

is called k-stable (1 ≤ k ≤ p− q) if there exists a (p− k)-tuple (ci)1≤i≤p−k belonging
to the A-module

Rp−k+1A+ · · ·+RpA �
{

k∑
i=1

Rp−k+i bi | bi ∈ A
}

(3.1)

such that the matrix

col(R1 + c1 : R2 + c2 : · · · : Rp−k + cp−k) ∈ Aq×(p−k)

is unimodular.
Remark 3.2. Let us notice that a vector a ∈ Un(A) is 1-stable iff a is stable in

the sense of Definition 2.2.
Lemma 3.4. A unimodular matrix R ∈ Aq×p is k-stable iff there exists a matrix

Tk ∈ Ak×(p−k) such that the matrix

Rk = col(R1 : · · · : Rp−k) + col(Rp−k+1 : · · · : Rp)Tk ∈ Aq×(p−k)(3.2)

is unimodular.
Proof. ⇒ Let R be a k-stable matrix; then there exists a (p−k)-tuple (ci)1≤i≤p−k

of elements of the A-module (3.1) such that col(R1 + c1 : · · · : Rp−k + ck) ∈ Aq×(p−k)

is a unimodular matrix. By definition of the ci, there exists bij ∈ A such that

ci =

k∑
j=1

Rp−k+j bi(p−k+j).

Therefore, we have

col(R1 + c1 : · · · : Rp−k + ck) = col(R1 : · · · : Rp−k) + col(Rp−k+1 : · · · : Rp)Tk,
where Tk ∈ Ak×(p−k) is defined by

Tk =

⎛
⎜⎝

b1(p−k+1) b2(p−k+1) . . . b(p−k)(p−k+1)

...
...

...
b1p b2p . . . b(p−k)p

⎞
⎟⎠ .



2270 A. QUADRAT

⇐ All the columns ci of the matrix col(Rp−k+1 : · · · : Rp)Tk belong to the
A-module (3.1). Thus, Rk has the form col(R1 + c1 : · · · : Rp−k + ck); i.e., R is
k-stable.

Example 3.1. Let us consider A = RH∞ and the following matrix:

R =

(
s−1
s+1 0 − 1

s+1
1
s+1 − s

s+1 0

)
∈ A2×3.

The matrix

R1 =

(
s+2
s+1

1
s+1

1
s+1 − s

s+1

)
=

(
s−1
s+1 0

1
s+1 − s

s+1

)
+

( − 1
s+1

0

)
(−3 : −1)(3.3)

is invertible (detR1 = −1), and thus R is 1-stable.
Proposition 3.5. If R is k-stable, then R is (k − 1)-stable.
Proof. Using the fact that R is k-stable, then there exist

c1, . . . , cp−k ∈ Rp−k+1A+ · · ·+RpA

such that Rk = col(R1 + c1 : · · · : Rp−k + cp−k) is unimodular. Let us decompose
ci as ci = di + ei, where di ∈ Rp−k+1A and ei ∈ Rp−k+2A + · · · + RpA, and let us
define Rk+1 = col(R1 + e1 : · · · : Rp−k + ep−k : Rp−k+1). Then we claim that Rk+1

is unimodular, and thus R is (k − 1)-stable. Indeed, we have

p−k∑
i=1

(Ri + ci)A ⊆
p−k∑
i=1

(Ri + ei)A+Rp−k+1A ⊆ Aq.

Then, applying Lemma 3.2 to Rk, we obtain that
∑p−k
i=1 (Ri + ci)A = Aq, and

thus
∑p−k
i=1 (Ri + ei)A + Rp−k+1A = Aq, which proves that Rk+1 is unimodular

by Lemma 3.2.

4. Internal stabilization. Let A be an integral domain and let its field of
fractions be

K = Q(A) = {n/d | n ∈ A, 0 �= d ∈ A}.
In the fractional representation approach to analysis and synthesis problems [5, 6, 42],
we consider a class of plants which are defined by means of transfer matrices whose
entries belong to the quotient field K = Q(A) of an integral domain of stable SISO
plants (see [25, 26, 24, 27] for more details).

Example 4.1. We have the following examples of algebras of SISO stable plants:
• For finite-dimensional systems, we usually consider the integral domain of

proper and stable real rational functions A = RH∞ = R(s) ∩ H∞(C+) and
K = R(s) [42]. Then, A corresponds to the set of proper and stable real
rational transfer functions, whereas an element of K\A represents either an
unstable or an improper transfer function. For instance,

P = s/((s− 1) (s− 2)) ∈ R(s)

belongs to K = Q(A) because we have P = n/d, where n = s/(s + 1)2 ∈ A
by d = ((s− 1) (s− 2))/(s+ 1)2 ∈ A.
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Fig. 4.1. Closed-loop.

• For infinite-dimensional systems, we can consider A = H∞(C+) [36], which
gives a class of unstable plants defined by transfer matrices with entries in
the quotient field K = Q(H∞(C+)). For instance, the transfer function

P = (1 + e−2 s)/(1− e−2 s)

of a wave equation (see, e.g., Exercise 4.24 of [5]) satisfies P = n/d, where
n = 1 + e−2 s ∈ A and d = 1− e−2 s ∈ A, and thus we have P ∈ K.

Let us consider a plant defined by the transfer matrix P ∈ Kq×(p−q), a controller
defined by C ∈ K(p−q)×q, and the closed-loop given by Figure 4.1. We have the
following equations: (

Ip−q −C
−P Iq

) (
e1
e2

)
=

(
u1

u2

)
.

Definition 4.1 (see [5, 6, 42]). A plant defined by the transfer matrix P ∈
Kq×(p−q) is internally stabilizable if there exists a controller C ∈ K(p−q)×q such that
all the entries of the matrix

(
Ip−q −C
−P Iq

)−1

=

(
(Ip−q − C P )−1 (Ip−q − C P )−1 C
P (Ip−q − C P )−1 Iq + P (Ip−q − C P )−1 C

)
(4.1)

=

(
Ip−q + C (Iq − P C)−1 P C (Iq − P C)−1

(Iq − P C)−1 P (Iq − P C)−1

)
(4.2)

belong to A. Such a controller, C ∈ K(p−q)×q, is called a stabilizing controller of P .
Example 4.2. The controller C = −(s− 1)/(s+ 1) is not a stabilizing controller

of the plant P = s/(s− 1) because we have⎧⎨
⎩

e1 = (s+1)
(2 s+1) u1 + (−s+1)

(2 s+1) u2,

e2 = s (s+1)
(2 s+1)(s−1) u1 + (s+1)

(2 s+1) u2,

and the transfer function between e2 and u1 has the unstable pole 1; i.e., it does not
belong to RH∞.

Definition 4.2. We have the following definitions [5, 6, 42]:
• A transfer matrix P ∈ Kq×(p−q) admits a left-coprime factorization if there

exist R = (D : −N) ∈ Aq×p and S = (XT : Y T )T ∈ Ap×q such that{
P = D−1N,
RS = DX −N Y = Iq.
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• A transfer matrix P ∈ Kq×(p−q) admits a right-coprime factorization if there
exist R̃ = (ÑT : D̃T )T ∈ Ap×(p−q) and S̃ = (−Ỹ : X̃) ∈ A(p−q)×p such that{

P = Ñ D̃−1,

S̃ R̃ = −Ỹ Ñ − X̃ D̃ = Ip−q.

• A transfer matrix P ∈ Kq×(p−q) admits a doubly coprime factorization if P
admits both a left and right-coprime factorization.

Proposition 4.3 (see [42, Theorem 25, p. 105]). Every transfer matrix P ∈
Kq×(p−q) which admits a left-coprime factorization P = D−1N , DX − N Y = Iq,
detX �= 0, is internally stabilized by the controller C = Y X−1.

If P = D−1
1 N1 = D−1

2 N2 are two left-coprime factorizations of P and Ri = (Di :
−Ni), for i = 1, 2, then there exists a matrix U ∈ GLq(A) such that R2 = U R1.
Hence, we deduce that Rq is k-stable iff R2 is k-stable. A similar result also holds for
right-coprime factorizations.

Definition 4.4. We have the following definitions [2, 42]:
• A plant P ∈ Kq×(p−q) is strongly stabilizable if there exists a stable controller
C ∈ A(p−q)×q which internally stabilizes P .

• Two plants P1, P2 ∈ Kq×(p−q) are simultaneously stabilizable if there exists
a controller C ∈ K(p−q)×q which internally stabilizes P1 and P2.

The next proposition is a reformulation of Lemma 7 of section 5.3 of [42] (we
thank an anonymous associate editor for pointing out this reference to us).

Proposition 4.5. A transfer matrix P ∈ Kq×(p−q) is strongly stabilizable iff P
admits a doubly coprime factorization P = D−1N = Ñ D̃−1 such that the matrices
(D : −N) ∈ Aq×p and (D̃T : ÑT ) ∈ A(p−q)×p are, respectively, (p− q) and q-stable.

In particular, P ∈ K(A) is strongly stabilizable iff there exists a coprime factor-
ization P = n/d such that the vector (d : n) ∈ U2(A) is 1-stable.

Proof. Let us suppose that there exists a stable controller C ∈ A(p−q)×q which
internally stabilizes P . Then, all the entries of the matrix (4.1) belong to A and, in
particular, P (Ip−q − C P )−1 = (Iq − P C)−1 P = V ∈ Aq×(p−q).

Then, from the fact that

Ip−q + C V = Ip−q + C (Iq − P C)−1 P = (Ip−q − C P )−1,

we deduce that Ip−q + C V is an invertible matrix, and thus we have

P (Ip−q − C P )−1 = V ⇔ P = V (Ip−q + C V )−1.

Then, P admits the right-coprime factorization P = V (Ip−q + C V )−1 because

(−C : Ip−q)
(

V
Ip−q + C V

)
= Ip−q.

The matrix ((Ip−q +C V )T : V T ) is q-stable because Ip−q +V T CT −V T CT = Ip−q.
Moreover, from the fact that

Iq + V C = Iq + P (Ip−q − C P )−1 C = (Iq − P C)−1,

we deduce that Iq + V C is an invertible matrix, and thus we have

(Iq − P C)−1 P = V ⇔ P = (Iq + V C)−1 V.
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Then, P admits the left-coprime factorization P = (Iq + V C)−1 V , and the matrix
(Iq +V C : −V ) satisfies Iq +V C −V C = Iq; i.e., (Iq +V C : −V ) is (p− q)-stable.

Conversely, if P admits a left-coprime factorization P = D−1N such that the
matrix R = (D : −N) ∈ Aq×p is (p− q)-stable, then there exists T1 ∈ A(p−q)×q such
that U � D − N T1 ∈ GLq(A). In particular, we have DU−1 − N (T1 U

−1) = Iq,
where U−1 ∈ Aq×q. Thus, by Proposition 4.3, C = (T1 U

−1) (U−1)−1 = T1 is a stable
controller which internally stabilizes P , and thus P is strongly stabilizable.

5. A general structure of the stabilizing controllers. In the next theorem,
we show that there exists a stabilizing controller C of P such that the dimension of
its unstable part depends on the k-stability of the matrix R = (D : −N) ∈ Aq×p,
where P = D−1N is a left-coprime factorization of P . Moreover, the unstable part
of C is isolated into a single transfer matrix V U−1 ∈ Kr×(p−q), where r = p− q − k.

u_1

D y−N u=0

y=P u

y

C_r

T_1

+

+

u=(u_1: u_2)=C y

u_2

 T_2

Fig. 5.1. Closed-loop y = P u and u = C y.

Theorem 5.1. Let A be an integral domain of SISO stable plants, K = Q(A),
and let P ∈ Kq×(p−q) be a transfer matrix admitting a left-coprime factorization
P = D−1N with R = (D : −N) ∈ Aq×p. If R is k-stable and r � p− q− k ≥ 0, then
there exist two stable matrices {

T1 ∈ Ak×q,
T2 ∈ Ak×r(5.1)

such that the matrix Rk = (D−ΛT1 : −(Nr+ΛT2)) ∈ Aq×(p−k) admits a right-inverse
with entries in A, with the notation

R = (D : −N) = ( D : −Nr : −Λ) ∈ Aq×p.
↔
q

↔
r

↔
k

(5.2)

Let us define by Sk = (UT : V T )T ∈ A(p−k)×q, U ∈ Aq×q, V ∈ Ar×q any right-inverse
of Rk such that detU �= 0. Then, the controller C ∈ K(p−q)×q defined by

C =

(
V U−1

T1 + T2 (V U−1)

)
,
� r = p− q − k
� k(5.3)

internally stabilizes P (see Figure 5.1). Moreover, if det(D − ΛT1) �= 0, then the
controller Cr = V U−1 ∈ Kr×q internally stabilizes the plant

Pr = (D − ΛT1)
−1 (Nr + ΛT2) ∈ Kq×r(5.4)
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+

+

u_1

u_2

T_2

T_1

D y−N u=0

y=P u

u=(u_1: u_2) y

u_1

y=P_r u_1

Fig. 5.2. Plant y = Pr u1.

+

+

u_1

u_2

T_2

T_1

D y−N u=0

y=P u

u=(u_1: u_2) y

y
C_r

u_1

y=P_r u_1

Fig. 5.3. Closed-loop y = Pr u1 and u1 = Cr y.

(see Figures 5.2 and 5.3). The unstable part of the controller (5.3) corresponds to
Cr = V U−1, and its dimension is equal to r × q.

Similar results also hold for a transfer matrix P admitting a right-coprime fac-
torization P = Ñ D̃−1 (R̃ = (ÑT : D̃T )T ∈ Ap×(p−q)).

Proof. P admits a left-coprime factorization P = D−1N , and thus the matrix
R = (D : −N) ∈ Aq×p has a right-inverse S = (XT : Y T )T ∈ Ap×q; i.e., R is
unimodular in the sense of Definition 3.1. Also, by hypothesis, R is k-stable, and
thus, by Lemma 3.4, there exists Tk ∈ Ak×(p−k) such that the matrix Rk ∈ Aq×(p−k)

defined by (3.2) is unimodular. Let us denote by Sk ∈ A(p−k)×q a right-inverse of Rk;
i.e., we have

Rk Sk = Iq.(5.5)

Using expressions (3.2) and (5.5), we obtain that

col(R1 : · · · : Rp)
(

Sk
Tk Sk

)
= Iq ⇔ (D : −N)

(
Sk
Tk Sk

)
= Iq.
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If we write Sk = (UTk : V Tk )T , with Uk ∈ Aq×q and Vk ∈ Ar×q, then we have

DUk −N
(

Vk
Tk Sk

)
= Iq.

If detU �= 0, then by Proposition 4.3, the controller C defined by

C =

(
Vk
Tk Sk

)
U−1
k =

⎛
⎜⎝

Vk U
−1
k

Tk

(
Uk
Vk

)
U−1
k

⎞
⎟⎠

=

⎛
⎜⎝

Vk U
−1
k

Tk

(
Iq

Vk U
−1
k

)
⎞
⎟⎠ =

(
Vk U

−1
k

Tk1 + Tk2 (Vk U
−1
k )

)

internally stabilizes P = D−1N , where Tk = (Tk1 : Tk2) ∈ Ak×(q+r) and the dimen-
sions of Tk1 and Tk2 are defined by (5.1). With the notation of (5.2), we have

Rk = col(R1 : · · · : Rp−k)− Λ (Tk1 : Tk2)

= (col(R1 : · · · : Rq)− ΛTk1 : col(Rq+1 : · · · : Rp−k)− ΛTk2)

= (D − ΛTk1 : −(Nr + ΛTk2)).

Using the fact that Rk Sk = Iq, by Proposition 4.3, we obtain that Cr = Vk U
−1
k is a

stabilizing controller of the plant Pr = (D − ΛTk1)
−1 (Nr + ΛTk2).

Example 5.1. Let us consider A = H∞(C+) and the following transfer matrix:

P =

(
e−s
s+1

s−1
s+1

0 1
s−1

)
∈ K2×2,

where K = Q(A). In [25, 26], it is shown that P admits the left-coprime factorization
P = D−1N , where R = (D : −N) ∈ A2×4 is defined by

R =

(
1 0 − e−s

s+1 − s−1
s+1

0 s−1
s+1 0 − 1

s+1

)
.

The matrix R1, defined by

R1 =

(
1 0 − e−s

s+1

0 s−1
s+1 0

)
+

(
− s−1
s+1

− 1
s+1

) (
0 −2 0

)
︸ ︷︷ ︸

T1

=

(
1 2 (s−1)

(s+1) − e−s
s+1

0 1 0

)
,

(5.6)

is unimodular because we have

(
1 2 (s−1)

(s+1) − e−s
s+1

0 1 0

) ⎛
⎜⎝ 1− e−s

s+1 −2 (s−1)
(s+1)

0 1
−1 0

⎞
⎟⎠

︸ ︷︷ ︸
= I2.

S1

(5.7)
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Thus, the matrix R is 1-stable, and we can apply Theorem 5.1 to P with p = 4, q = 2,
k = 1, and r = 1. We know that (ST1 : (T1 S1)

T )T is a left inverse of R; i.e., we have

(
1 0 − e−s

s+1 − s−1
s+1

0 s−1
s+1 0 − 1

s+1

) ⎛⎜⎜⎝
1− e−s

s+1 −2 (s−1)
(s+1)

0 1
−1 0
0 −2

⎞
⎟⎟⎠ = I3.(5.8)

If we define

U1 =

(
1− e−s

s+1 −2 (s−1)
(s+1)

0 1

)
, V1 = (−1 : 0), T11 = (0 : −2) ∈ A1×2, T12 = 0 ∈ A,

then a stabilizing controller C of P has the form

C =

(
V1 U

−1
1

T11 + T12 (V1 U
−1
1 )

)
=

(
−
(
1− e−s

s+1

)−1

−2 (s−1)
(s+1)

(
1− e−s

s+1

)−1

0 −2

)
.

(5.9)

Let us notice that infs∈C+
|1− e−s

s+1 | = 0 (take the sequence (sn = 1/n)n∈N), and thus,

by the Corona theorem [16], we have (1− e−s
s+1 )−1 /∈ A. Therefore, the first row of the

controller C is unstable, whereas its second row is stable. Now, we may wonder if P
is strongly stabilizable. Let us notice that the matrix

R2 =

(
1 2 (s−1)

(s+1)

0 1

)
+

(
− e−s
s+1

0

) (
0 0

)
=

(
1 2 (s−1)

(s+1)

0 1

)

is unimodular because we have(
1 2 (s−1)

(s+1)

0 1

) (
1 −2 (s−1)

(s+1)

0 1

)
= I2.(5.10)

Then, the matrix R1 is 1-stable, and thus R is 2-stable:

R2 =

(
1 0

0 s−1
s+1

)
+

(
− e−s
s+1 − s−1

s+1

0 − 1
s+1

) (
0 0

0 −2

)
=

(
1 2 (s−1)

(s+1)

0 1

)
∈ U2(A).

(5.11)

By Theorem 5.1, we obtain that P is strongly stabilizable (p = 4, q = 2, k = 2, r = 0).
From (5.11), we obtain

(
1 0 − e−s

s+1 − s−1
s+1

0 s−1
s+1 0 − 1

s+1

) ⎛⎜⎜⎝
1 0
0 1
0 0
0 −2

⎞
⎟⎟⎠
(

1 −2 (s−1)
(s+1)

0 1

)
= I2,

which shows that

S2 = U2 =

(
1 −2 (s−1)

(s+1)

0 1

)
, T2 = T21 =

(
0 0
0 −2

)
∈ A2×2,
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and thus a stable stabilizing controller C ′ of P is defined by

C ′ = T2 =

(
0 0
0 −2

)
∈ A2×2.

To finish, let us show how, using parametrization of all stabilizing controllers of the
plant P1 = (D − Λ1 T11)

−1 (N1 + Λ1 T12), where

Λ1 =

(
s−1
s+1
1
s+1

)
, N1 =

(
e−s
s+1

0

)
,

it was already possible to find C ′. First, let us notice that we have

R1 = (D − Λ1 T11 : −(N1 + Λ1 T12)) ∈ A2×3.

Now, from (5.7), we know that S1 = (UT1 : V T1 )T is a right-inverse of R1. Computing
a doubly coprime factorization of P1, we obtain the following parametrization of all
right inverses of R1 (see [25, 26] for more details):

S1 =

(
U1(k1, k2)
V1(k1, k2)

)
=

⎛
⎝ 1 + (k1 − 1) e

−s
s+1 −2 (s−1)

(s+1) + e−s
s+1 k2

0 1
k1 − 1 k2

⎞
⎠ ∀ k1, k2 ∈ A.

Therefore, some stabilizing controllers of P are of the form

C =

(
V1 U

−1
1

T11 + T12 (V1 U
−1
1 )

)
=

(
a (k1 − 1) a (2 (k1 − 1) (s−1)

(s+1) + k2)

0 −2

)
,(5.12)

where a = (1+(k1−1) e
−s
s+1 )−1. Then, taking k1 = 1 and k2 = 0, we recover the stable

controller C ′ of P .
The first difficulty in computing the controllers of the form (5.3) is to be able to

determine explicitly the k-stability of a given matrix whose entries belong to a ring
A. In section 6, we shall see that it is possible to give a lower bound for it by studying
the stable range of the ring A. The second main difficulty is to compute Tk such that
Rk, defined by (3.2), satisfies (5.5). In the following corollary of Theorem 5.1, we
study the particular case where Tk = 0.

Corollary 5.2. Let P = D−1N ∈ Kq×(p−q) be a transfer matrix. If there exists
an integer k satisfying 0 ≤ k ≤ p − q such that Pr = D−1Nr admits a left-coprime
factorization, DX −Nr Y = Iq, with detX �= 0 and

R = (D : −N) = ( D : −Nr : −Λ) ∈ Aq×p,
↔
q

↔
r

↔
k

then the controller

C =

(
Y X−1

0

)
,
� r = p− q − k
� k(5.13)

internally stabilizes P = D−1N .
Proof. Let us define Tk = 0. Then, by hypothesis, the matrix

Rk = (D : −Nr)− ΛTk = (D : −Nr)
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has a left-inverse; i.e., it is unimodular. Therefore, the hypothesis that Pr = D−1Nr
admits a left-coprime factorization implies that R = (D : −N) is k-stable. Then, the
result directly follows from Theorem 5.1 and Tk = (T1 : T2) = 0.

Example 5.2. Let us consider A = RH∞, K = Q(A), and the transfer matrix

P =

( s+1
s−1 0
1

(s−1)2
s+1
s−1

)
∈ K2×2.

P admits a fractional representation P = D−1N , where R = (D : −N) ∈ A2×4 is
defined by

R =

(
s−1
s+1 0 −1 0

1
(s+1)2 − (s−1)

(s+1) 0 1

)
.

The matrix formed by the first two columns of R is not unimodular, but

R1 =

(
s−1
s+1 0 −1

1
(s+1)2 − (s−1)

(s+1) 0

)

is unimodular because we have

(
s−1
s+1 0 −1

1
(s+1)2 − (s−1)

(s+1) 0

) ⎛⎜⎜⎝
s−1
s+1 4

1
(s+1)2 − (s+3)

(s+1)

− 4 s
(s+1)2 4 (s−1)

(s+1)

⎞
⎟⎟⎠ = I3.

Thus, we can apply Corollary 5.2 to P with p = 4, q = 2, k = 1, r = 1 to obtain a
stabilizing controller C of P defined by

C =

(
Y X−1

0

)
= −4

(
1
s+1 1

0 0

)
.

Finally, let us notice that P is strongly stabilizable because C is stable.

6. A general structure of the stabilizing controllers based on the stable
range. In the rest of the paper, we shall need the following definition.

Definition 6.1 (see [17, 41]). Let p and q be two positive integers which satisfy
1 ≤ q ≤ p. The ring A is said to satisfy srk(q, p, A) if every unimodular matrix
R ∈ Aq×p is k-stable. If no confusion arises, we shall write srk(q, p) for srk(q, p, A).

In particular, if A satisfies sr(A) = n < +∞, then A satisfies sr1(1, n+ 1).
Theorem 6.2 (see [17, 41]). We have the following equivalences:
1. sr1(1, n)⇔ sr1(1,m) ∀ m ≥ n,
2. sr1(1, n)⇔ srk(1, n+ k − 1) ∀ k ≥ 1,
3. srk(1, n)⇔ srk(m,n+m− 1) ∀ m ≥ 1.

Corollary 6.3. Let A be a ring satisfying sr(A) < +∞. Then, for every
p, q ∈ Z+ which satisfies p− q ≥ sr(A), we have

srp−q−sr(A)+1(q, p);

namely, for every unimodular matrix R = col(R1 : · · · : Rp) ∈ Aq×p, there exists a
matrix Tsr(A) ∈ A(p−q−sr(A)+1)×(q+sr(A)−1) such that

Rsr(A) = col(R1 : · · · : Rq+sr(A)−1) + col(Rq+sr(A) : · · · : Rp) Tsr(A)(6.1)
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is a unimodular matrix.
Proof. Using the fact that we have sr(A) = n, A satisfies sr1(1, n+ 1), and thus,

by 1 of Theorem 6.2, we have sr1(1,m) ∀m ≥ n + 1. Then, by 2 of Theorem 6.2,
A satisfies srk(1,m + k − 1) for k ≥ 1. Finally, by 3 of Theorem 6.2, A satisfies
srk(l, l +m+ k − 2) ∀ k, l ≥ 1 and m ≥ n+ 1.

Now, let p, q ∈ Z+ such that p−q ≥ sr(A). Let us define k = p−q−sr(A)+1 ≥ 1.
We have p = q + (sr(A) + 1) + (p− q − sr(A) + 1)− 2 and, if we define⎧⎪⎪⎨

⎪⎪⎩
l = q ≥ 1,
n = sr(A),
m = sr(A) + 1,
p = l +m+ k − 2,

then A satisfies srk(l, l+m+k−2), i.e., srp−q−sr(A)+1(q, p). Finally, from Lemma 3.4,

there exists Tsr(A) ∈ A(p−q−sr(A)+1)×(p+sr(A)−1) such that the matrix Rsr(A) defined
by (6.1) is unimodular.

Now, we are in position to state the second main result of this paper.
Corollary 6.4. Let P ∈ Kq×(p−q) be a transfer matrix which admits a left-

coprime factorization P = D−1N , R = (D : −N) ∈ Aq×p and satisfies p−q ≥ sr(A).
Then, there exist two stable matrices{

T1 ∈ A(p−q−sr(A)+1)×q,
T2 ∈ A(p−q−sr(A)+1)×(sr(A)−1)(6.2)

such that the matrix Rp−q−sr(A)+1 = (D−ΛT1 : −(Nsr(A)−1+ΛT2)) ∈ Aq×(q+sr(A)−1)

admits a right-inverse, with the notation

R = (D : −N) = ( D : −Nsr(A)−1 : −Λ) ∈ Aq×p.
←→
q

←→
sr(A)−1

←→
p−q−sr(A)+1

(6.3)

Let us denote by Sp−q−sr(A)+1 = (UT : V T )T ∈ A(q+sr(A)−1)×q any right-inverse of
Rp−q−sr(A)+1 such that detU �= 0. Then, the controller C defined by

C =

(
V U−1

T1 + T2 (V U−1)

)
,
� sr(A)− 1
� p− q − sr(A) + 1

(6.4)

internally stabilizes the plant P = D−1N . Moreover, if det(D − ΛT1) �= 0, then the
controller Csr(A)−1 = V U−1 internally stabilizes the plant

Psr(A)−1 = (D − ΛT1)
−1 (Nsr(A)−1 + ΛT2).

Finally, the unstable part of the controller (6.4) is Csr(A)−1 = V U−1 and its dimension
is equal to (sr(A)− 1)× q.

Proof. By Corollary 6.3, every matrix of Aq×p is k = (p − q − sr(A) + 1)-stable.
Then, the result directly follows from Theorem 5.1.

Corollary 6.5. Let us consider A = RH∞ and K = Q(A) = R(s). Then, every
transfer matrix P ∈ R(s)q×(p−q) admits a stabilizing controller of the form

C =

(
V U−1

T1 + T2 (V U−1)

)
,
� 1
� p− q − 1

,
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where {
T1 ∈ A(p−q−1)×q,
T2 ∈ A(p−q−1)×1,

P = D−1N is a left-coprime factorization of P , Sp−q−1 = (UT : V T )T ∈ A(q+1)×q

is any right-inverse of Rp−q−1 = (D − ΛT1 : −(N1 + ΛT2)) ∈ Aq×(q+1) such that
detU �= 0, and

R = (D : −N) = ( D : −N1 : −Λ) ∈ Aq×p.
←→
q

←→
1

←→
p−q−1

Proof. Every MIMO transfer matrix P with entries in K = R(s) admits a doubly
coprime factorization P = D−1N = Ñ D̃−1 over A,(

D −N
−Ỹ +QD X̃ −QN

) (
X − Ñ Q Ñ

Y − D̃ Q D̃

)
= I,

whereQ is an arbitrary matrix. See [42] for more details. Then, applying Lemma 17 on
page 112 of [42], we obtain that there exists Q� such that the matrix det(X−Ñ Q�) �=
0. Using the facts that sr(RH∞) = 2 (see Corollary 2.7) and

(UT : V T )T = ((X − Ñ Q�)T : (Y − D̃ Q�)T )T ,

the result follows from Corollary 6.4.
We have the following straightforward consequence of Corollary 6.4.
Corollary 6.6. If sr(A) = 1, then every transfer matrix which admits a left-

coprime factorization is strongly stabilizable (i.e., it is internally stabilized by a stable
controller). In particular, this result holds for A = W+ or A(D).

Moreover, every internally stabilizable plant, defined by a transfer matrix P with
entries in the quotient field of A = H∞(D) or H∞(C+), is strongly stabilizable.

Proof. The first part of the corollary directly follows from Corollary 6.4 and the
fact that sr(A) = 1. Moreover, by Theorem 2.8, we know that sr(W+) = 1 and
sr(A(D)) = 1. Finally, if A = H∞(C+) or H∞(D), then it is well known that P is
internally stabilizable iff P admits a doubly coprime factorization [25, 26, 36]. The last
result directly follows from this fact, Corollary 6.4, Theorem 2.4, and Corollary 2.5.

Let us notice that the second part of Corollary 6.6 extends Treil’s result [38] to
MIMO systems. The question of the possibility of having the matrix analogous to
Treil’s result was asked in [9]. However, the issue consisting in computing effectively
the stable stabilizing controllers of a stabilizable plant, defined by a transfer matrix
with entries in K = Q(H∞(D)) or K = Q(H∞(C+)), is still open.

Corollary 6.7. If sr(A) = 1, then every pair of plants, defined by two transfer
matrices P0 and P1 with entries in K = Q(A), having the same dimensions, and
admitting doubly coprime factorizations, is simultaneously stabilized by a controller
(simultaneous stabilization). In particular, this result holds for A = W+ or A(D).

Moreover, if A = H∞(D) or H∞(C+) and P0, P1 are two stabilizable plants with
entries in K = Q(A), then P0 and P1 are simultaneously stabilized by a controller.

Proof. Following the proof of Theorem 14 of section 8.3 of [42], there exists a
stabilizing controller of P0 and P1 iff there exists a matrix T with entries in A such
that U + V T is a square unimodular matrix, where{

U = D1X0 −N1 Y0,

V = −D1 Ñ0 +N1 D̃0,
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and Pi = D−1
i Ni = Ñi D̃i

−1
is a doubly coprime factorization of Pi, i = 0, 1; i.e.,(

Di −Ni
−Ỹi X̃i

) (
Xi Ñi
Yi D̃i

)
= I,

(
Xi Ñi
Yi D̃i

) (
Di −Ni
−Ỹ1 X̃i

)
= I.

The matrix (U : V ) is unimodular because we have U X − V Y = I, where{
X = D0X1 −N0 Y1,

Y = Ỹ0X1 + X̃0 Y1.

Using the fact that sr(A) = 1, by Corollary 6.3, we obtain that there exists T with
entries in A such that U + V T is a square unimodular matrix, and thus every couple
of plants is simultaneously stabilized by a controller. Finally, by Theorem 2.8, we
know that sr(W+) = 1 and sr(A(D)) = 1.

Let P1 and P2 be two stabilizable transfer matrices with entries in A = H∞(D)
or H∞(C+). Then, from [25, 26, 36], we know that P1 and P2 admit doubly coprime
factorizations. The results directly follow from Theorem 2.4, Corollary 2.5, and the
previous point.

7. Some more results based on stable range.

7.1. Topological stable range. Let us recall the definition of a Banach algebra.
Definition 7.1 (see [13]). A k-algebra A (k = R, C) is a Banach algebra if A

is a Banach k-vector space w.r.t. the norm ‖ · ‖A and satisfies
1. ‖ 1 ‖A= 1,
2. ‖ a b ‖A ≤ ‖ a ‖A ‖ b ‖A(continuity of the product in each factor).

Example 7.1. The Hardy space H∞(C+) of the holomorphic functions in C+

bounded w.r.t. the norm ‖ f ‖∞= sups∈C+
|f(s)| is a Banach algebra [5]. Moreover,

the disc algebra A(D) (resp., the Wiener algebra W+), defined in Theorem 2.8, with
the norm ‖ f ‖A(D)= sups∈D

|f(s)| (resp., ‖ f ‖W+
=
∑+∞
n=0 |an|), are two Banach

algebras [13, 42].
Definition 7.2. If A is a Banach algebra, then the topological stable range

tsr(A) of A is the smallest n ∈ N ∪ {+∞} such that Un(A) is dense in An for the
product topology.

As for the stable range, the topological stable range tsr(A) is sometimes called
the topological stable rank of A.

Theorem 7.3. We have the following results:
• [37] tsr(H∞(D)) = 2,
• [31] tsr(A(D)) = 2.

Proposition 7.4. If A is a Banach algebra such that tsr(A) = 2, then every
SISO plant, defined by the transfer function P = n/d (0 �= d, n ∈ A), satisfies

∀ ε > 0, ∃ (dε : nε) ∈ U2(A) :

{ ‖ n− nε ‖A≤ ε,
‖ d− dε ‖A≤ ε.

If dε �= 0, then, in the product topology, P is as close as we want to a transfer function
Pε = nε/dε which admits a coprime factorization. In particular, this result holds for
A = H∞(D) or A(D).

Proof. Let us consider the vector (d : −n) ∈ A1×2. Using the fact that tsr(A) = 2,
we obtain

∀ ε > 0, ∃ (dε : −nε) ∈ U2(A) :

{ ‖ d− dε ‖A≤ ε,
‖ n− nε ‖A≤ ε.
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Finally, using the fact that (dε : −nε) ∈ U2(A), there exist xε, yε ∈ A such that we
have dε xε − nε yε = 1, and thus pε = nε/dε admits a coprime factorization.

In particular, if P is not internally stabilizable, then there exists a stabilizable
plant Pε as close as we want to P in the product topology.

7.2. Unit 1-stable range and n-fold. Let us introduce a few definitions.
Definition 7.5. We have the following definitions [4, 14, 40]:
• [14] A ring A satisfies unit 1-stable range if, for every a = (a1 : a2) ∈ U2(A),

there exists an element u ∈ U(A) such that a1 + a2 u ∈ U(A).
• [39] A ring A is said to be n-fold if, for every n-tuple ai = (ai1 : ai2) ∈ U2(A),

1 ≤ i ≤ n, there exists b ∈ A such that ai1 + ai2 b ∈ U(A) for 1 ≤ i ≤ n.
Example 7.2. Using a result of Handelman [15], one can easily prove that

sr(L∞(T)) = 1, where T = {z ∈ C | |z| = 1} is the unit circle, because L∞(T) is
a commutative von Neumann algebra [23], and thus L∞(T) has unit 1-stable range
(for a C�-algebra A with a unit [23], it is well known that sr(A) = 1 is equivalent to
A has unit 1-stable range [14]). See [18] for the study of stabilization problems over
A = L∞(T). For the sake of simplicity, in this paper we have studied only the case
of integral domains A of SISO stable plants. However, all the results can be easily
extended to any ring A with zero divisors.

Proposition 7.6. We have the following results:
1. If A satisfies unit 1-stable range, then any SISO plant—defined by the transfer

function P = n/d (d �= 0, n ∈ A)—admitting a coprime factorization is
bistably stabilizable; namely it is stabilized by a bistable controller (i.e., a
stable and inverstable controller) [2].

2. If A is an n-fold ring, then every n-tuple of SISO plants—defined by the
transfer function Pi = ni/di (di �= 0, ni ∈ A) with 1 ≤ i ≤ n—having coprime
factorizations is stabilized by a stable controller.

Proof. 1. Let P = n/d be a plant which has a coprime factorization. We may
assume that we have d x + n y = 1 with x, y ∈ A. Thus, we have (d : −n) ∈ U2(A).
Using the fact that A satisfies unit 1-stable range, there exists u ∈ U(A) such that
d− nu ∈ U(A), and thus a stabilizing controller is given by C = u ∈ U(A); i.e., P is
bistably stabilizable.

2. Let i = 1, . . . , n, and let Pi = ni/di be a transfer function admitting a coprime
factorization. We may assume that we have di xi + ni yi = 1 for certain xi, yi ∈ A.
Thus, we have (di : −ni) ∈ U2(A). Using the fact that A is n-fold, there exists y ∈ A
such that we have di−ni y ∈ U(A) for i = 1, . . . , n. Thus, the stable controller defined
by C = y simultaneously stabilizes the family of plants {Pi}1≤i≤n.

Conclusion. In this paper, we have shown that the concept of stable range was
an interesting one in the study of the strong and simultaneous stabilization problems.
In particular, we proved that a plant, defined by means of a transfer matrix which
admits a left-coprime factorization P = D−1N , is internally stabilized by a controller,
where its unstable and stable parts are separated and the dimension of the unstable
part depends only on the k-stability of the matrix R = (D : −N) ∈ Aq×p. Then,
using the fact that the stable range of A gives a lower bound of the k-stability of
every matrix with entries in A, we proved that, if the stable range of A is 1, then
every plant, defined by a transfer matrix admitting a left-coprime factorization, is
strongly stabilizable. In particular, using the fact that the stable range of H∞(D) is
1 (see [38]), we proved that every stabilizable plant, defined by a transfer matrix with
entries in the quotient field of H∞(C+) or H∞(D), is strongly stabilizable. Moreover,
we were able to prove that there always exists a stabilizing controller which stabilizes



STRONG STABILIZATION PROBLEM AND STABLE RANGE 2283

simultaneously two stabilizable plants defined by a transfer matrix with entries in
the quotient field of H∞(C+) or H∞(D). Finally, using the fact that the topological
stable range of H∞(D) is equal to 2 (see [37]), we proved that every unstabilizable
SISO plant, defined by a transfer function with entries in Q(H∞(D)), is as close as
we want to a stabilizable plant in the product topology.

In this paper, we proved the existence of some particular stabilizing controllers.
However, the algorithmical aspects of their constructions were not developed. In
forthcoming publications, we shall try to develop this difficult problem.

The concept of a stable range of A was developed by Bass [1] in order to “stabi-
lize” the computation of the group K1(A) which is the quotient of the group GL(A)
of invertible matrices with entries in A by its normal subgroup EL(A) of elementary
matrices with entries in A. The connections between the strong stabilization problem
and the computation of this group K1(A) need to be clarified. Moreover, in [35],
the obstruction of the simultaneous stabilization of two n-D plants is explicitly ex-
pressed in terms of the vanishing of a certain cohomology class. Using the concept
of the Chern character, it would be interesting to study the links between the re-
sults developed in [35] and topological K-theory. More generally, it seems that some
mathematical tools developed in algebraic/topological/Hermetian K-theory are useful
for some stabilization problems. Hence, we believe that the study of stabilization
problems within a K-theoretical approach should give new interesting results [29].

Finally, a necessary condition for strong stabilizability is the existence of a doubly
coprime factorization for the plant (see Proposition 4.5). However, internal stabiliz-
ability is generally not equivalent to the existence of doubly coprime factorizations
(see [24, 25, 26, 27, 28] and the references therein). Hence, if we do not assume the
existence of doubly coprime factorizations for the plants, then the existence of a con-
troller which simultaneously stabilizes two plants P1 and P2 is generally not equivalent
to the existence of a stable controller for a certain plant P built from P1 and P2. For
more details, see [30].
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Abstract. The central result of this paper is a new nonlinear equation which describes the
evolution of the oriented distance function bΩ of a set Ω with thin boundary under the influence of
a velocity field. We relate it to equations and constructions used in the context of level set methods.
We further introduce a new moving narrow-band method which not only can be readily implemented
to solve our evolution equation, but could also be used for equations of motion by curvatures. In the
process we review and sharpen the characterization of smooth sets and manifolds and sets of positive
reach (e.g., local semiconvexity in an extended sense of the oriented distance function of the closure
of the set). For W 2,p-Sobolev domains a new characterization and a compactness theorem are given
in terms of the Laplacian of the oriented distance function rather than its whole Hessian matrix.
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1. Introduction. In problems where a geometric object is the variable, the ob-
ject can be identified with a family of functions indexed by the sets, such as the
characteristic functions, the distance functions, the oriented distance functions, or
the support functions. Such functions play the role of the state variable associated
with the set. Special metrics can be constructed from such function to measure the
distance between two objects and to induce topologies from which existence and char-
acterization of optimal objects can be obtained for design, identification, or control
purposes. The choice of the function and the metric is obviously problem dependent
and corresponds to pertinent technological, physical, or geometric entities associated
with the problem at hand. For instance, distance functions have been used for the-
oretical and computational purposes in free boundary problems [19, 20, 27], image
processing and computer vision [31, 37, 38, 5, 4, 13], [32, 30, 1, 21], [41, 42], and
robotics [23, 24, 25, 40].

In this paper we focus on the oriented distance function, its associated metric
topologies, and its use in the characterization of special families of sets. The central
result is a new nonlinear equation which describes the evolution of the oriented dis-
tance function of a set with thin boundary under the influence of a velocity field. It
can be viewed as the state equation of the moving set under the influence of the veloc-
ity field which plays the role of a distributed control function. This equation and the
associated technical results find applications in computing shape derivatives of objec-
tive functions involving the oriented distance function, the normal, or the curvatures
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(cf. [12]). In the present paper we relate our new evolution equation to equations and
constructions used in the context of level set methods. We further introduce a new
moving narrow-band method which not only can be readily implemented to solve our
evolution equation, but could also be used for equations of motion by curvatures.

Section 2 recalls basic definitions and results on the oriented distance function
bΩ of a set Ω. Section 3 reviews the families of sets which will be used in the paper
and sharpens their characterizations and properties (sets of positive reach, smooth
sets and submanifolds, and W 2,p-Sobolev domains). The function bΩ is shown to be
locally semiconvex in an extended sense1 for sets of positive reach. For W 2,p-Sobolev
domains a new characterization and a compactness theorem are given in terms of
the Laplacian of bΩ rather than its whole Hessian matrix. Their boundary is shown
to have zero measure and, for p > N , the boundary integral to be continuous for
special classes of functions. Section 4 reviews the velocity method which transforms
an initial domain Ω into domains Ωt(V ) indexed by the real parameter t under the
action of a velocity field V . We compute the partial derivative of the oriented distance
function of Ωt(V ) with respect to t. Section 5 is devoted to the new nonlinear evolution
equation for the oriented distance function for initial sets with thin boundary evolving
in a velocity field and its connection with level set methods and the use of the zero-
extension introduced in Definition 3.3 to create new moving narrow-band methods
(cf. Remark 5.5).

2. Oriented distance function and metrics. Given an integer N ≥ 1, mN

andHN−1 will denote the N -dimensional Lebesgue and (N−1)-dimensional Hausdorff
measures. The inner product and the norm in RN will be written x · y and |x|. The

complement {x ∈ RN : x /∈ Ω} and the boundary Ω∩ �Ω of a subset Ω of RN will be,
respectively, denoted by �Ω or RN \Ω and by ∂Ω or Γ. The distance function dA(x)
from a point x to a subset A �= ∅ of RN is defined as inf{|y − x| : y ∈ A}.

Given Ω ⊂ RN, Γ �= ∅, the oriented distance function2 is defined as

bΩ(x)
def
= dΩ(x)− d�Ω(x).(2.1)

There is a one-to-one correspondence between bΩ and the equivalence class3

[Ω]b
def
=
{
Ω′ ⊂ RN : Γ′ = Γ and Ω′ = Ω

}
.(2.2)

The function bΩ is Lipschitz continuous of constant 1, and ∇bΩ exists and |∇bΩ| ≤ 1
almost everywhere in RN. Thus bΩ ∈ W 1,p

loc (RN) for all p, 1 ≤ p ≤ ∞. Definition
(2.1) and the associated equivalence classes seem to have been first introduced in 1994
in [9]. This terminology and notation emphasize the fact that ∇bΩ coincides with the
exterior normal to the boundary (when it exists). In the literature, the signed distance
function is defined for a closed submanifold M under the assumption that there exists
an open set Ω such that Γ = M as the distance dΓ to the boundary Γ with a change

1Cf. footnote 10 and Theorem 3.1 (ii).
2The function bΩ captures many of the geometric properties of the set Ω. For instance, in 1985

[3] showed that a proper closed domain Ω is convex if and only if −bΩ is superharmonic and that, for
N = 2, the result still holds if −bΩ is superharmonic only on Ω. They also show that, for Ω compact,
dΓ is subharmonic on �Ω if and only if Ω is convex (cf. also [11], Chap. 5, Lem. 7.1). This work
was pursued in 1987 by [33] and in 1988 by [34]. In 1994 it was shown in [9, 11] that the property
that Ω is convex if and only if dΩ is convex remains true with bΩ in place of dΩ.

3In general d
Ω

= dΩ ≤ dint Ω and d�Ω = d�Ω ≤ d�Ω, but we only have b
Ω

≤ bΩ ≤ bint Ω. For

convex sets we have b
Ω

= bΩ; for sets verifying the segment property we have b
Ω

= bΩ = bint Ω.
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of sign across Γ (cf., for instance, [28]). In some contexts this definition is ambiguous
since once a submanifold M has been specified there are several choices of open sets
Ω with the same boundary Γ = M but completely different functions bΩ.4

The function bΩ offers definite advantages over the function dΩ. It captures the
geometric and smoothness properties of the set Ω. For instance, Ω is of class C1,1

if and only if bΩ is locally C1,1 in a neighborhood of its boundary as we shall see
in Theorem 3.2. This characterization is not possible with dΩ whose gradient is
discontinuous across the boundary Γ. It makes it possible to simultaneously deal
with open N -dimensional subsets and embedded submanifolds of RN in the same
framework. Indeed when Ω is a closed embedded submanifold of RN of codimension
greater or equal to one, then Ω = Ω = Γ and bΩ = dΩ = dΓ.5

Definition 2.1.

(i) Given a nonempty subset D of RN, define the families

Cb(D)
def
= {bΩ : Ω ⊂ D and Γ �= ∅}, C0

b (D)
def
= {bΩ ∈ Cb(D) : mN (Γ) = 0} .

(2.3)

(ii) The boundary Γ of a subset Ω of RN is said to be thin6 if mN (Γ) = 0.
The space C0

b (D) corresponds to the subfamily of subsets of RN with a thin
boundary that is a more natural family than the family Cb(D) in applications.

In this paper we specialize to the following complete metrics7 associated with bΩ
over the subsets Ω of a bounded open hold-all D

ρC(D)([Ω
′], [Ω])

def
= max

x∈D
|bΩ′(x)− bΩ(x)|,(2.4)

ρLp(D)([Ω
′], [Ω])

def
=

{∫
D

|bΩ′ − bΩ|p dx
}1/p

,(2.5)

ρW 1,p(D)([Ω
′], [Ω])

def
=

{∫
D

|bΩ′ − bΩ|p + |∇bΩ′ −∇bΩ|p dx
}1/p

.(2.6)

The space Cb(D) is a complete metric space for the metrics (2.4), (2.5), and (2.6), but
the space C0

b (D) is complete only with respect to the metric (2.6) (e.g., [11, Chap. 5]).8

The metrics (2.6) are all equivalent for 1 ≤ p <∞. The following theorem is central.
It shows that convergence and compactness in the metric ρW 1,p(D) will imply the same
properties in all other topologies (cf. [11, Chap. 5, Thm. 5.1]).

Theorem 2.1. Let D be a bounded open subset of RN. The map

bΩ 	→ (b+Ω , b
−
Ω , |bΩ|) = (dΩ, d�Ω, d∂Ω) : Cb(D) ⊂W 1.p(D)→W 1.p(D)3(2.7)

and, for all p, 1 ≤ p <∞, the map

bΩ 	→ (χ∂Ω, χint Ω, χint �Ω) : W 1,p(D)→ Lp(D)3

are continuous.

4For instance, the unit circle C in R2 is the boundary of the open unit ball but it is also the
boundary of the open set R2 \C.

5Recall that b+Ω = dΩ, b−Ω = d�Ω, and |bΩ| = dΓ, and that χint Ω = |∇d�Ω|, χint �Ω = |∇dΩ|, and

χΓ = 1 − |∇dΓ| a.e. in RN.
6This terminology is not to be confused with the one of thin set in Capacity Theory.
7Other complete metrics can be defined with dΩ, d�Ω, dΓ in place of bΩ.
8The completeness of the metric (2.4) is not a trivial consequence of the proof by Dellacherie [14]

in 1972 of the completeness of the Hausdorff metric associated with dΩ which is different but equiva-
lent to the classical definition of D. Pompéju [36] in 1905 and F. Hausdorff [22] in 1914. To our best
knowledge, the metrics (2.4) and (2.6) were first introduced by [9] in 1994.
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The weak W 1,p-topologies are all equivalent on Cb(D) for 1 ≤ p < ∞. For the
convergence of sets with thin boundary, we have the following equivalence.

Lemma 2.1. Given a bounded open subset D of RN, let {Ωn} be a sequence of
subsets of D such that Γn �= ∅ and m(Γn) = 0. Further assume that there exists
Ω ⊂ D̄ such that Γ �= ∅ and m(Γ) = 0. Then

bΩn ⇀ bΩ in W 1,2(D)-weak ⇒ bΩn → bΩ in W 1,2(D)-strong,

and hence in W 1,p(D)-strong for all p, 1 ≤ p <∞.
Proof. Same proof as in part (ii) of the proof of Theorem 10.1 in [11]. Since, for

all n ≥ 1, m(Γn) = 0 = m(Γ), |∇bΩ| = 1 = |∇bΩn | almost everywhere in D (cf. [11,
Thm. 3.2, p. 215]). As a result∫

D

|∇bΩn −∇bΩ|2 dx =

∫
D

|∇bΩn |2 + |∇bΩ|2 − 2∇bΩn · ∇bΩ dx

= 2

∫
D

(1−∇bΩn · ∇bΩ) dx→ 2

∫
D

(1− |∇bΩ|2) dx = 2

∫
D

χΓ dx = 0.

Therefore ∇bΩn → ∇bΩ in L2(D)N -strong and bΩn → bΩ in W 1,2(D)-strong, since
the convergence bΩn → bΩ in L2(D)-strong follows from the weak convergence in
W 1,2(D). The convergence in W 1,p(D)-strong follows from the equivalence of the
topologies on Cb(D) (cf. [11, Chap. 5, Thm. 5.1 (i)]).

The points of RN where the gradient of bΩ does not exist can be divided into two
categories: the ones on the boundary Γ and the ones outside of Γ.

Definition 2.2. The set of projections of a point x ∈ RN onto the boundary Γ
of a set Ω, Γ �= ∅,

ΠΓ(x)
def
=
{
p ∈ RN : |bΩ(x)| = |p− x|}

since |bΩ(x)| = dΓ(x); the skeleton of Ω

Sk(Ω)
def
=
{
x ∈ RN : ΠΓ(x) is not a singleton

}
(2.8)

(by definition Sk(Ω) ⊂ RN \Γ); the set of cracks of Ω

C(Ω)
def
=
{
x ∈ RN : ∇b2Ω(x) exists but ∇bΩ(x) does not exist

}
.

The terminology crack is used here in a very broad sense and C(Ω) can contain
subsets of arbitrary codimension. In dimension 2 the corners along a piecewise smooth
boundary belong to the set of cracks.

Theorem 2.2. Let Ω be a subset of RN with Γ �= ∅.
(i) For all x ∈ Γ, ∇b2Ω(x) exists and ∇b2Ω(x) = 0; for all x /∈ Γ

∇b2Ω(x) exists ⇐⇒ ∇bΩ(x) exists.

Hence ∇bΩ(x) exists if and only if x /∈ Sk(Ω) ∪ C(Ω). Moreover,

Sk(Ω) =
{
x ∈ RN : ∇b2Ω(x) does not exist

}
and Sk(Ω) ⊂ RN \Γ and C(Ω) ⊂ Γ have zero mN -measure.

(ii) The projection pΓ(x) of a point x /∈ Sk(Ω) onto the boundary Γ is given by

pΓ(x) = x− 1

2
∇b2Ω(x) = x− bΩ∇bΩ(x).(2.9)
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(iii) The Hadamard semiderivative9 of b2Ω always exists:

∀v ∈ RN, dHb
2
Ω(x; v) = 2 min

p∈ΠΓ(x)
(x− p) · v.(2.10)

(iv) For all points x /∈ Γ, the Hadamard semiderivative of bΩ exists and

∀v ∈ RN, dHbΩ(x; v) =
1

bΩ(x)
min

p∈ΠΓ(x)
(x− p) · v.(2.11)

For all points x ∈ Γ, dHbΩ(x; v) exists if and only if

∀v ∈ RN, lim
t↘0

bΩ(x+ tv)

t
exists.(2.12)

Proof. (i) and (ii) Cf. [11, Chap. 5, Thm. 4.4, and Chap. 8, Sects. 5, 2, 3, and
p. 369]). (iii) Cf. [11, Thm. 3.1 (iii), p. 164]. (iv) The proof is obvious.

3. Some families of sets and their properties. We review the families of sets
which will be used in the paper and sharpen their characterization and properties (sets
of positive reach, smooth sets and manifolds, and Sobolev domains). For instance,
the distance function is shown to be locally semiconvex10 for sets of positive reach.
For W 2,p-Sobolev domains a new characterization and a compactness theorem are
given in term of the Laplacian of bΩ rather than on the whole Hessian matrix. Their
boundary is thin.

Given h > 0 the open and closed tubular neighborhoods of a set A are defined as

Uh(A)
def
=
{
x ∈ RN : dA(x) < h

}
, Ah

def
=
{
x ∈ RN : dA(x) ≤ h} .(3.1)

Recalling that dΓ(x) = |bΩ(x)| we also have Uh(Γ) =
{
x ∈ RN : |bΩ(x)| < h

}
.

3.1. Sets and boundaries of positive reach. The sets of positive reach were
introduced by Federer [18] in 1959.

Definition 3.1.

(i) Ω ⊂ RN, Ω �= ∅, is said to have positive reach greater or equal to h if
the projection pΩ(x) onto Ω is unique for all points x in the open tubular
neighborhood Uh(Ω) of Ω.

(ii) The boundary Γ �= ∅ of a set Ω ⊂ RN is said to have positive reach greater
or equal to h if the projection pΓ(x) onto Γ is unique for all points x in the
open tubular neighborhood Uh(Γ) of Γ.

Theorem 3.1. Let Ω be a nonempty subset of RN.
(i) Ω has positive reach greater or equal to h if and only if d2

Ω ∈ C1,1
loc (Uh(Ω)).

(ii) If any one of the conditions of part (i) is verified, then for all 0 < r < h

∀a ∈ Ω, bΩ(x) +
1

2r

[
|x|2 − b2

Ω
(x)
]

is convex in Bh(a),(3.2)

where Bh(a) denotes the open ball of radius h and center a.

9A function f : RN → R has a Hadamard semiderivative in x in the direction v if

dHf(x; v)
def
= lim

t↘0
w→v

f(x+ tw) − f(x)

t
exists

(cf. [11, Chap. 8, Def. 2.1 (ii)]).
10Here the terminology semiconvex is used in the extended sense that there exists a convex

function k such that bΩ + k is convex as stated in Theorem 3.1 (ii).
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Proof. (i) The proof is from Federer [18] or [11, Chap. 4, Thm. 7.1, p. 192]. (ii) For,
Ωr = {x ∈ RN : dΩ(x) ≤ r} the function

[|x|2 − b2Ωr (x)] /2 is convex and continuous.
From [11, Chap. 5, Thm. 8.2 (ii), p. 244] for 0 < r < h we have bΩr (x) = bΩ(x) − r
on Uh(Ω) and hence for each a ∈ Ω

1

2

[|x|2 − (bΩ(x)− r)2] =
1

2

[
|x|2 − b2

Ω
(x) + 2rbΩ(x)− r2

]
= r

[
bΩ(x) +

1

2r

[
|x|2 − b2

Ω
(x)
]
− r

2

]

⇒ bΩ(x) +
1

2r

[
|x|2 − b2

Ω
(x)
]

is convex and continuous in Bh(a).

When the boundary Γ of a set Ω has positive reach, both Ω and �Ω have positive
reach and we get the following results since b�Ω

= −bint Ω.

Corollary 3.1.1. Let Ω be a subset of RN such that Γ �= ∅. Assume that there
exists h > 0 such that b2Ω ∈ C1,1

loc (Uh(Γ)) and {x ∈ RN : |bΩ(x)| ≤ h} �= RN. For all
r, 0 < r < h, (3.2) is verified and

∀a ∈ �Ω, −bint Ω(x) +
1

2r

[|x|2 − b2int Ω(x)
]

is convex in Bh(a),

∀a ∈ Γ, bΓ(x) +
1

2r

[|x|2 − b2Γ(x)
]

is convex in Bh(a).

3.2. Smooth sets and manifolds. First, recall the relation between the
smoothness of a set Ω and the smoothness of bΩ in a neighborhood of its bound-
ary.

Theorem 3.2.
11Let Ω be a subset of RN such that Γ �= ∅.

(i) The set Ω is of class C1,1 (resp., Ck, k ≥ 2) in a neighborhood U(x) of x ∈ Γ
if and only if bΩ ∈ C1,1(W (x)) (resp., Ck, k ≥ 2) in some neighborhood W (x)
of x. Moreover, under the C1,1 assumption,

C(Ω) ∩W (x) = ∅ and ∇bΩ = n ◦ pΓ in W (x),

where n is the unit exterior normal to Γ at the point pΓ(x).
(ii) Let λ, 0 ≤ λ < 1, be a real number. Ω is of class C1,λ and its boundary Γ

has positive reach if and only if bΩ is C1,λ in a neighborhood of Γ.
Proof. (i) Cf. [11]. (ii) (⇐) See Theorem 4.2 in [11, Chap. 5, p. 218]. (⇒) The

beginning of the proof of Theorem 4.3 (i) [11, Chap. 5, pp. 219–220] only requires
that Ω be of class C1, and we get for some neighborhood of U(Γ) of Γ

∀y ∈ U(Γ), ∀p ∈ ΠΓ(y), p = y − bΩ(y)n(p),

11It is important to note that Theorem 3.2 is not true when bΩ is replaced by dΓ since its gradient
∇dΓ is discontinuous across Γ. Part (i) in the direction (⇒) was asserted by Serrin [39] in 1969
for N = 3, proved in 1977 by Gilbarg and Trudinger [19] for k ≥ 2 (provided that dΓ is replaced
by bΩ in Lemma 1, p. 382, in [19] and Lemma 14.16, p. 355, in [20]) with a different proof by
Krantz and Parks [28] in 1981. Another proof with the function bΩ was given in 1994 by Delfour
and Zolésio [9], who extended the result in the direction (⇒) down to the C1,1 case and established
the equivalence (⇔) in the whole range from C∞ to C1,1. The counterexample for domains of class
C1,1−ε given in [11] is the same as the one provided earlier in [28], where they only observe that the
domain is C2−ε leaving the reader under the misleading impression that part (i) of the theorem would
not be true for domains ranging from class C1,1 to C2. Part (ii) in the direction (⇒) was proved in
the C1 case by Krantz and Parks [28] in 1981. The equivalence (⇔) here for C1,λ, 0 ≤ λ < 1, seems
to be new.
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where n(p) is the unit outward normal to Γ in p. But, by assumption, ΠΓ(y) = {pΓ(y)}
is a singleton and

∀y ∈ U(Γ), pΓ(y) = y − bΩ(y)n(pΓ(y)).

Since Γ has positive reach we get from [11, Chap. 5, Lem. 8.2] that

∀y ∈ U(Γ)\Γ, pΓ(y) = y − bΩ(y)∇bΩ(y)),

and hence, for all y in U(Γ)\Γ, ∇bΩ(y)) = n(pΓ(y)). But the boundary Γ of a C1-
domain has zero measure, and hence ∇bΩ is a.e. equal to the C1,λ function n ◦ pΓ

on U(Γ) as the composition of n ∈ C0,λ(U(Γ)) and pΓ ∈ C0,1(U(Γ)). Hence bΩ ∈
C1,λ(U(Γ)).

For a domain Ω of class C1,1 the unit exterior normal n(x) to Ω in a point x of
its boundary Γ coincides with the gradient of bΩ, and the Hessian matrix D2bΩ(x) on
Γ coincides with the second fundamental form of Γ. The additive curvature H of Γ
is the sum of the eigenvalues of the second fundamental form and coincides with the
tangential divergence of n,

H
def
= divΓ n = ∆bΩ|Γ, HN−1-a.e. on Γ.

Since 0 is an eigenvalue of D2bΩ and H is the sum of the eigenvalues of D2bΩ, ∆bΩ is
equal to (N − 1) times the standard mean curvature of Γ (cf. [8, 10]).

Theorem 3.2 covers only sets whose thin boundary is a submanifold of RN of
codimension one. For closed submanifolds M of RN where ∇bM does not exist on M ,
the smoothness of M is related to d2

M and the existence of ∇d2
M in a neighborhood of

M implies thatM is locally of positive reach. The following analysis of the smoothness
of M was given by Poly and Raby [35] in 1984.

Theorem 3.3. Let M be a closed nonempty subset of RN and k ≥ 2 be an
integer (k =∞ and ω12 included). Then

sing
k
M = M ∩ sing

k
d2
M ,

where sing
k
d2
M = RN \reg

k
d2
M , sing

k
M = RN \reg

k
M , and

reg
k
d2
M =

{
x ∈ RN : d2

M is Ck in a neighborhood of x
}

reg
k
M =

{
x ∈M : M is a Ck-submanifold of RN in a neighborhood of x

}
.

For k = 1 [35] gives the one-dimensional counterexample Ω = ]−∞, 0] for which
d2
Ω ∈ C1,1, and this counterexample readily extends to a closed half space of RN. This

can be fixed by using bΩ for which b2Ω(x) = |x|2 ∈ C∞ recalling that |bΩ(x)| = dΓ(x).
It yields the analogue of Theorem 3.2.

Theorem 3.4.
13Let Ω be a subset of RN with nonempty thin boundary Γ and

k ≥ 2 be an integer (k = ∞ and ω included), and x be a point of Γ. Then b2Ω is
Ck in a neighborhood of a point x ∈ Γ if and only if Γ is a Ck-submanifold in a

12ω indicates the analytical case.
13Note that Γ can have several connected components with the same smoothness k but different

dimension. When Γ = RN bΩ is identically zero. Another set of results for Hölderian sets was
obtained by [29] (see also [7]) by introducing a regularized distance function.
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neighborhood of x. Moreover, the dimension of Γ in x is equal to the rank of DpΓ(x)
and DpΓ(x) is the orthogonal projector onto the tangent space in x.

3.3. Sobolev domains. The notion of Sobolev domain has been introduced
in [10] as an instrument to classify domains which fall in the gaps between Hölderian
domains. We further characterize (2, p)-Sobolev domains by introducing a special
extension of bΩ by zero outside Uh(Γ).

Definition 3.2. Given m > 1 and p ≥ 1, a subset Ω of RN is said to be an
(m, p)-Sobolev domain if Γ �= ∅ and

∃h > 0 such that bΩ ∈Wm,p
loc (Uh(Γ)).

For sets Ω of locally bounded curvature

∀p, 1 ≤ p <∞, ∀η, 0 ≤ η < 1/p, bΩ ∈W 1+η,p
loc (RN),

and m can range from 1 to 2. It is convenient to introduce a special extension of bΩ
by zero outside of Uh(Γ) to work in RN.

1

0 h′ h

Fig. 3.1. The function ρh with parameters (h′, h), 0 < h′ < h.

Definition 3.3. Given h > 0 and a subset Ω of RN with nonempty boundary Γ,
let ρh ∈ D( ]−h, h[ ) be a nonnegative function which is equal to 1 in a neighborhood
V = ]−h′, h′[ , 0 < h′ < h, of 0. Define the smooth h-extensions of bΩ and 1 by
zero:

bhΩ
def
= ρh ◦ bΩ bΩ, ehΩ

def
= ρh ◦ bΩ + bΩρ

′
h ◦ bΩ.(3.3)

It is readily seen that bhΩ = bΩ and ehΩ = 1 in the tubular neighborhood b−1
Ω (V ) =

Uh′(Γ) ⊂ Uh(Γ) of Γ. By construction ehΩ ∈ C0,1
0 (Uh(Γ)). Moreover, the extension

bhΩ preserves the smoothness properties of bΩ in Uh(Γ) and ehΩ can be viewed as an
extension of 1 by zero outside Uh(Γ) with the same smoothness as bΩ in Uh(Γ). By
construction

∇bhΩ = [ρh ◦ bΩ + bΩ ρ
′
h ◦ bΩ]∇bΩ = ehΩ∇bΩ.(3.4)

If there exist p ≥ 1 and h > 0 such that ∆bΩ ∈ Lploc(Uh(Γ)), then

∆bhΩ = ehΩ∆bΩ +∇ehΩ · ∇bΩ ∈ Lploc(R
N) (Lp(RN) if Γ is bounded).

Therefore by elliptic regularity

bhΩ ∈W 2,p
loc (RN) (W 2,p(RN) if Γ is bounded)

⇒ ∀h′, 0 < h′ < h, bΩ ∈W 2,p
loc (Uh′(Γ)) (W 2,p(Uh′(Γ)) if Γ is bounded)

⇒ bΩ ∈W 2,p
loc (Uh(Γ)).
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Theorem 3.5. Given an integer N ≥ 1, let Ω be a subset of RN, ∅ �= Γ �= RN.
(i) If there exist p ≥ 1 and h > 0 such that ∆bΩ ∈ Lploc(Uh(Γ)), then

bhΩ ∈W 2,p
loc (RN) and bΩ ∈W 2,p

loc (Uh(Γ))(3.5)

and mN (Γ) = 0.14 The gradient ∇bΩ exists in all points of Uh(Γ)\Γ and
|∇bΩ| = 1. If Γ is compact

bhΩ ∈W 2,p
0 (RN) and ∀h′, 0 < h′ < h, bΩ ∈W 2,p(Uh′(Γ)).(3.6)

(ii) If, in addition to the assumptions of part (i), p > N , then Ω is a Hölderian

set of class C1,1−N/p and bΩ ∈ C1,1−N/p
loc (Uh(Γ)).

Proof. For convenience we write b for bΩ. (i) The proof is from the discussion
preceding the theorem and [11, Chap. 5, Thm. 6.5, p. 235]. To show that mN (Γ) = 0,
recall that ∇b ∈ [W 1,p

loc (Uh(Γ)) ∩ L∞
loc(Uh(Γ))]N . Therefore, for each x ∈ Γ, |∇b|2 ∈

W 1,p(B(x, h)) ∩ L∞(B(x, h)) and ∇|∇b|2 = 2D2b∇b. But we have shown that ∇b
exists and |∇b|2 = 1 in Uh(Γ)\Γ. This implies that D2b∇b = 0 in Uh(Γ)\Γ. Moreover,
we know that ∇b = 0 a.e. in Γ. Therefore ∇|∇b|2 = 2D2b∇b = 0 a.e. in Uh(Γ) and
|∇b|2 ∈ W 1,p(B(x, h)) ∩ L∞(B(x, h)). Hence |∇b|2 is constant in each connected
component of Uh(Γ) and the points of Γ can be divided into two categories,

Γ0 = {x ∈ Γ : B(x, h) ⊂ Γ} and Γ1 = {x ∈ Γ : B(x, h)\Γ �= ∅}

⇒ |∇b(x)|2 =

{
0, x ∈ Uh(Γ0)

1, x ∈ Uh(Γ1)
⇒ Uh(Γ0) ∩ Uh(Γ1) = ∅ and Γ0 ∩ Γ1 = ∅,

and Γ splits into two closed disjoint subsets. Therefore Uh(Γ0)∩Γ1 = ∅ and Uh(Γ0) ⊂
Γ necessarily imply Uh(Γ0) = Γ0. Thus Γ0 is both open and closed. But this can
only happen when Γ0 is RN or ∅. By assumption, the first case cannot happen since
RN = Γ0 ⊂ Γ. Therefore Γ0 = ∅ and |∇b|2 = 1 in Uh(Γ). Finally χΓ = 1 − |∇b| =
1− |∇b|2 = 0 and mN (Γ) = 0.

(ii) The proof is from [11, Chap. 5, Thm. 6.5 (i), p. 235].
We have the following new compactness theorem which relaxes the boundedness

condition (3.7) from D2bΩn in [11] to ∆bΩn .
Theorem 3.6. Let D ⊂ RN be nonempty bounded and open and {Ωn}, Γn �= ∅,

be a sequence of subsets of D. Assume that there exist p, 1 ≤ p < ∞, h, and c such
that

∀n, ‖∆bΩn‖Lp(Uh(Γn)) ≤ c.(3.7)

Then there exist a subsequence {Ωnk} and a subset Ω, Γ �= ∅, of D such that for all
h′, 0 < h′ < h, bΩ ∈W 2,p(Uh′(Γ)) and for all p̄, 1 ≤ p̄ <∞,

bΩnk → bΩ in W 1,p̄(Uh(D))-strong.(3.8)

14In order to further characterize a bounded W 2,p-domain, one could try to find the conditions
on Γ under which ∇b2Ω ∈ W 1,p

0 (Ω)N and b−1
Ω ∇b2Ω ∈ W 1,p(Ω)N . This is the vectorial version of

the problem of finding the conditions on Γ such that W 1,p
0 (Ω) = {f ∈ W 1,p(Ω) : f d−1

Γ ∈ Lp(Ω)}
holds for some p, 1 ≤ p < ∞. The general problem of finding the conditions on Γ under which

Wk,p
0 (Ω) = {f ∈ Wk,p(Ω) : f d−k

Γ ∈ Lp(Ω)}, 1 ≤ p < ∞, k = 1, 2, . . . (especially k = 1), holds is
studied in [17].
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Moreover,15 for p > 1, ‖∆bΩ‖Lp(Uh(Γ)) ≤ c and for all h′, 0 < h′ < h,

D2bΩnk χUh′ (Γnk ) ⇀ D2bΩ χUh′ (Γn) in Lp(Uh′(Γ))-weak(3.9)

and ‖D2bΩ‖Lp(Uh′ (Γ)) ≤ c′ for some constant c′.
Proof. (i) Since D is bounded, there exists bΩ ∈ C0

b (D) and a subsequence, still

indexed by n, such that bΩn → bΩ in C(Uh(D)). For convenience denote bΩn and bΩ
by bn and b. Hence for all p′, 1 ≤ p′ <∞, bn ⇀ b in W 1,p′(Uh(D))-weak and bhn ⇀ bh

in W 1,p′
0 (RN)-weak. By assumption from Theorem 3.5 (i), bhn ∈W 2,p

0 (Uh(D)) and

∆bhn = ehn∆bn +∇ehn · ∇bn = ehn∆bn + (ehn)
′ ⇒ ‖∆bhn‖Lp(Uh(D)) ≤ c,

where (ehn)
′ = 2ρ′h ◦ bn + bn ρ

′′
h ◦ bn. By equivalence of norms in W 2,p

0 (Uh(D)), there
exists another constant c′ such that

‖D2bhΩn‖Lp(Uh(D)) ≤ c′ ⇒ ∀h′, 0 < h′ < h, ‖D2bΩn‖Lp(Uh′ (Γn)) ≤ c′.
From the last condition on the Hessian matrices, the assumptions of Theorem 9.2 [11,
Chap. 5, p. 250] for sets of locally bounded curvature are satisfied and we get the
compactness in the W 1,p-topology.

(ii) It remains to check condition (3.9). For all p, 1 ≤ p < ∞, bΩn → bΩ in
W 1,p(Uh(D))-strong and for each Φ ∈ D1(Uh′(Γ))N×N ,

lim
n→∞

∫
Uh′ (Γ)

∇bΩn ·
−→
div Φ dx =

∫
Uh′ (Γ)

∇bΩ ·
−→
div Φ dx.

Each such Φ has compact support in Uh′(Γ), and

∃ε = ε(Φ) > 0, 0 < 3ε < h, such that supp Φ ⊂ Uh′−2ε(Γ).

Moreover, there exists N(ε) > 0 such that

∀n ≥ N(ε), Uh′−2 ε(Γn) ⊂ Uh′−ε(Γ) ⊂ Uh′(Γn)

(cf. part (i) of the proof of [11, Chap. 5, Thm. 9.2, pp. 251–252]. For n ≥ N(ε)
consider the integral∫

Uh′ (Γ)

∇bΩn ·
−→
div Φ dx =

∫
Uh′−2ε(Γ)

∇bΩn ·
−→
div Φ dx =

∫
Uh′ (Γn)

∇bΩn ·
−→
div Φ dx.

By assumption D2bΩn ∈ Lp(Uh′(Γ))N×N and its norm is bounded by c′∣∣∣∣∣
∫
Uh′ (Γn)

∇bΩn ·
−→
div Φ dx

∣∣∣∣∣ ≤ ‖D2bΩn‖Lp(Uh′ (Γn))‖Φ‖Lq(Uh′ (Γn)) ≤ c ‖Φ‖Lq(Uh′−2ε(Γ))

⇒
∣∣∣∣∣
∫
Uh′ (Γ)

∇bΩn ·
−→
div Φ dx

∣∣∣∣∣ ≤ c ‖Φ‖Lq(Uh′ (Γ)),

where q−1 + p−1 = 1. By convergence of ∇bΩn to ∇bΩ in the space Lp(Uh′(D))N ,
then for all Φ ∈ D1(Uh′(Γ))N×N∣∣∣∣

∫
Uh′ (Γ)

∇bΩ ·
−→
div Φ dx

∣∣∣∣ ≤ c′ ‖Φ‖Lq(Uh′ (Γ)) ⇒ ‖D2bΩ‖Lp(Uh′ (Γ)) ≤ c.

For p > 1 the weak Lp-convergence now follows by the same argument as in the proof
of Theorem 3.5 (ii). This concludes the proof.

15For p = 1 we get the convergence of D2bΩnk
as a matrix of bounded measures.
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4. Shape semiderivatives and application to bΩ. In this section the ele-
ments of the velocity method and the notion of Eulerian semiderivative are briefly
reviewed (cf., for instance, Chapter 8 of [11]) and applied to the computation of the
semiderivative of bΩ(x) which will be used in section 5.

4.1. Velocity method and shape semiderivative. In shape analysis the
derivative of an objective function with respect to a set is obtained by generating
perturbations of the set via a nonautonomous velocity field V : [0, τ ] × RN → RN,
0 < τ <∞, verifying the conditions

∀x ∈ RN, V (·, x) ∈ C([0, τ ];RN
)
,

∃c > 0, ∀x, y ∈ RN, ‖V (·, y)− V (·, x)‖C([0,τ ];RN) ≤ c|y − x|,
(4.1)

where V (·, x) is the function t 	→ V (t, x). The parameter t can be viewed as an
artificial time. A point X is moved to the position x(t) = x(t;X) via the differential
equation

dx

dt
(t) = V (t, x(t)), 0 < t < τ, x(0) = X ∈ RN .(4.2)

It will be convenient to define the velocity fields

x 	→ V (t)(x)
def
= V (t, x) : RN → RN, 0 ≤ t ≤ τ.(4.3)

This yields the families of transformations {Tt} and perturbations {Ωt}

∀t, 0 < t < τ,

∣∣∣∣∣∣
X 	→ Tt(X)

def
= x(t) = x(t;X)

∀Ω ⊂ RN, Ωt(V )
def
= Tt(V )(Ω).

(4.4)

Theorem 4.1. Given τ > 0, assume that the map V : [0, τ ]×RN → RN satisfy
conditions (4.1).

(i) The transformation T (t, x) = Tt(x) specified by (4.2)–(4.4) has the following
properties:

(T1)
∀X ∈ RN, T (·, X) ∈ C1

(
[0, τ ];RN

)
and ∃c > 0,

∀X,Y ∈ RN, ‖T (·, Y )− T (·, X)‖C1([0,τ ];RN) ≤ c|Y −X|,
(T2) ∀t ∈ [0, τ ], X 	→ Tt(X) : RN → RN is bijective,

(T3)
∀x ∈ RN, T−1(·, x) ∈ C([0, τ ];RN

)
and ∃c > 0,

∀x, y ∈ RN, ‖T−1(·, y)− T−1(·, x)‖C([0,τ ];RN) ≤ c|y − x|,

(4.5)

where T−1(t, y) = T−1
t (y).

(ii) Let Ω be a subset of RN. Then int Ωt = Tt(int Ω), Γt = Γt = Tt(Γ), Γt is
thin if and only if Γ is thin, Ωt = Γt if Ω = Γ, and Γt is of locally finite
HN−1-measure if and only if Γ is of locally finite HN−1-measure.

(iii) If, in addition to conditions (4.1),16 V ∈ C([0, τ ];C0(RN,RN)), then for all
bounded open subsets D of RN

t 	→ bΩt (resp., b2Ωt) : [0, τ ]→ C(D)(4.6)

16C0(RN,RN) is the space of bounded uniformly continuous mappings from RN to RN.
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is continuous. If, in addition, Γ is thin, then for all bounded open subsets D
of RN and all p, 1 ≤ p <∞,

t 	→ bΩt (resp., b2Ωt) : [0, τ ]→W 1,p(D)(4.7)

is continuous.
(iv) If Ω is of class C1 and V ∈ C([0, τ ];C1(RN,RN)), then Ωt is of class C1 for

all t in a neighborhood of t = 0. If Ω is of class C1,1, V ∈ C([0, τ ];C1(RN,
RN)), and there exists c > 0 such that for all t ∈ [0, τ ],

∀x, y, |V (t, y)− V (t, x)| ≤ c|y − x| and |DV (t, y)−DV (t, x)| ≤ c|y − x|,
then Ωt is of class C1,1 for all t in a neighborhood of t = 0.

Proof. (i) Cf. [11, Chap. 7, Thm. 4.1, p. 300]. (ii) From (T1)–(T2) the transfor-
mation Tt is bi-Lipschitzian. It transports interiors onto interiors, boundaries onto
boundaries, and sets of zero measure onto sets of zero measure. Moreover, if Ω = Γ,
then Ωt = Tt(Ω) = Tt(Γ) = Γt.

(iii) Given ∅ �= A ⊂ RN, for any t ∈ [0, τ ], x ∈ RN and y ∈ A
|Tt(y)− x| ≤ |Tt(y)− y|+ |y − x| ≤ ‖Tt − I‖C(RN) + |y − x|,
|y − x| ≤ |Tt(y)− y|+ |Tt(y)− x| ≤ ‖Tt − I‖C(RN) + |Tt(y)− x|,

and by taking the infimum with respect to y ∈ A on both sides

dTt(A)(x) ≤ ‖Tt − I‖C(RN) + dA(x)

dA(x) ≤ ‖Tt − I‖C(RN) + dTt(A)(x)

∣∣∣∣ ⇒ ‖dTt(A) − dA‖C(D) ≤ ‖Tt − I‖C(RN).

Under conditions (4.1) and V ∈ C([0, τ ];C0(RN,RN)), the map f(t) = Tt−I belongs

to C1([0, τ ];C0(RN,RN))∩C0([0, τ ];C0,1(RN,RN)) (cf. Theorem 4.3 in [11, p. 305]).
Therefore ‖Tt − I‖C(RN) goes to zero as t goes to 0 and we have the continuity. Of
course the proof at s = 0 now extends to all s ∈ [0, τ ]. The continuity of bΩt for

Γ �= ∅ now follows from the fact that bΩt = dΩt − d�Ωt and Tt(�Ω) = �Tt(Ω) for the
homeomorphism Tt. By application of the result with A equal to Ω and �Ω

dΩt(x) ≤ ‖Tt − I‖C(RN) + dΩ(x)

− d�Ωt(x) ≤ ‖Tt − I‖C(RN) − d�Ω(x)

∣∣∣∣ ⇒ bΩt(x) ≤ 2‖Tt − I‖C(RN) + bΩ(x),

and we get the same inequalities by interchanging Ωt and Ω. The continuity in C(D)
implies the continuity in L2(D) and since |∇bΩt(x)| is a.e. bounded by 1, we get the
weak continuity in W 1,2(D). But we have seen in part (ii) that if mN (Γ) = 0, then
mN (Γt) = 0. By Lemma 2.1 this implies the continuity in W 1,p(D)-strong for all
finite p ≥ 1.

(iv) By assumption on V , t 	→ Tt − I belong to C([0, τ ];C1(RN,RN)) and t 	→
T−1
t − I to C([0, τ ′];C1(RN,RN)) for some 0 < τ ′ ≤ τ (cf. [11, Thm. 4.5, p. 312]).

Hence Ωt = Tt(Ω) is of class C1 for a C1-domain Ω and t ∈ [0, τ ′]. Similarly the C1,1

case follows from [11, Thm. 4.3, p. 305].
When the Ω’s are subsets of a smooth open hold-all D, it is sufficient to work

with velocity fields V (t) : D → RN such that V (t) · n∂D = 0 on ∂D.
Definition 4.1. Given a shape function f(Ω) defined on the subsets Ω of RN

or D, we say that f has a Eulerian semiderivative at Ω in the direction V if the
following limit exists

df(Ω;V )
def
= lim

t↘0

f(Ωt(V ))− f(Ω))

t
.
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4.2. Partial derivative of bΩ. In this section we compute the partial derivative
of bΩ which will be used, in the next subsection, to construct a new evolution equation
for bΩt when Ω has a thin boundary. First, introduce the notation

b′Ω(x)
def
=

∂

∂t
bΩt(x)

∣∣∣∣
t=0+

and (b2Ω)′ def
=

∂

∂t
b2Ωt(x)

∣∣∣∣
t=0+

.

Theorem 4.2. Let τ > 0 and V : [0, τ ] ×RN → RN satisfying conditions (4.1)
be given.

(i) Let Ω be a subset of RN such that Γ �= ∅. Then

(b2Ω)′ = −∇b2Ω · (V (0) ◦ pΓ) in RN \Sk(Ω),

b′Ω = −∇bΩ · (V (0) ◦ pΓ) in RN \(Γ ∪ Sk(Ω)),
(4.8)

and those identities are, respectively, verified a.e. in RN and RN \Γ. If, in
addition, Γ has positive reach greater or equal to h, the above identities are,
respectively, verified in Uh(Γ) and Uh(Γ)\Γ.

(ii) Let Ω be a subset of RN such that Γ �= ∅ and mN (Γ) = 0. Then

b′Ω = −∇bΩ · (V (0) ◦ pΓ) a.e. in RN .(4.9)

If, in addition, V ∈ C([0, τ ];C0(RN,RN)), for all bounded open subset D of
RN, b′Ω ∈ L∞(D) and

∀φ ∈ D(RN),
d

dt

∫
RN

bΩtφdx

∣∣∣∣
t=0+

=

∫
RN

b′Ωφdx.(4.10)

Remark 4.1. This theorem extends the earlier result of [15] and [16, Lem. 3.3,
p. 248] from domains Ω of class C2 to arbitrary sets with a thin boundary.

Proof. (i) First, compute the partial derivative of b2Ωt(x),

∂

∂t
b2Ωt(x)

∣∣∣∣
t=0

=
∂

∂t
d2
Γt(x)

∣∣∣∣
t=0

, d2
Γt(x) = min

pt∈Γt
|pt − x|2 = min

p∈Γ
|Tt(p)− x|2.

Using the theorem on the derivative through a minimum (cf. [11, Chap. 9, Sect. 2.3,
and Thm. 3.1, p. 164]) we get

∂

∂t
d2
Γt(x)

∣∣∣∣
t=0

= min
p∈ΠΓ(x)

2 (p− x) · ∂
∂t
Tt(p)

∣∣∣∣
t=0

= min
p∈ΠΓ(x)

2 (p− x) · V (0, p).

For x /∈ Sk(Ω) the semiderivative is linear with respect to V (0) and the projection
p(x) of x onto Γ is unique and given by (2.9). Hence

∂

∂t
b2Ωt(x)

∣∣∣∣
t=0

= 2 (p(x)− x) · V (0, p(x)) = −∇b2Ω(x) · V (0, p(x)).

As for the second identity, for all x /∈ Γ ∪ Sk(Ω), bΩ(x) �= 0 and

∂

∂t
b2Ωt(x)

∣∣∣∣
t=0

= 2 bΩt(x)
∂

∂t
bΩt(x)

∣∣∣∣
t=0

= 2 bΩ(x) b′(x)

⇒ b′(x) =
∂

∂t
bΩt(x)

∣∣∣∣
t=0

=
1

2bΩ(x)

∂

∂t
b2Ωt(x)

∣∣∣∣
t=0

⇒ b′ = −∇bΩ · (V (0) ◦ p).
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Finally, since Sk(Ω) has zero measure, the identities (4.8) are verified a.e. in RN and
RN \Γ. If Γ has positive reach greater or equal to h, Uh(Γ) ∩ Sk(Ω) = ∅ and (4.8)
are verified everywhere in Uh(Γ) and Uh(Γ)\Γ.

(ii) From part (i) since mN (Sk(Ω) ∪ Γ) = 0. The a.e. derivative b′Ω is in fact the
L1(D)-limit for all bounded open D of the differential quotients

δtb(x)
def
=

bΩt(x)− bΩ(x)

t

as t goes to zero by Lebesgue dominated convergence theorem. First, the right-hand
side of (4.9) is measurable as the inner product of∇bΩ ∈ L∞(D)N and V (0)◦pΓ which
is the composition of the Lipschitz continuous mapping V (0) and the projection pΓ

which is itself the gradient of the continuous convex function f(x) = (|x|2− b2Ω(x))/2.
Therefore f is uniformly Lipschizian on D, pΓ ∈ L∞(D)N , and b′Ω ∈ L∞(D). We
have already shown in part (i) that for a set with thin boundary δtb(x) → b′Ω(x) for
almost all x. As for the dominance, from Theorem 4.1 (iii)

|δtb(x)| =
∣∣∣∣bΩt(x)− bΩ(x)

t

∣∣∣∣ ≤
∥∥∥∥Tt − It

∥∥∥∥
C(RN)

.

Under conditions (4.1) and V ∈ C([0, τ ];C0(RN,RN)), the map f(t) = Tt − I be-

longs to C1([0, τ ];C0(RN,RN)) ∩ C0([0, τ ];C0,1(RN,RN)) (cf. Theorem 4.3 in [11,

p. 305]). Therefore (Tt − I)/t → f ′(0) in C0(RN,RN) and the conditions of the
Lebesgue dominated convergence theorem are satisfied. In particular, this establishes
the property (4.10).

5. Evolution equations for bΩt and pΓt . In this section we construct the new
nonlinear evolution equation (5.2) of the oriented distance function bΩt as a function
of t for sets Ω with a thin boundary, along with a nonlinear evolution equation for
the projection pΓt . It applies not only to the evolution of open domains with thin
boundaries, but also to arbitrary sets of zero N -dimensional Lebesgue measure such
as a cloud of points, curves, objects of arbitrary codimension larger or equal to one, or
a mixture of such objects. Equation (5.2) is to be compared with the weak evolution
equation of the characteristic function χΩt : for any ϕ ∈ D(RN),

− d

dt

∫
RN

χΩt ϕdx+

∫
RN

χΩt div(V (t)ϕ) dx = 0, χΩ0 = χΩ.(5.1)

This last equation is useless for sets with zero N -dimensional measure since their
characteristic function is zero a.e. In what follows, it will be useful to introduce the
notation b′Ωt(x) = ∂bΩt/∂t(x).

Theorem 5.1. Let τ > 0 and V : [0, τ ]×RN → RN be a map which satisfies the

conditions (4.1) and, in addition, such that V ∈ C([0, τ ];C0(RN,RN)). Assume that
Ω is a subset of RN with nonempty thin boundary Γ.

(i) For all bounded open subsets D of RN and all finite r ≥ 1, the function
t 	→ bΩt belongs to C1([0, τ ];Lr(D)) ∩ C0([0, τ ];W 1,r(D)) and it satisfies

∂

∂t
bΩt +∇bΩt · (V (t) ◦ pΓt) = 0 ∀t, 0 ≤ t ≤ τ, and a.e. in RN,

bΩ0 = bΩ,
(5.2)

where pΓt is the projection onto Γt,

pΓt(x) = x− 1

2
∇b2Ωt(x) a.e. in RN .(5.3)
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(ii) For all bounded open subsets D of RN and all finite r ≥ 1, the function
t 	→ pΓt : [0, τ ]→ Lr(D)N is continuous and solution of

d

dt

∫
RN

pΓt · 
φ dx+

∫
RN

(pΓt − I) · (V (t) ◦ pΓt) div 
φ dx = 0,

pΓ0 = pΓ

(5.4)

for all 
φ ∈ D(RN)N and t ∈ [0, τ ].
Example 5.1. Let Ω = {X}. Clearly Ωt = {x(t)}, where x(t) is the solution of the

differential equation dx(t)/dt = V (t, x(t)), x(0) = X. For all x ∈ RN, pΓt(x) = x(t)
is a vector which only depends on t. Hence V (t, pΓt(x)) = V (t, x(t)) is also a vector
which only depends on t, and (5.4) reduces to

∂

∂t
pΓt = V (t) ◦ pΓt in RN, pΓ0 = pΓ.

Moreover, bΩt(x) = |x− x(t)|, and

∂

∂t
|x− x(t)|+ V (t, x(t)) · x− x(t)|x− x(t)| = 0, bΩ(x) = |x−X|.

For each t the equation is verified everywhere in RN except on Γt.
Remark 5.1. To our best knowledge, the nonlinear equations (5.2) for bΩt and

(5.4) for the projection pΓt , and the specification of their spaces of solution are new
for initial sets with thin boundary. Once the velocity field has been specified it can
describe the evolution of submanifolds in RN in the spirit of the project of De Giorgi
as referred to in [2]. In this paper the existence of solution for all t ∈ [0, τ ] has been
established in a constructive way by studying directly the properties of bΩt and pΓt

and showing that they satisfy the equations. Upon substitution of expression (5.3)
for pΓt , (5.2) can be viewed as a form of Hamilton–Jacobi equation, but it is not
the classical one for motion driven by curvatures since the velocity V (t) on Γt is not
constrained to be carried by the normal to Γt and that normal is not even assumed
to exist on Γt as illustrated in Example 5.1. Note that the evolution equation for
b2Ωt = d2

Γt
is given by

∂

∂t
b2Ωt +∇b2Ωt ·

(
V (t) ◦

[
I − 1

2
∇b2Ωt

])
= 0 ∀t, 0 ≤ t ≤ τ, a.e. in RN,

b2Ω0
= b2Ω.

(5.5)

It only involves first order derivatives.
Remark 5.2. The solution of (5.4) determines pΓt . Alternatively the level sets

Γt can be constructively determined, from Γ by solving the equation

dx

dt
(t) = V (t, x(t)), x(0) = X ∈ Γ.

From the knowledge of Γt the projections pΓt can be determined in a constructive
manner a.e. in RN and for all t ∈ [0, τ ]. Once pΓt is determined, the velocity field
Ṽ (t) = V (t) ◦ pΓt is completely specified and (5.2) becomes a linear equation in
bΩt . If Γ and the Γt’s have positive reach, the projection pΓt and a fortiori Ṽ (t) are
Lipschitzian mappings from RN to RN. Hence we can associate with the solution of
the equation

dx

dt
= Ṽ (t, x(t)), x(0) = X,
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the transformation T̃t of RN, and it is easy to verify by classical arguments that
the solution of (5.2) is bΩt = bΩ ◦ T̃−1

t . Potential extensions of (5.2)–(5.4) to more
general velocity fields would probably require techniques from set-valued differential
equations and mutational analysis [4, 5].

Remark 5.3. Equation (5.2) describes the evolution of the zero-level sets, Γt =
{x ∈ RN : bΩt(x) = 0}, of the function (t, x) 	→ φ(t, x) = bΩt(x(t)) : [0, τ ]×RN → RN

since for all x(t) ∈ Γt we have φ(t, x(t)) = bΩt(x(t)) = 0. But the displacement of the
points of RN is governed by the equation

dx

dt
(t) = V (t, x(t)), x(0) = X,

for some velocity field V (t), and we formally get

∂φ

∂t
(t, x(t)) +∇φ(t, x(t)) · V (t, x(t)) = 0

⇒ ∂φ

∂t
(t) +∇φ(t) · V (t) = 0 on Γt.(5.6)

It would be tempting to say that for each t the above equation is verified not only
on Γt but in all of RN. Yet (5.2) says that outside of Γt the velocity V (t) has to be
modified to the velocity V (t) ◦ pΓt . Furthermore, for smooth embedded submanifolds
Ω of codimension strictly greater than one, ∇bΩt does not exist on Γt and, a fortiori,
(5.6) has no meaning. So it is really fascinating that, at each t, bΩt be effectively
determined by (5.2) outside of Γt.

Remark 5.4. In the context of the level set method which corresponds to a
velocity constrained to be carried by the normal ∇bΩt to the front Γt with a scalar
speed F (t) which is a function of the curvatures, the concept of extension velocities
was formalized by Adalsteinsson and Sethian [1] in 1999 to “serve several purposes:
(1) to provide a way of building velocities for neighboring level sets in the case where
the velocity is defined only on the front itself; (2) to provide a sub-grid resolution
in some cases not present in the standard level set approach; (3) to provide a way
to update an interface according to a given velocity field prescribed on the front in
such a way that the signed distance function is maintained and the front is never
re-initialized.” Among all the choices of extension velocities, the one constructed by
Malladi, Sethian, and Vemuri [30] in 1995 corresponds to our velocity Ṽ (t) = V (t)◦pΓt .
Quoting from [1]: “In cases where there is no available choice for an extension velocity,
one approach is to simply extrapolate; standing at each grid point, the value of the
speed function at the closest point on the front is used as the extension velocity at that
point. This is the approach used in [30].” The same construction involving pΓt was
obtained by Gomes and Faugeras [21] in 2000 with several numerical implementations.
Theorem 5.1 establishes, in the context of an unconstrained velocity and by completely
independent arguments, that this is indeed the right theoretical choice. It is also
interesting to observe that when all the functions involved are smooth the Jacobian
matrix DṼ (t) verifies the condition

DṼ (t)∇bΩt = D (V (t) ◦ pΓt)∇bΩt = DV (t) ◦ pΓtDpΓt∇bΩt
= DV (t) ◦ pΓt [I −∇bΩt ∗∇bΩt − bΩtD2bΩt ]∇bΩt
= DV (t) ◦ pΓt [∇bΩt −∇bΩt − bΩtD2bΩt∇bΩt ] = 0

since |∇bΩt |2 = 1 and D2bΩt∇bΩt = 0. This is the generalization of the equation
∇Fext · ∇φ = 0 given in [1, 21] for the scalar speed F , V = F∇φ/|∇φ|, to build an
extension velocity from an extension Fext of the scalar speed F .
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Remark 5.5. Another interesting observation is that the zero-extension bhΩt =
ρh ◦ bΩt bΩt introduced in Definition 3.3 satisfies the evolution equation (5.2),

∂

∂t
bhΩt +∇bhΩt · (V (t) ◦ pΓt) = 0 ∀t, 0 ≤ t ≤ τ, and a.e. in RN,

bhΩ0
= bhΩ,

(5.7)

since ∂bhΩt/∂t = ehΩt∂bΩt/∂t and ∇bhΩt = ehΩt∇bΩt . As the choice of the thickness h

and the function ρh is independent of Ω and t, this suggests a new type of narrow-band
method in the level set context where the band Uh(Γt) naturally evolves with time
as the support of bhΩt . By construction, bhΩt coincides with bΩt on the smaller tubular
neighborhood Uh′(Γt) ⊂ Uh(Γt), 0 < h′ < h. The other part of the solution can be
thrown away.

Proof. (i) Equation (5.2) at time t is obtained by the same arguments as the one
at t = 0 since Γt is thin for each t. Note that, in view of the linearity of the expression
with respect to V , we get a derivative for all t in ]0.τ [ and not just a derivative from

the right. Under the additional assumption that V ∈ C([0, τ ];C0(RN,RN)), from
Theorem 4.1 (iii), bΩt is continuous in W 1,p(D)-strong which means that t 	→ ∇bΩt is
continuous in Lp(D)N -strong. Moreover,

‖V (t) ◦ pΓt − V (0) ◦ pΓ‖Lq(D)

≤ ‖(V (t)− V (0)) ◦ pΓt‖Lq(D) + ‖V (0) ◦ pΓt − V (0) ◦ pΓ‖Lq(D)

≤ ‖(V (t)− V (0))‖C(D) mN (D)1/q + c‖pΓt − pΓ‖Lq(D)

≤ ‖(V (t)− V (0))‖C(D) mN (D)1/q + c/2‖∇b2Ωt −∇b2Ω‖Lq(D).

But the assumption V ∈ C([0, τ ];C0(RN,RN)) implies that ‖(V (t)−V (0))‖C(D) goes

to zero as t goes to zero and from the continuity of t 	→ ∇bΩt we get the continuity
of t 	→ ∇b2Ωt for 1 ≤ q < ∞. Finally since b′Ωt = −∇bΩt · (V (t) ◦ pΓt) we get the
continuity of b′Ωt in Lr(D) for r ≥ 1 by choosing p = q = 2r in the previous estimates.

In view of those properties, (5.2) becomes an equation with values in Lrloc(R
N) and

the solution t 	→ bΩt belongs to C1([0, τ ];Lr(D))∩C0([0, τ ];W 1,p(D)) for all bounded
open subset D of RN.

(ii) (5.4) is obtained by similar arguments and the previous properties of b2Ωt.
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